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Abstract

This fundamental research was conducted to predict the grain size of austenitic stainless-steel after plasma cutting process
using experiment and non-linear probabilistic numerical computation with self-developed algorithm which was written and
compiled using Fortran-hased subroutines and utility routines available in commercial FEM software. For grain modelling,
the non-linear numerical programming codes consisted of fourth-order Runge—Kutta method for solving ordinary differential
equation of grain growth formula with major parameters such as initial grain size, activation energy, and kinetic constant
which were measured by using dilatometer on specimen samples at various temperatures and holding times. In order to
replicate the actual thermal cutting process, customized conical heat source model was developed and employed. The proba-
bilistic approach in numerical computation was executed using Monte Carlo method by setting major process parameter of
input power based on normal distribution with defined mean and standard deviation which were randomized following linear
congruential generator and Box-Muller algorithm. This comprehensive numerical computation based on deterministic and
probabilistic FEM was established using nonlinear thermomechanical method with hexahedral element type including finer
mesh on cutting section and coarser at base plate. For verification purpose, a series of experiments asing fully automated
system was carried out on 553161 plate with 4-mm thickness. From the analysis of results, acceptable discrepancy was
achieved in grain size prediction obtained between numerical methods and experiment with the error percentage of up to
9.2% and 14.5% for probabilistic and deterministic analyses respectively.

Keywords Deterministic - Probabilistic - Grain size - Numerical Computation - S5316L.
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1 Introduction

As one of the separating processes, thermal cutting is a
very important method in fabrication indusiry. This pro-
cess uses concentrated heat to be imposed on 2 metallic or
non-metallic plate, causing the applied part to melt away.
Typically, thermal cutting is an exothermal process where
less heat is needed for maintaining the burning process.
Main thermal cutting processes are flame, plasma arc, and
laser cutting [1]. The most extensively utilized thermal
cutting process is known as flame cutting due to its low-
cost equipment and easy to handle. The flame cutting can
be manually applied and also can be easily automated | 2.
The flame cutting is also called as oxyfuel gas cutting and
oxyacetylene cutting. This process is a thermochemical
process that works by initially preheating the material to
its ignition temperature which is lower than its melting
point, and subsequently, the preheated area is subjected
to pure oxygen jet to produce iron oxides which are then
blown away by the oxygen jet to generate cut kerf that
penetrating through the material. The flame cutting has the
capability to produce good guality cutting which can be
employed to cut material with the thickness ranging from
5 up to 120 mm |3].

In plasma arc cutting (PAC), the applied part of work-
piece material is melted and partially vaporized away by
extremely hot plasma gas that is produced through the
combination of an arc with inert gas flow or pressurized
air. Plasma arc is produced by means of heating the gas
with an arc that results into partly ionized which is capa-
ble to conduct electricity. More accurate and hotter arc is
generated by concentrating the plasma arc through a noz-
zle that can reach extremely high operating temperature
of around 10,000 to 14,000 *C. Fast action of heating the
gas when moving along the arc leads to expansion which
then accelerates via the nozzle and focuses towards the
workpiece. High speed of plasma gas jet is utilized to get
rid of the molten materials. Types of gases that are typi-
cally used for plasma cutting process consist of air, argon,
oxygen, nitrogen, and mixture of argon and hydrogen as
well as mixture of nitrogen and hydrogen 4. 5].

Laser cutting is an advanced non-contact thermal cutting
process which can avoid effects like tool wear, vibration of
machine, and mechanically induced thermal damage [6].
Laser cutting can be used for nearly all types of materials such
as metals, non-metals, composites, and ceramics. It has the
capability to produce complex shapes and various geometries
with the narmow kerf. As stated in | 7], instead of mechanical
properties, the potential of laser cutting primarily depends on
thermal and optical properties. A cut kerf is formed by the
action of removing the molten material as the assist gas blows
it away where the molten material is produced as a result of
locally focused laser beam onto the material.
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MNumerous thermal analyses have been performed by
means of numerical methods. A thermomechanical numeri-
cal analysis was conducted on carbon steel material to
observe the effects of flame cutting parameters on HAZ (heat
affected zone) size |8]. The simulated HAY size was found
to be closer to the actual HAZ size obtained through experi-
ment. The results showed that the increase in cutting speed
led to decreasing in HAZ width at the center area. Mean-
while, the increase in ethylene (C,H,) flow rate caused the
upper HAZ width to increase whereas the increasing flow
rate of oxygen caused the widening of the lower HAZ width,
Another research on numerical simulation of flame cutting
on steel material had been performed in [9]. Referring to
this research, a guasi-stationary state model can be used
when the flame size is far much smaller than the plate size
with straight cutting line. In addition, the guasi-stationary
state model was coupled with transport equations to describe
the transition of phase based on transient Leblond-Devaux
maodel. A portion of molten material was removed during
cutting process resulting in the formation of heat-affected
zone (HAZ) in the region around the cut kerf. The HAZ is
the area where transitions of phases take place as a result of
austenitization. 1t can be found that the HAZ and kerf widths
were reduced when the cutting speed was increased.

In | 10), a study on forecasting disinbution of temperature
induced by thermal cutting on Inconel 718 was carried out.
The numerical computation was made based on thermo-
mechanical analysiz using temperature-dependent properties
of material. From the results, it was found that the estimated
temperature distribution was in good agreement with the
actual temperature measurement. The trend of temperature
provided by 2-mm thickness specimen was slightly higher
than that of 1-mm thickness specimen. According to [11],
arc cutting and arc welding processes were based on the
similar hasic principles in which some parts of materials
were removed in cutting process, whereas some filler materi-
als in welding process were normally added up to the base
material to form the joint. Research on numerical simula-
tion of multipassed welding distortion induced in combined
joint by gas metal arc welding (GMAW) was conducted in
[12]). Commercial software SYSWELD was used for predict-
ing the distortion which was implemented through thermio-
mechanical plus metallurgical analysis. Plasticity criterion
calculated using isotropic strain hardening caused by non-
cyclic loading was defined for mechanical analysis whereas
constitutive equation formulated by Leblond was defined
for metallurgical history consideration. The results revealed
that the angular distortion predicted through 20 analysis
showed reasonable agreement with the prediction using 30
analysis. The 21 analysis has an advantage over 310 analysis
in terms of computational time in which the 20 analysis was
completed in moch faster ime compared (o 30 analysis. A
study on residual stresses produced in pipe girth weld of
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316 stainless steel was carried out | 13]. The residual stress
prediction was computed through thermo-elastic—plastic
mechanical analysis. The numerical analysis was imple-
mented by means of three different hardening models com-
prising of isotropic, kinematic, and mixed hardening models
which were computed depending on flow curves, bilinear-
Ziegler rule, and Lemaitre-Chaboche model respectively.
Comparing to experimental measurements, good predictions
of axial stresses and hoop stresses were obtained through
izotropic hardening model while the mixed hardening model
provided the best prediction for hoop stresses. On the other
hand, the numerical analysis via kinematic hardening model
underestimated both predictions of axial and hoop stresses.

It is well known that finite element analysis is imple-
mented typically based on deterministic method. However,
in the deterministic analysis, even though all the criteria
have been taken into account, it still leads to limited descrip-
tion of the characteristics of a system [14]. The research on
complex phenomena like dynamic loading, inherent random-
ness of material, lack of data, and human error has always
come up with various sources of uncertainty. In order to
enhance the classical FEM, other new numerical approaches
have been added up in the analysis which considered the
uncertainty of parameters. This new type of analysis is iden-
tified as a stochastic finite element method [15], a random
finite element method |16]. and a probabilistic finite ele-
ment method [17). In addition, to enable the variation of
stochastic scenarios, random fields are applied in the analy-
sis for characterizing the nature of stochastic in the system.
To determine the effects of random variations, the statistical
information of the response variables is assessed by includ-
ing the calculation on the probability of system output. In
[ 18] research was conducted on optimization of laser cutting
parameters via probabilistic FEM. The process parameters
involved in the C0); laser cutting of stainless steel 304 com-
prised of travel speed, assist gas pressure and focus position,
laser power, and kerf taper angle which were connected in
the analysis through the implementation of artificial neural
network-hased mathematical model using Monte Carlo (MC)
method. MC method is considered a5 a common mathemati-
cal tool used in numerical simulation for solving numerous
problems which are operated by manipulating random num-
bers in the programming algorithm. The statistical result of
kerf taper angle demonstrated good accuracy when com-
pared to experimental measurement. The MC method was
found to have the capability to minimize the kerf taper angle
by optimizing the laser cutting parameters. Furthermore, an
acceptable kerf taper angle was achieved by focusing the
laser beam on about two-third of the thickness of material
with the application of low assist gas pressure of 9 bar and
also combining high cutting speed of 3 m/min with low laser
power of 1.6 kW. The optimization through MC simulation
could be resolved by generating random numbers that were

uniformly distributed in the range between 0 and 1. To fulfill
the limitations of parameter values, manipulation of the ran-
dom numbers was implemented with the purpose to generate
uniformly distributed random numbers for each of the laser
cutting parameter which was laid within the range of interest
that could be accomplished.

A huge number of input parameters are involved in
predicting oil and gas reserves and resources particularly
in complex projects [19]. The prediction via determinis-
tic method was normally faced with limited capability in
order to take the effects of uncertainties such as seismic,
petrophysics, and porosity into consideration. Therefore,
probahilistic method was preferred because its projec-
tion was made by considering a lot of uncertainties which
could provide higher confidence levels in evaluation. The
advancement in computing technologies would provide
better assessments through intensive probabilistic method
with artificial intelligence. Due to un-bias results pro-
duced by probabilistic method, it was used in predicting
the mainstream of reserves and resources which could
assist the practitioners to describe the downside and
upside of the projects. Based on research in [20], proba-
bilistic and deterministic methods were implemented
to evaluate marine pipeline corrosions which could
adversely affect the structural integrity. Among the weak-
nesses produced via deterministic analysis were lack of
understanding in importance of various input parameters,
lack of understanding in influence of every single failure
mechanism, uncertaintics in the physical models, as well
as variables were not taken into consideration. However,
these limitations could be overcome through the imple-
mentation of probabilistic analysis. The load and strength
variables were fixed in deterministic analysis, whereas
these variables were normally distributed in probabilistic
analysis. The defect assessment triggered by the corrosion
can be estimated through the comparison of calculated
failure pressure with the load imposed on the pipeline.
As for deterministic method, the assessment can be made
where the capability of the pipeline to withstand against
the load increased with the increasing value of calculated
failure pressure. In probabilistic method, the assessment
can be defined by comparing the calculated failure prob-
ahility with respect to the service time where the pipeline
was increasingly susceptible to fail when the failure prob-
ahility approached the value of 1.0. Through deterministic
analysis, the increasing defect length led to decreasing
failure pressure and thus lowered the capability of the
pipeline to resist against the exerted load. However, in
probabilistic analysis, all the approaches showed that the
failure probability of pipeline reached the value of 1.0
which indicated towards the pipe failure when its service
time closes to 20 years. The evaluation made based on
probabilistic method could provide higher reliability on
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the aging corroeded marine pipeline performance towards
its remaining service lifecycle. Through the probabilistic
analysis, the current performance of the aging pipeline in
service could be better assessed as compared to the result
obtained from the deterministic analysis.

Mumerous researches on the calculation of grain
growth were performed previously especially due to heat-
induced processes such as welding process [21-23]. Study
on behavior of grain growth using stainless steel material
in consequence of cooling rates was conducted in [24].
Calculations of cooling rates were made through numeri-
cal analysis using phenomenclogical model, whereas the
microstructural measurements of secondary dendrite arm
spacing (SDAS) were conducted on the welded samples
using scanning electron microscopy (SEM) for verifying
the predicted results. The computed results were in good
agreement with the actual measurements, and the grain
growth was found to be influenced by the cooling rate
in which slower cooling rate would increase the grain
size. As stated by research in |25], grain growth in the
heat-affected zone (HAZ) of stainless-steel material was
hugely depended on the main factors such as maximum
temperature, rate of cooling, and a period of staying at
high temperature. The grain was greater in size in the area
that was undergoing higher maximum temperature when
compared to the grain size in the area that was undergoing
lower maximum temperature. The changes in tempera-
ture throughout heating and cooling cycles would influ-
ence the grain size in which the grain growth typically
occurs between the temperature of 900 “C and its peak
temperature. In addition, particle precipitation and grain
boundary migration were also the major factors that could
provide great impact on the grain growth in stainless steel
material.

Based on reviewed literatures, there were only few
attempts in comparative prediction of grain size using
probabilistic and deterministic FEM especially for thermal
cutting process due to limited numerical software capabil-
ity to solve the problem by default which leads to the need
of comprehensively advanced approaches using subrou-
tines and utility routines. Therefore, in this study, non-lin-
ear thermo-mechanical probabilistic computation method
based on Monte Carlo using FEM software Marc/Mentat
2016 was employed to model and simulate plasma arc cut-
ting process for predicting the grain growth in 4-mm plate
thickness of austenitic stainless steel 316L. A series of
experiments were carried oot using fully antomated sys-
tem for validating the simulated results. To measure the
initial and final grain sizes of the specimen, an advanced
system of metallurgical microscope was utilized. Finally,
the simulation results were analyzed and concluded.

£ Springer

Fig. 1 CNC plasma cutting machine

2 Experimental set-up and procedures

At the initial stage of this research, a series of experi-
ments were conducted using automatic CNC plasma cut-
ting machine model HNC-1500 W with IGBT Inverter
power source as displayed in Fig. 1. At the present time,
plasma arc cutting process is normally integrated with
Computer Mumerical Control (CNC) system |26-28]. The
implementation of CNC system in plasma cutting process
could enhance the cutting flexibility especially to setup
and control the torch movement. The type of matenal used
in the experiment was stainless steel 31601 with the speci-
men size of 100 mm in length and width as well as 4 mm
in thickness. The cutting parameters applied during the
experiment are tabulated in Table 1.

After the experimental cutting process was finished,
the specimens were then used for metallographic prep-
arations consisting of several steps prior to final grain
size measurement. In preparing the metallographic sam-
ples, the specimens underwent sectioning process using
abrasive cotter which then proceeded with mounting
process by means of automatic mounting press. After
finishing mounting process, the samples were subse-
guently used in crucial course and fine grindings wsing
metallographic sand papers started with lower grade
{coarser) and increased gradually to higher grade (finer)
by means of grinding machine. Later, polishing process
was implemented via polisher machine by utilizing three
different grades of polishing agents which were diamond

Table 1 Thermal curing

parametzrs used for s r Vilme
experimental imestigation Current. T [A] 30
WVoltage, V [V] BO-100

Travel speed, v [mm's] 5
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suspensions of grades &, 3, and 1 pm. Then, the prepara-
tion continued with etching process by using V24 etchant
which was suitable for stainless steel material. For bet-
ter metallographic examination, the inspection of mate-
rial microstructure was performed just afier the etching.
The aim of the metallographic inspection was to conduct
microscopic examination on the prepared sample in order
to measure the grain size at the cut kerf area. The metal-
lographic inspection was carried oul using system met-
allurgical microscope model OLYMPUS BX60F-3. For
microscopic measurement, the microscope was connected
to a computer equipped with IMAPS 2.0 software. This
software program allowed the grain image that was being
ohserved through the microscope to be previewed on the
computer which then could be captured and measured. The
calculation of real average grain size was made by means
of linear intercept method which was performed in accord-
ance o ASTM E112 standard.

According to [ 29], one of the important parameters to cal-
culate grain size is the modified kinetic constant. However,
it is very difficult to find information and reference about the
value of this particular parameder. As an alternative to obiain
the parameter value, a heat treatment process was conducted
using DIL 805A/DT quenching and deformation dilatom-
eter as shown in Fig. 2. The experiment was carried out on
5583161 material in cylindrical shape of 5 mm x 10 mm in
diameter and length respectively. A number of samples were
heated and held isothermally at four different temperatures
of 900 “C, 1000 “C, 1100 °C, and 1200 “C with four differ-
ent holding times of 30 s, 60 s, 120 s, and 240 s. Based on
the results of grain sizes obtained from the heat treatment
experiment, the values of modified kinetic constants at each
temperature are stated in Table 2. The results of modified
kinetic constants are to be implemented in the numerical
simulation of grain growth.

Furthermore, a chemical analysis was conducted to
identify the composition of chemical substances that were

Fig. 2 (Quenching and deformation dilatometer DIL 805ADT

Tabde 2 Modified kinetic

n obtsined I'F‘:g]p:ramm Walne [um’s ']
from heat trestment cXperiment
900 204 10"
10001 679 10"
1100 1.1 = 10
1200 321!

present in the specimen. The chemical testing was performed
using QMatrix Analysis by weight percent accomplished
based on ASTM A240 specification. Table 3 shows the
average results of chemical composition obtained from the
experiment and compared with the chemical composition
provided in material model from database.

Other factor that might contribute to the accuracy of
numerical prediction is the heat transfer coefficient. For
this reason, a thermal calibration was conducted in order
to ensure the predicted temperature distribution resembling
the actual behavior. As calibrating purpose, temperature dis-
tribation during the thermal cutting test was measured by
means of thermocouples type-K connected to data logger
ALMEMO 28909 for data recording at specific locations
a5 demonstrated in Fig. 3. Table 4 presents the calibrated
heat transfer coefficients obtained from the thermal calibra-
tion which were further implemented for the grain growth
simulation. The thermal calibration was determined by
comparing the temperature distributions obtained between
simulation and experiment. Apart from that, the calibration
was also made to validate that the chosen matenial property
models used in the numerical analysis as shown in Fig. 6
could characterize the similar behavior as the actual material
as displayed in Fig. 4.

3 Simulation method and procedures

3.1 Geometrical, material, and thermomechanical
maodelling

Figure 5 illustrates a schematic diagram of solid finite ele-
ment model implemented in the numerical computation with
the dimension of 20 mm (L)} =40 mm (W) x4 mm (7). The
armow demonsirates the trajectory and direction of cutting.
The geometrical model was built using three-dimensional
hexahedral element type. In order to have better numerical
prediction, the model was constructed using finer elements
in the region close to the cutting trajectory.

For numerical simulation, the grain growth analysis was
executed by means of material modelling of 553161 gen-
erated based on the chemical composition as disclosed in
Table 3. The grain growth computation was made based on
temperature distribution where non-linear thermomechanical
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Table 3 Chemical composition of SS316L

Table4 Calibrated heat transfer coefficients

type

Material  Chemical substance Type of heat transfer coefficient Valoe
C Cr Ni Mo Mn S s P Coave ctive, h l-w/mzm 25

Specimen 0017 16760 10.190 2148 1475 03%0) 00067 0026 Contsct, @ [W/m?K] 1000

Dambae  0.018 16630 11180 2.050 1570 0450 0.0020 0.040 Emissivity, £ 0.6

method was applied for the temperature analysis. Besides, in
this study, the numerical computations were accomplished
through temperature-dependent material properties as dis-
played in Fig. 6. In real situation, the specimen is subjected
to high temperature throughout the cutting process which
particularly could surpass its melting point at the main cut-
ting area. Consequently, the heat will be transmitted via
heat-affected zone (HAZ) region and passed on through
base metal as well as ended up dissipating into the surround-
ing environment. Furthermore, this phenomenon leads to
changes in magnitudes of certain material properties that
are influenced by the temperature changes. Therefore, it is
crucial in the numerical prediction to take the temperature-
dependent material properties into consideration in order to
replicate the actual condition.

The application of constant material properties could
result in inaccurate prediction owing to the consideration
that could merely be taken on material behavior at room
temperature. On the other hand, due to insignificant changes
in magnitudes of particular material properties towards the
temperature variation, Poisson's ratio and mass density were
possibly considered to be constant at 0.3 and 7850 kg/m*
respectively. This implementation could also permit reduc-
tion in computational time without compromising the accu-
racy of numerical prediction.

For thermal heat transfer, referring to research by [30],
the governing equation for transient heat transfer analysis
is represented by Eq. (1). In this equation, p is density
of the material, ¢ is temperature-dependent specific heat
capacity, T is temperature vector, Q is thermal load vec-
tor (flux), ¢ is time, and V is the spatial gradient operator,
whereas x, y, and 7 are coordinates in the reference system.

Fig.3 Data logger ALMEMO
2890-9 (left). rype-K thermo-

couples (middle), and measur-
ing point locations (right) used
in thermal calibeation

€ springer

In addition, from the equation, G is the thermal conductiv-
ity vector in which non-linear isotropic Fourier heat flux
constitutive equation is used with temperature-dependent

properties.
ar =
pc-é'-(x.y, oty =V g(x,y,z,0) + O(x,y,2.1) (1)

In this numerical simulation, two types of system interac-
tion between part and environment were considered, namely,
mechanical and thermal boundary conditions. Fixed dis-
placement on the nodal points was set up as the mechanical
boundary condition. Meanwhile, as thermal boundary condi-
tion, the heat losses were taken into consideration in conse-
guences of conduction (contact between two bodies), con-
vection, and radiation. Equations (2), (3), and (4) are used to
characterize the heat losses via conduction, convection, and
radiation respectively. Referring to these equations, contact
heat transfer coefficient. coefficient of convective heat trans-
fer, Stefan Boltzmann's constant, and thermal emissivity are
represented by @ k, o, and e respectively, while 7, and 7, are
bodies' temperatures, whereas T, and T define the surface
and ambient temperatures respectively. Thus, for the ther-
mal boundary condition, the total heat losses involved in the
computational analysis could be expressed as Eq. (5).

Goowa = —alT; = T3} 2)
Qe = —T, = Ty) 3)
Grag = —0&(T} = T3) ()
Qrovatiosser = Qoond + Beans + Yt (3)
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Fig.4 Temperature measure
ments for thermal calibration 420

Temperature Distribu

Figure 7 exhibits the basic overview of the coupled
thermomechanical-metallurgical analysis. The heat input is
defined by the volumetric conical heat source which will be
modelled using Fortran-hased subroutine and utility routine
in FEM software MSC Marc/Mentat 2016.

3.2 Heat source modelling

The application of heat source model is one of the key
steps in thermal cotting simulation. The implementation of
correct maodel that is well suited to the simulation process
being investigated can give a huge impact on the accuracy
of prediction. The heat source model used for simulation
Fig.5 Geometrical model

applied for mumernical simula
bon

should be able to replicate the actual heat source profile.
Therefore, in this stody, the best preferred model is a volu-
metric conical heat source model. However, this type of heat
source model is usually not provided by default and thus,
customized model should be created. Since this simulation
is exceuted using MSC Marc, the algorithm is formulated
by means of Fortran-based subroutine. The volumetric
conical heat source model implemented throughout this
research was developed and formaulated in [31) which was
cxceptionally arisen from derivation of heat inteasity dis-
tribution from thermal energy conservation equation. The
volumetric conical model equation is divided into two pars,
where Eq. (6) is generated to characterize the heat intensity
distribution of thermal arc while the following Eq. i

QI Springer
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Fig.6 Temperature-dependemt
mechanical and thermo-physical
propesties of SS316L
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fraction of the abovementioned equation which manipulates
the heat input intensity that deteriorates through the distance
of material thickness. Referring to both formulae, the net
heat flux, input power, radial coordinate, :-coordinate, and
heat intensity distribution parameters are represented by g,
Q.. r. 2, and r, respectively. Meanwhile, r, and £, definc the
top surface radius and :-coordinate respectively, whercas
the bottom surface radius and g-coordinate are defined by
r, and z, respectively. Figure 8 demonstrates the volumetric
conical heat source model configuration. The heat source
variables applied in the numerical analysis were defined

T T Y T T Y T Y T Y Y
A% 0 W0 200 450 W0 O M0 B0 1290 10 10 1850

Tempersture [*C)

through the thermal calibration that has beea described as
above, where the preferred heat source parameters obtained
when the predicted semperature distribution could provide
the similar behavior of temperature distribution as produced
by experiment.

L %0.E ! (-
"("*)‘.(é-l) (z, =z 2 +rr+17) “P( ’:)

(6)
,Az)=,‘+(,,-r,).z—:. (]

2=

3.3 Principle of Monte Carlo (MC) method

A numerical model that considers variability of inputs
to predict the probable outputs is called MC method,
which is also known as probabilistic analysis method.
A lot of recalculations could be involved in the numeri-
cal analysis prior to finishing. Distributions of differ-
ent outcome values are possible to be generated via this
method. In order to execute the probabilistic analysis,
the input powers of heat source encrgy are fluctuated in
a particular range while maintaining the rest of impor-
tant parameters.

To implement the MC analysis, the input power could be
varied through the intervention of random variables. Hence,
a of random variables ought to be generated to imple-

Geomatricw Matarial
Wadeitng Mocdoting
Haat Transtar Adjustment g
—  Themal FEM Simuation  fe—j Mot Csto
Mochanical FEM Simuation
| Predction of Grain Sze A Ow

Fig.7 The coupled th hanical-metallurgical analysi

€) Springer

ment this process. There are numerous existing random
number geacrators; however, lincar congruential generator
(LCG) is the most broadly used which can be described as
follows [32, 33):
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measarement was lower than both nomerical predictions.
However, both simulation methods generated good accuracy
of prediction where the error percentages were computed
below 15%.

6 Conclusions

In conclusion, the analysis of results from this rescarch
proved that the grain growth phenomenon occurred as a
result of heat inpat induced in thermal cutting process could
possibly be predicted by means of numerical computation.
However, the grain growth calculation is not possible to e
cxecuted osing default numerical analysis. Based on the
research findings, the following outcomes derived from this
study can be summarized as follows:

* (Grain growth prediction is an advanced numerical sim-
ulation that could only be performed through custom-
ized simulation using particular subrootines. The sub-
routines involved in this study were the programming
codes for conical heat source model which included MC
mizthad, contoor plotting of desired ootpat, thermal cot-
ting implementation through activation and deactivation
of elements, a5 well ag grain size caleulation based on
Runge—Kutta fourth-order method.

» Based on the numerical analysis, thermal cycle was found
o have an impact on the grain growth phenomenon. For-
thermore, the reliable calculated grain size obtained from
the numerical compatation proved that the compiled cus-
wmized subroutines were successfully implemented w
predict the grain growth behavior.

®  There were litte differences in distribations of grain size
cstimated through both numerical analyses. However,
the probabilistic method predicted closer to the actoal
grain size value at the specified node as compared to the
deterrninistic method. Therefore, grain growth prediction
could be betier performed throogh probabilistic analysis.

» (Grain size prediction achieved via probabilistic method
prowided with higher accuracy in which the percentage of
crror was less than 109, Even though the deterministic
micthod ended wp with a slightly higher percentage of ennor,
it still managed to provide good prediction with the scco-
racy of more than 83%.

o The different predictions produced by probabilistic analysis
occurred & a resalt of implementing MC method which
considersd the variation of input power parameter along
the simulation process, where the variation was provided
hased on normal distribution prediceed from the sequence
of random nombers that was gencrated using simple ran-
dom number generatos.

« Moreover, the factors that could lead toe result deviations
might he cansed by chemical composition, material proper-

tics, geometrical size, theoretical model, and approxima-
tion method.
Appendix

In this numcrical analysis, the subroutine algorithm exccuted
for computing the grain groath can be expressed s follows:

Algorithm 1. Algorithm of metallurgical anabysix for caloolating grain

I:  procsdure grain size calmlation

x Set the mitial grain size, GO

i Specify the limit tempemtures for slecting grain boondary
muohility, M valoe.

4 Assign the pammeters of current temp as A%(1 ) and maxi-
e e ax A3

g Assign the parmmeter af previous grain sne as A2

B Imitialize the grain calcnlation by setting the siarting vales

ffor the parameters.

7- iteration = |

B: Repeal

G Diefine the maximumn temperature, Ad{3).

Ik il the current temperatare, Ab(1) is between templ amd
e

1= Select redevant M), by referring to Tahle 2.

1= Cakulate grain sime using Equation (15) based on Egua-
tiom (14).

1% el il the corment temperature, 481) is hetoeen temp2
and temp3d

14 Select nelevant M), by referring o Table 2.

15 Cakoulate grain sime using Equation (15) based on Egua-
tiom (14).

16 else il the cornent temperatre, A1) is between temp’
and termmpd

17 Select nedevant M), by referring to Tahle 2

18 Calkculate grain s using Equation (15) based on Egua-
tiom (14).

1% el il the carment temperature, A81) is greater than tempd

i Select nedevant M), by referring to Table 2

2l Calkculate grain s using Equation (15) based on Egua-
tiom (14).

2 el il the carrent temperature, A8 1) is lower than esmpl

i Mo grain growth

4 Else

5 Giratin sixe is same b the imitial e

i emd il

2T iteration +— iteration + |

I8 umtil the maximam mmber of iterations is completed

2% emd procedore
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