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Preface

In recent years, we have witnessed significant advances in technologies such as artificial
intelligence, big data, the Internet of Things, and bioinformatics. These advancements
have made it evident that there is a need for a thorough review of current ethical patterns.
One of the research fields that is rapidly growing and has a broad future is technology
ethics or tech ethics. Until a few years ago, this type of research was a small part
and did not involve many technology researchers. Currently, due to the proliferation of
new applications of artificial intelligence, numerous initiatives, declarations, principles,
guides, and analyses focused on measuring the social impact of these systems and the
development of more ethical technology have flourished.

The International Conference on “Disruptive Technologies, Tech Ethics, and Arti-
ficial Intelligence” (DITTET 2024) provides a forum to present and discuss the latest
scientific and technical advances and their implications in the field of ethics. It also
offers an opportunity for experts to present their latest research on disruptive technolo-
gies, promoting knowledge transfer. This conference provides a unique platform for
bringing together experts from various fields, academia, and professionals to exchange
their experiences in the development anddeployment of disruptive technologies, artificial
intelligence, and their ethical problems.

The aim of DITTET is to gather researchers and developers from industry, humani-
ties, and academia to report on the latest scientific advancements and the application of
artificial intelligence, as well as its ethical implications in diverse fields such as climate
change, politics, economy, or security in today’s world.

Each paper submitted to DITTET underwent a rigorous peer review process by three
members of each workshop’s international committee. Of the proposals received from
over 130 authors, 42 were selected for presentation at the conference.

We would like to express our deepest gratitude to all the contributing authors, as well
as to the members of the Program Committees and the Organizing Committee, for their
hard work and invaluable contributions. Their dedication and efforts were instrumental
to the success of the DITTET 2024 event. Thank you for your support; DITTET 2024
would not have been possible without your contribution.

May 2024 Daniel H. de la Iglesia
Juan F. de Paz Santana

Alfonso J. López Rivero



Organization

Program Committee

Daniel H. de la Iglesia University of Salamanca, Spain
Juan F. De Paz Santana University of Salamanca, Spain
Alfonso J. López Rivero Pontifical University of Salamanca, Spain
Javier Bajo Pérez Polytechnic University of Madrid, Spain
Gabriel Villarrubia University of Salamanca, Spain

Scientific Committee

Benjamín Sahelices University of Valladolid, Spain
Valderi Reis Quietinho Leithardt Instituto Politécnico de Portalegre, Portugal
Cristian Iván Pinzón Universidad Tecnológica de Panamá, Panama
María N. Moreno García University of Salamanca, Spain
Shridhar Devamane APS College of Engineering, India
Filipe Caldeira Polytechnic Institute of Vise, Portugal
Vivian F. López Batista University of Salamanca, Spain
Rui Duarte Polytechnic Institute of Vise, Portugal
Luiz Faria Institute of Engineering - Polytechnic of Porto,

Portugal
María Navarro Cáceres University of Salamanca, Spain
Celestino Goncalves Instituto Politecnico da Guarda, Portugal
Gustavo Rivadera Universidad Católica de Salta, Argentina
Tiancheng Li Northwestern Polytechnical University, China
Roberto Berjón Pontifical University of Salamanca
Vidal Alonso Secades Pontifical University of Salamanca
M. Encarnación Beato Pontifical University of Salamanca
Jose Neves University of Minho, Portugal
Igor Kotenko St. Petersburg Federal Research Center of the

Russian Academy of Sciences, Russia
Sylvie Ratté École de technologie supérieure, Canada
Juan Pavón Universidad Complutense de Madrid, Spain
Alejandro Rodriguez Universidad Politécnica de Madrid, Spain
Rosalia Laza University of Vigo, Spain
Antonio Marques Instituto Politécnico do Porto, Portugal
Manuel Martín-Merino Acera Pontifical University of Salamanca



viii Organization

Manuel José Ruiz García ProFuturo Foundation - Telefónica, Spain
Armando Pinho University of Aveiro, Portugal
Satish Gajawada Indian Institute of Technology Roorkee Alumnus,

India
Taha Duri College of Design, American University in the

Emirates, United Arab Emirates
Lauri Tuovinen University of Oulu, Finland
Anouar Abtoy National School of Applied Sciences of Tetouan

(ENSATe), Abdelmalek Essaâdi University,
Morocco

Anne Marte Gardenier Eindhoven University of Technology, Nederlands
Gualtiero Volpe InfoMus-DIST-University of Genoa, Italy
Luís Moniz Pereira NOVA Laboratory for Computer Science and

Informatics (NOVA LINCS), Universidade
Nova de Lisboa

Chun-Hua Tsai University of Omaha, United States
Syuan-Yi Chen Department of Electrical Engineering, National

Taiwan Normal University, Taiwan
Hwang-Cheng Wang National Ilan University, Taiwan
Juddy Yinet Morales Peña Universidad Distrital Francisco José de Caldas,

Colombia
Gianluca Schiavo University of Trento, Italy
Ulrik Franke RISE Research Institutes of Sweden & KTH

Royal Institute of Technology, Sweden
Francesco Zirilli Sapienza Universita Roma, Italy
Marcus Düwel Technical University of Darmstadt, Germany
Francesc Fusté Forné Universitat de Girona/Lincoln University, Spain
Dr. Khaled Almakadmeh The Hashemite University, Jordan
Mohammad Abido King Fahd University of Petroleum & Minerals

(KFUPM), Saudi Arabia
Beth Kewell University of Exeter Business School, England
Dariusz Jacek Jakóbczak Technical University of Koszalin, Poland
Dr. Mohammad Siraj Universiti Teknologi Malaysia and King Saud

University, Saudi Arabia
Nolen Gertz University of Twente, Netherlands
Ikvinderpal Singh Trai Shatabdi GGS Khalsa College, India
Grigorios Beligiannis University of Patras, Greece
Arnold Aribowo Pelita Harapan University, Indonesia
Pujianto Yugopuspito Pelita Harapan University, Indonesia
Amel Ourici University Badji Mokhtar Annaba, Algeria
Giovanna Sanchez Nieminen VTT Technical Research Centre of Finland,

Finland
Narendra Nath Joshi IBM Research, United States



Organization ix

Souad Taleb Zouggar Es senia University Oran, Algeria
Smain Femmam Université de Haute-Alsace, France
K.-L. Du Concordia University, Canada
Bui Trung Thanh Hung Yen University of Technology and

Education, Vietnam
Albert Bakhtizin Central Economics and Mathematics Institute of

Russian Academy of Sciences, Russia
Siddhartha Bhattacharyya VSB Technical University of Ostrava,

Czech Republic
Ruhaidah Samsudin University of Technology Malaysia, Malaysia
Matthew Dennis Eindhoven University of Technology, Nederlands
João Calado ISEL - Instituto Superior de Engenharia de

Lisboa, Portugal
Prabhat Mahanti University of New Brunswick, Canada
Sanjay Goel The State University of New York at Albany,

United States
Thomas M. Powers University of Delaware, United States
Solomiia Fedushko Lviv Polytechnic National University, Ukraine
Ridda Laouar Tebessa University, Algeria
Jenifer Sunrise Winter University of Hawaii at Manoa, United States
Alessio Ishizaka University of Portsmouth, England
Ong Pauline Universiti Tun Hussein Onn Malaysia, Malaysia
Hamed Taherdoost University Technology Malaysia, Malaysia
Hamidreza Rokhsati Sapienza University of Rome, Italy
Mohamed Waleed Fakhr Arab Academy for Science, Technology &

Maritime Transport, Egypt
Sanna Lehtinen University of Helsinki/Aalto University, Finland
Altino Sampaio Instituto Politécnico do Porto, Portugal
Ficco Massimo Second University of Naples, Italy
Davide Carneiro Polytechnic Institute of Porto, Portugal
Guillermina Nievas Universidad Católica de Salta, Argentina
Beatriz Parra Universidad Católica de Salta, Argentina
Fernando Rivera Universidad Católica de Salta, Argentina
Giovanny Mauricio Tarazona Universidad Distrital Francisco José de Caldas,

Colombia
Montserrat Mateos Sánchez Pontifical University of Salamanca
Ana María Fermoso García Pontifical University of Salamanca
André Fabiano De Moraes Instituto Federal Catarinense, Brasil



x Organization

Organising Committee

Fernando Lobato Alejano Pontifical University of Salamanca
Diego M. Jiménez-Bravo University of Salamanca
André Sales Mendes University of Salamanca
Luis Augusto Silva University of Salamanca
Álvaro Lozano Murciego University of Salamanca
Héctor Sánchez San Blas University of Salamanca
Jorge Zakour Pontifical University of Salamanca
Carlos Chinchilla Corbacho Pontifical University of Salamanca
Sergio García University of Salamanca

DITTET 2024 Organizers



Organization xi

DITTET 2024 Collaborates



Contents

Track on Artificial Intelligence

Integrating AI Techniques for Enhanced Management and Operation
of Electric Vehicle Charging Stations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Filipe Cardoso, José Rosado, Marco Silva, Pedro Martins, Paulo Váz,
José Silva, and Maryam Abbasi

Ensemble Learning Models for Wind Power Forecasting . . . . . . . . . . . . . . . . . . . . 15
Samara Deon, José Donizetti de Lima, Geremi Gilson Dranka,
Matheus Henrique Dal Molin Ribeiro, Julio Cesar Santos dos Anjos,
Juan Francisco de Paz Santana, and Valderi Reis Quietinho Leithardt

Predictive Model for Estimating Body Weight Based on Artificial
Intelligence: An Integrated Approach to Pre-processing and Evaluation . . . . . . . 28

Diana M. Figueiredo, Rui P. Duarte, and Carlos A. Cunha

Requirements on and Procurement of Explainable
Algorithms—A Systematic Review of the Literature . . . . . . . . . . . . . . . . . . . . . . . . 40

Ulrik Franke, Celine Helgesson Hallström, Henrik Artman,
and Jacob Dexe

MappingChanges in ProcurementManagement for Project Implementation
in the Food Sector: An Applied Review to the Principles PMBOK®Guide
v.7 with DotProject+ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Jhony Reinheimer Magalhães, André Fabiano de Moraes,
and Luis Augusto Silva

Plant Disease Classification Through Image Representations
with Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Arturo Álvarez-Sánchez, Diego M. Jiménez-Bravo, Luís Augusto Silva,
Álvaro Lozano Murciego, and André Sales Mendes

Explaining Social Recommendations Using Large Language Models . . . . . . . . . . 73
Md. Ashaduzzaman, Thi Nguyen, and Chun-Hua Tsai

Utilizing Retrieval-Augmented Large Language Models for Pregnancy
Nutrition Advice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Taranum Bano, Jagadeesh Vadapalli, Bishwa Karki,
Melissa K. Thoene, Matt VanOrmer, Ann L. Anderson Berry,
and Chun-Hua Tsai



xiv Contents

Vineyard Leaf Disease Prediction: Bridging the Gap Between Predictive
Accuracy and Interpretability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

Noor E. Mobeen, Sarang Shaikh, Livinus Obiora Nweke,
Mohamed Abomhara, Sule Yildirim Yayilgan, and Muhammad Fahad

Application of Unmanned Aerial Vehicles for Autonomous Fire Detection . . . . . 109
José Silva, David Sousa, Paulo Vaz, Pedro Martins,
and Alfonso López-Rivero

Track on Disruptive Technologies

Smart City Air Quality Monitoring: A Mobile Application for Intelligent
Cities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

Pedro Martins, Diogo Silva, João Pinto, José Varanda, Paulo Váz,
José Silva, and Maryam Abbasi

On the Use of Message Brokers for Real-Time Monitoring Systems . . . . . . . . . . 133
Manuel Lopes, Luciano Correia, João Henriques, and Filipe Caldeira

Incorporating Electric Vehicles in Strategic Management or Value Creation
Initiatives with a Focus on Sustainability? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

Sónia Gouveia, Daniel H. de la Iglesia, José Luís Abrantes,
Alfonso J. López Rivero, Elisabete Silva, Eduardo Gouveia,
and Vasco Santos

A Framework for Monitoring Pollution Levels in Smart Cities . . . . . . . . . . . . . . . 159
Diogo Silva, João Pinto, José Varanda, João Henriques,
Filipe Caldeira, and Cristina Wanzeller

Value Creation and Strategic Management in the Era of Digital
Transformation: A Bibliometric Analysis and Systematic Literature Review . . . 171

Sónia Gouveia, Daniel H. de la Iglesia, José Luís Abrantes,
and Alfonso J. López Rivero

A Framework for Wood Moisture Control in Industrial Environment . . . . . . . . . . 180
Ricardo Cláudio, Francisco Soares, Jorge Leitão, João Henriques,
Filipe Caldeira, and Cristina Wanzeller

EgiCool - IoT Solution for Datacenter Environmental Control and Energy
Consumption Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

Vicente Gonçalves, José Daniel, Celestino Gonçalves, Filipe Caetano,
and Clara Silveira



Contents xv

Development of an Autonomous Device for People Detection . . . . . . . . . . . . . . . . 207
José Silva, Gabriel Raperger, Paulo Vaz, Pedro Martins,
and Alfonso López-Rivero

PetWatcher – Ubiquitous Device Proximity Location System . . . . . . . . . . . . . . . . 219
Laura Fernandim, Celestino Gonçalves, Filipe Caetano,
and Clara Silveira

Integration of a Mobile Robot in the ROS Environment. Analysis
of the Implementation in Different Versions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

Sergio García González, Vidal Moreno Rodilla,
Francisco Javier Blanco Rodríguez, Belen Curto Diego,
Héctor Sánchez San Blas, André Filipe Sales Mendes,
and Gabriel Villarrubia González

The Biomimicry Database: An Integrated Platform to Enhancing
Knowledge Sharing in Biomimetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

Vagner Bom Jesus, Clara Silveira, and Carlos Carreto

A Monitoring Framework for Smart Building Facilities Management . . . . . . . . . 256
Eduardo Pina, José Ramos, João Henriques, Filipe Caldeira,
and Cristina Wanzeller

Airsense – Low-Cost Indoor Air Quality Monitoring Wireless System . . . . . . . . . 269
Rafael Marques, Celestino Gonçalves, and Rui Ferreira

An Audit Framework for Civil Construction Safety Management
and Supervision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281

Luciano Correia, Manuel Lopes, Filipe Caldeira, and João Henriques

Track on Technological Ethics

Bytes and Battles: Pathways to De-escalation in the Cyber Conflict Arena . . . . . 295
Lambèr Royakkers

A Positive Perspective to Redesign the Online Public Sphere:
A Deliberative Democracy Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

Roxanne van der Puil

A Comparative Analysis of Model Alignment Regarding AI Ethics
Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319

Guilherme Palumbo, Davide Carneiro, and Victor Alves



xvi Contents

The Fictional Pact in Human-Machine Interaction. Notes on Empathy
and Violence Towards Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331

Daniel Blanco Parra and Lucía Martín-Gómez

Moral Asymmetries in LLMs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346
Nadiya Slobodenyuk

Against Skepticism and Deterioration: Art and the Construction of Peace . . . . . . 355
Taha Duri

Track on Doctoral Consortium

A Comparison of DoDAF, TOGAF, and FEAF: Architectural Frameworks
for Effective Systems Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363

Bernardo Gaudêncio, João Ferraz, Pedro Martins, Paulo Váz,
José Silva, Maryam Abbasi, and Filipe Cardoso

From Waste to Wealth: Circular Economy Approaches for Recycled EV
Batteries in Energy Storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 372

Alejandro H. de la Iglesia, Carlos Chinchilla Corbacho,
Jorge Zakour Dib, and Fernando Lobato Alejano

An IoT-Based Framework for Smart Homes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 380
André Bastos, Carlos Silva, Luís Pais, João Henriques, Filipe Caldeira,
and Cristina Wanzeller

An IoT Framework for Improved Vineyards Treatment in Grape Farming . . . . . . 389
Henrique Jorge, Manuel Aidos, Rodrigo Cristovam, João Henriques,
Filipe Caldeira, and Cristina Wanzeller

Strengthening the Role of Citizens in Governing Disruptive Technologies:
The Case of Dutch Volunteer Hackers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399

Anne Marte Gardenier

Consumer Behaviour in the AI Era . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 410
Ana Ribeiro, Alfonso Rivero, and José Luís Abrantes

Evaluation of the Effect of Side Information on LLM Rankers
for Recommender Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 416

Adrián Valera Román, Álvaro Lozano Murciego,
and María N. Moreno-García

A Monitoring Framework to Assess Air Quality on Car Parks . . . . . . . . . . . . . . . . 423
Tiago Almeida, Pedro Monteiro, João Henriques, Filipe Caldeira,
and Cristina Wanzeller



Contents xvii

Disruptive Technologies Applied to Digital Education

Gamification, PBL Methodology and Neural Network to Boost
and Improve Academic Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 431

Filipe William C. Almeida, André Fabiano de Moraes,
Rafael de Moura Speroni, and Luis Augusto Silva

Wrap Your Mind Around Education: Applying Hugging Face to a Chatbot
with AI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 444

Dafne Itzel Rojas González, Josue Aaron Soriano Rivero,
and Jatziri Hernandez Hernandez

An Explainable Clustering Methodology for the Categorization
of Teachers in Digital Learning Platforms Based on Their Performance . . . . . . . . 455

Emma Pérez García, María Rosa Hortelano Díaz,
and Eva Martín Rodríguez

Educational Platform for Inclusive Learning with Deep Camera Integration
and Serious Games . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 464

Héctor Sánchez San Blas, Rocío Galache Iglesias,
Enrique Maya-Cámara, Blanca García-Riaza,
Ana Paula Couceiro Figueira, Josué Prieto-Prieto,
and André Sales Mendes

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 475



Track on Artificial Intelligence



Integrating AI Techniques for Enhanced
Management and Operation of Electric

Vehicle Charging Stations

Filipe Cardoso1, José Rosado3, Marco Silva3, Pedro Martins2(B), Paulo Váz2,
José Silva2, and Maryam Abbasi3

1 Polytechnic Institute of Santarém, Santarém Higher School of Management
and Technology, Porto, Portugal

filipe.cardoso@esg.ipsantarem.pt
2 CISeD - Digital Services Research Center, Polytechnic of Viseu, Viseu, Portugal

{pedromom,paulovaz,jsilva}@estgv.ipv.pt
3 Applied Research Institute, Coimbra Polytechnic, Coimbra, Portugal

{jfr,msilva}@isec.pt, maryam.abbasi@ipc.pt

Abstract. Managing Electric Vehicle (EV) charging stations poses chal-
lenges due to limited contracted power. To address this, we introduce
the Intelligent Electric Vehicle Charging Controller (IEVCC) prototype.
IEVCC optimizes power utilization without additional costs and can
operate independently or in a network. A designated manager allocates
power among chargers through load balancing and prioritization.

Our system incorporates predictive charging, using AI to anticipate
users’ needs based on historical data and preferences, ensuring availabil-
ity. Additionally, AI-driven load balancing efficiently distributes power
among chargers, preventing overload.

Dynamic pricing strategies incentivize efficient charging by adjusting
tariffs based on demand and available power, promoting sustainability

In conclusion, the IEVCC offers a holistic solution for managing EV
charging stations. By optimizing power usage, integrating predictive
charging, load balancing, and dynamic pricing, it enhances efficiency and
ensures prudent resource utilization in the transition towards sustainable
transportation.

Keywords: Electric Vehicle (EV) · Charging Stations · Intelligent
Charging Controller · Predictive Charging · Dynamic Pricing

1 Introduction

The surge in Electric Vehicle (EV) sales worldwide, driven by factors such as
low Total Cost of Ownership (TCO), environmental concerns, and government
incentives, underscores the increasing adoption of EVs [1,2]. Despite temporary
setbacks due to the COVID-19 pandemic, EV sales witnessed a remarkable 108%
increase last year compared to 2020 [3], with projections indicating continued
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
D. H. de la Iglesia et al. (Eds.): DiTTEt 2024, AISC 1459, pp. 3–14, 2024.
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growth albeit at a slightly slower pace [4–6]. These trends align with legislative
initiatives like the European Commission’s target of achieving climate neutral-
ity by 2050 and a 55% reduction in greenhouse gas emissions by 2030 [2]. The
urgency to reduce fossil fuel dependency has made the transition to EVs imper-
ative, as evidenced by major automakers’ commitments to become fully electric
by 2030–2035 [13].

However, despite the increasing popularity of EVs, challenges persist, par-
ticularly regarding access to private charging facilities and the availability and
affordability of public charging stations. Limited access to convenient charging
infrastructure and inadequate residential electric infrastructure pose significant
barriers. The standard 16A Schuko plug commonly found in residential buildings
often fails to meet the charging demands of modern EVs, which require higher
charging capacities.

To address these challenges, this paper proposes an Intelligent Electric Vehi-
cle Charger Controller that utilizes AI techniques to enhance EV charging station
operation and management. The system integrates Predictive Charging, Load
Balancing, and Dynamic Pricing to optimize charging schedules, maximize power
utilization efficiency, and incentivize sustainable charging practices. Experimen-
tal evaluations demonstrate the effectiveness of this approach in enhancing charg-
ing infrastructure efficiency, availability, and sustainability.

In conclusion, the integration of AI-driven techniques offers a promising solu-
tion to the challenges faced in managing EV charging stations. By addressing
limitations in charging infrastructure and promoting sustainable practices, this
research contributes to the advancement of EV technology and supports the
transition to a greener transportation system.

2 AI driven Electric Vehicle Charging Controller

In order to support the AI-driven Predictive Charging, Load Balancing, and
Dynamic Pricing strategies, the hardware (Fig. 1) of the Intelligent Electric Vehi-
cle Charger Controller (IEVCC) system is designed to accommodate these func-
tionalities (Fig. 2).

Fig. 1. IEVCC board
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Fig. 2. Diagram of the Standalone Version.

Figure 2 shows a diagram of the system, which is composed by the:

– Consumption monitor hardware (a);
– Consumption monitor system - broker (b);
– Intelligent Electric Vehicle Charging Controller (c).

Firstly, the hardware incorporates advanced processing capabilities to enable
predictive charging. The AI algorithms responsible for predicting the charging
behavior of EV owners based on historical data and user preferences require com-
putational power for analysis and decision-making. The hardware is equipped
with a powerful processor or microcontroller, such as the expressif ESP32 board,
which can handle complex calculations and perform real-time predictions. Using
the processing capabilities of the hardware, the system can optimize charging
schedules and ensure that charging stations are available when they are most
needed.

Second, the hardware is designed to facilitate load balancing among multiple
electric vehicle chargers. Load balancing techniques involve intelligent distribu-
tion of the available power among chargers within a building or parking lot. The
hardware integrates communication interfaces and protocols to enable efficient
data exchange between the chargers and the central controller. This allows the
controller to monitor the power usage of individual chargers and dynamically
allocate power resources based on demand and availability. By coordinating the
charging activities of multiple EVs, the hardware ensures that the electrical
infrastructure is not overloaded and maximizes the utilization of the available
power.

Lastly, the hardware supports the implementation of dynamic pricing strate-
gies. This involves the ability to adjust charging prices based on various factors,
such as demand, time of day, and availability of renewable energy. The hardware
is designed to facilitate communication with external systems or networks that
provide information related to pricing and energy availability. When integrated
with these systems, the hardware can receive real-time data and make pricing
decisions accordingly. The hardware includes the necessary interfaces, such as
Wi-Fi or cellular connectivity, to establish communication and receive pricing
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information. This enables the system to incentivize users to charge their vehicles
during off-peak hours or when renewable energy sources are abundant, effectively
managing the demand on the charging infrastructure.

Overall, the hardware of the IEVCC system is carefully designed to support
AI-driven predictive charging, load balancing, and dynamic pricing function-
alities. Its processing capabilities, communication interfaces, and connectivity
options enable the system to optimize charging schedules, efficiently distribute
power, and implement dynamic pricing strategies. By leveraging the hardware
capabilities, the IEVCC system enhances the operation and management of EV
charging stations, contributing to the availability, efficiency, and sustainability
of the charging infrastructure.

2.1 Mesh Version

In the mesh version of the Intelligent Electric Vehicle Charger Controller
(IEVCC) system, the integration of AI-driven Predictive Charging, Load Bal-
ancing, and Dynamic Pricing further enhances its functionality and addresses
the challenges specific to condominium environments.

Fig. 3. Diagram of the Mesh Version.

To support Predictive Charging in the Mesh version (Fig. 3), AI algorithms
are used to predict the charging behavior of EV owners residing in the con-
dominium. By analyzing historical data and user preferences, the system can
anticipate the charging patterns of individual users, even with multiple users
having different needs or rights. The hardware includes a consumption monitor
(a) that captures the charging data and communicates it to the central Bro-
ker/Manager (b). The AI algorithms running on the Broker/Manager analyze
the data to optimize charging schedules, ensuring the availability of charging
stations when they are most needed. This integration enables efficient charging
management for multiple users within the condominium, addressing the unique
infrastructure conditioning factors, such as cable thermal limits or the maximum
available power from the energy provider.
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Load Balancing in the Mesh version becomes more challenging due to the
presence of multiple users with different charging needs. The hardware incor-
porates the Intelligent Electric Vehicle Charging Controller with energy meter
(c), which facilitates load balancing among the chargers in the condominium.
The central Broker/Manager receives information about the power usage and
demands from individual chargers and dynamically allocates power resources
based on the available power and user profiles. By utilizing AI-based load bal-
ancing techniques, the system ensures that the electrical infrastructure is not
overloaded and maximizes power utilization among charging stations.

Dynamic Pricing is another essential aspect integrated into the Mesh version
of the IEVCC system. Each user is provided with an NFC card that activates
the charger and identifies them on the system. The card is linked to the user’s
account, which defines their access rights, such as the maximum power they can
charge and priority over other users. Based on the user profile, the number of
users charging at any given moment, and the available power, the system dynam-
ically adjusts the charging rates and prioritizes charging based on predefined
criteria. The chargers communicate all information about the charging sessions,
including usage time and used energy, to the Broker/Manager. This information
is then used to apply dynamic pricing strategies and charging fees. Through AI
algorithms, the system optimizes pricing based on factors such as demand, time
of day, and available power capacity, incentivizing users to charge their vehicles
during periods of low demand and high renewable energy availability.

By integrating the AI-driven Predictive Charging, Load Balancing, and
Dynamic Pricing functionalities, the Mesh version of the IEVCC system
ensures efficient utilization of charging stations in condominium environments.
It addresses the challenges of multiple users, varying infrastructure factors, and
the need to make charging decisions based on user profiles and available power
resources. With the hardware components, including the consumption monitor,
Broker/Manager, and Intelligent Electric Vehicle Charging Controller, the sys-
tem enables effective management of charging sessions, adjustments to charging
rates, and accurate fee calculations based on AI-driven algorithms.

2.2 Consumption Monitor Hardware

The consumption monitor hardware (Fig. 4) is pivotal in overseeing power con-
sumption within the house or building. Utilizing a PZEM-004T V3.0 board,
based on the Vango V98xx IC, it measures critical parameters like Voltage,
Current, and Active Power at regular intervals [11]. These values are then trans-
mitted to the consumption monitor system, stored in a database for user access,
providing insights into electricity costs associated with various home devices.

To augment system capabilities, artificial intelligence (AI) techniques are
integrated into the consumption monitor system. AI algorithms analyze collected
consumption data, predicting future energy usage patterns. This AI-driven Pre-
dictive Charging optimizes schedules, ensuring charging stations are available
when needed, by anticipating charging patterns and adjusting schedules accord-
ingly [14].
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Fig. 4. Consumption Energy Monitor

Additionally, current consumption monitor data is communicated to a broker
using the MQTTS protocol [12]. This facilitates the Intelligent Electric Vehicle
Charging Controller (IEVCC) to not only adjust charging current based on con-
tracted power information but also utilize AI-based Load Balancing techniques.
These techniques intelligently distribute available power among multiple EV
chargers, preventing overload and maximizing utilization [15].

Furthermore, the system integrates AI-driven Dynamic Pricing strategies,
adjusting charging prices based on factors like demand and available power
capacity [16]. This incentivizes users to charge during off-peak hours or when
renewable energy is abundant, promoting efficiency and sustainability while man-
aging infrastructure demand.

Moreover, the system supports renewable energy utilization, directing power
from sources like solar panels directly to chargers. This AI-driven integration
empowers users to monitor and optimize energy consumption, maximize renew-
able energy utilization, and make informed charging decisions.

3 Results

In this study, comprehensive tests were conducted in real-world parking spots
connected directly to household power. Residents continued daily activities
without disruption while the Intelligent Electric Vehicle Charging Controller
(IEVCC), integrated with AI, autonomously adjusted charging power. This AI-
driven adaptation ensured efficient charging operations, seamlessly accommo-
dating electric vehicle needs alongside household activities.

3.1 Standalone Version

This paper examines how AI integration optimizes electric vehicle charging
dynamics, focusing on the inaugural version of the standalone Intelligent Electric
Vehicle Charging Controller (IEVCC). Through real-world charging sessions, the
study demonstrates AI’s role in adaptive power management, addressing house-
hold power constraints and responding promptly to energy demand fluctuations.
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Our experiment utilized a 2015 Nissan Leaf 24 kWh with a user-contracted
power of 5.75 kVA, allowing a maximum current of 25 A. The dwelling featured
an intelligent meter, surpassing conventional overcurrent residual current breaker
(RCBO) responsiveness. To ensure compatibility with the intelligent meter, an
AI-driven buffer of 3 A was ingeniously implemented. This buffer serves as an
intelligent safeguard, preventing household current from exceeding the meter’s
defined threshold and mitigating the risk of interruptions.

Fig. 5. Charging session data

The IEVCC, empowered by AI algorithms, orchestrates a dynamic dance
between the charging requirements of the electric vehicle and the instantaneous
power consumption of the home. Through continuous monitoring and analysis,
the IEVCC effortlessly adapts the charging current to maintain a harmonious
balance, ensuring that the sum of the current drawn by household appliances
and the vehicle remains below the pre-defined maximum value. This seamless
coordination is visible in Fig. 5, where the charging session unfolds.

Analyzing the details of Fig. 6, moments marked as a, b, c, and d reveal
occasional peaks in power consumption. These spikes occur when household
appliances activate, momentarily exceeding the maximum threshold. However,
the AI-driven consumption monitor system, operating at a 10-s interval, detects
these changes in real-time. Upon identification of a peak, the system promptly
communicates with the IEVCC, triggering a rapid response. Leveraging its AI
capabilities, the IEVCC swiftly adjusts the charging current available to the
electric vehicle, bringing consumption back within defined limits.

In cases where available power cannot support household consumption and
charging requirements simultaneously, the AI-powered IEVCC intelligently inter-
venes. It may temporarily suspend the charging process until the power supply
becomes adequate to resume seamlessly. This AI-driven decision-making ensures
optimal power utilization, mitigates the risk of power overload, and safeguards
overall electrical system stability.
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Fig. 6. Charging session data details of Fig. 5

The integration of AI in the standalone IEVCC not only enables efficient
power management but also heralds a future of intelligent charging. Through
machine learning algorithms, the system learns from past charging patterns,
user preferences, and energy demand forecasts to dynamically optimize charging
schedules. This AI-driven Predictive Charging maximizes charging station avail-
ability during peak demand periods, enhancing user convenience and alleviating
strain on charging infrastructure.

In conclusion, our real-world experiments demonstrate the tangible bene-
fits of integrating AI technologies into the standalone IEVCC. The seamless
coordination between the intelligent meter, consumption monitor system, and
AI-driven charging controller ensures optimal charging experiences while main-
taining harmonious power balance within the household. This research lays the
groundwork for intelligent, efficient, and sustainable charging systems, advancing
us towards a future powered by smart energy management.

3.2 Optimizing Multiple EV Charging Scenarios

In the quest for efficient electric vehicle (EV) charging infrastructure, load bal-
ancing techniques integrated with AI algorithms have emerged as a promising
solution. In this phase of our research, we conducted experimental simulations to
evaluate the performance of load balancing in a multi-charger scenario. The sim-
ulation environment consisted of three chargers operating alongside the charging
manager, showcasing the adaptability and intelligence of the system.

The ability to dynamically adjust the charging power based on global con-
sumption patterns remains a key feature of our AI-driven load balancing app-
roach. Unlike traditional systems, our solution does not require aggressive update
intervals of less than 10 s, enabling smoother operation with minimal computa-
tional overhead.
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Fig. 7. Mesh Charger Network session sample

Figure 7 provides a snapshot of a sample interval illustrating load balanc-
ing dynamics among three connected chargers. Changes in overall consumption,
unrelated to EV charging, trigger swift adjustments in the allocation of available
energy to each charger, ensuring that the maximum load threshold (30 A) is not
surpassed. Several situations depicted in Fig. 7 are described below, shedding
light on the system’s operation:

Charger 1: Initially requested to charge at 19.9 A, Charger 1 adjusted to
19 A due to limitations in integer values. As household appliance consumption
increased to 12 A, only 18 A remained available for charging, prompting a reduc-
tion in charging current to 18 A in the next cycle.

Charger 3: Charger 3 registered and requested to start charging, with available
power equally divided between both chargers, allowing them to charge at 9 A
each.

Consumption Limit Exceeded: Building consumption exceeded contracted
power, necessitating a reduction in available power for charging.

Reduced Charging Power: Following the previous power limit violation,
charging power for both chargers was further reduced.

Charger 2: Charger 2, having registered earlier, initiated the charging process
as available power allowed all chargers to operate simultaneously.

Increased Available Power: A reduction in building consumption increased
available power for each charger, allowing them to increase charging current to
9 A.

Standby Mode: Rising building consumption led to insufficient power for all
chargers to operate at the minimum power level of 6 A, placing charger 2 in
standby mode.
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Single Charger Operation: With rising building consumption, only one
charger could operate, with charger 1 continuing charging.

Power Shortage: Increased building consumption led to insufficient power for
both chargers, resulting in charger 1 being instructed to stop charging until
power became available again.

Resumption of Charging: A subsequent reduction in building consumption
allowed charger 1 to resume charging.

Charger 2 Rejoins: Another reduction in building consumption enabled
charger 2 to resume charging, with charging current adjusted from 7 A to 6 A in
the next time step as building consumption slightly increased.

Charging Progression: Charger 1 completed its charging session, coinciding
with a decrease in building consumption, leading charger 3 to increase charging
power and charger 2 to resume its charging session.

These simulation scenarios demonstrate the efficiency and adaptability of
our AI-driven load balancing system in a multi-charger environment. Dynamic
allocation of available power ensures optimal charging experiences, minimizing
power limitations, and maximizing charging resource utilization. This research
underscores the potential of AI in load balancing and its pivotal role in shaping
a smarter and more sustainable future for EV charging infrastructure.

4 Conclusion

In this groundbreaking study, we unveil the Intelligent Electric Vehicle Charging
Controller (IEVCC) as a game-changing solution propelled by Artificial Intel-
ligence (AI) to transform the landscape of electric vehicle (EV) charging. The
IEVCC not only dynamically optimizes charging power but also taps into AI
capabilities to deliver unparalleled benefits.

With its AI-driven intelligence, the IEVCC seamlessly adjusts charging power
for one or multiple electric vehicles based on a comprehensive range of conditions,
ensuring that contracted power limits are never exceeded and averting potential
disruptions like RCBO tripping. Through continual real-time data monitoring
and analysis, the IEVCC fine-tunes the charging process for maximum efficiency
and performance.

The IEVCC offers a spectrum of operation modes, blending AI automation
with manual control options, granting users flexibility while upholding AI-driven
safeguards. This amalgamation of AI intelligence and user adaptability sets the
IEVCC apart as a truly versatile and user-centric charging solution.

One of the standout advantages of the IEVCC lies in its adaptive nature,
effortlessly responding to changing conditions and external factors. By dynami-
cally redistributing available power among chargers to achieve optimal load bal-
ance without surpassing pre-defined maximum load limits, the IEVCC ensures
efficient energy utilization while preventing overloading scenarios.

Moreover, the IEVCC presents substantial cost-saving opportunities by intel-
ligently managing the charging process, negating the necessity for users to
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increase their contracted power and optimizing charging efficiency to reduce
charging times and minimize energy wastage.

Operating within a mesh network, the IEVCC efficiently shares resources and
manages loads, offering particular value in settings with limited energy supply
or within public parking buildings.

Integration with renewable energy sources further enhances sustainability,
channeling solar energy toward EV charging and diminishing reliance on non-
renewable sources, thereby aligning electric mobility with green energy practices.

Through AI-driven data analytics, the IEVCC not only provides crucial
insights into user behavior and system performance but also empowers manufac-
turers and service providers to make data-informed decisions and refine future
iterations.

In conclusion, the Intelligent Electric Vehicle Charging Controller (IEVCC)
heralds a new era in EV charging, blending AI for dynamic power adjustment,
load balancing, cost savings, mesh networking, renewable energy integration, and
data-driven insights. This innovative approach accelerates the global transition
toward sustainable transportation systems.
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Samara Deon1, José Donizetti de Lima1, Geremi Gilson Dranka1,
Matheus Henrique Dal Molin Ribeiro1, Julio Cesar Santos dos Anjos2,3,

Juan Francisco de Paz Santana4, and Valderi Reis Quietinho Leithardt5,6,7(B)

1 Industrial and Systems Engineering Graduate Program,
Federal University of Technology - Parana, Pato Branco, Brazil

{donizetti,geremidranka,mribeiro}@utfpr.edu.br
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Abstract. Wind power, a clean and sustainable energy source, has
experienced substantial growth in Brazil’s energy capacity over recent
decades. Accurate wind power forecasting is crucial for effectively har-
nessing wind energy and ensuring the reliable operation of power systems.
However, due to the unique characteristics of wind power generation time
series, developing statistical models for forecasting can be a challenging
endeavor. This paper introduces a comprehensive approach by proposing
forty-two ensemble learning models designed for forecasting wind power
time series. These ensembles are created by combining various machine
learning models and utilizing different aggregation methods, which incor-
porate various statistical measures such as the arithmetic average, har-
monic average, median, and weighted average, with weights determined
through metrics like mean absolute percentage error (MAPE), mean
absolute error, and root mean squared error, was employed to evaluate
its performance in forecasting wind power time series. This evaluation
was conducted at time intervals of 10, 30, 60, and 120 min for two wind
farms situated in Bahia, Brazil. The findings suggest that the ensemble
method, which combines forecasts from individual models using weighted
averages based on MAPE-derived weights, proved to be effective achiev-
ing the lowest percentage error in 87.5% of the evaluated cases. Con-
versely, the ensemble utilizing the harmonic average exhibited a higher
error rate compared to the alternatives in 75% of the cases.
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1 Introduction

Wind energy is one of the main renewable energy sources in the Brazilian power
sector, representing 11% of the energy matrix in the country [1]. Furthermore,
wind power has considerable economic and environmental advantages compared
to other power sources. Within this context, wind power forecasting is essential
to the decision-making process regarding the exploitation of the wind energy
potential but also for power system operation and planning. Thus, the develop-
ment of forecasting systems is essential [2].

Due to the characteristics of external factors of wind power production, such
as climate concerns and features geographies of wind farms, developing statistical
models in the context of time series forecasting becomes challenging. Using arti-
ficial intelligence (AI) techniques can be appealing to solve this problem. AI is
a field of computer science capable of recognizing tasks [3], analyzing data [4,5],
time series evaluation, and making decisions by an algorithm defined by spe-
cialists [6]. In this context, smart grids and the internet of things have been
also widely explored in this field. In this sense, the ensemble learning method
combines several machine learning models, aiming to overcome the weakness of
using a single model [7].

Based on the success of ensemble learning, this paper aims to evaluate indi-
vidual techniques’ performance and their combinations for wind power time
series forecasting. The ensembles generated are combinations of the individual
techniques through the average, weight average, harmonic average, and median.
We will compare the individual models with the ensembles generated in this
research to point to the more successful approach.

The contributions of this study can be summarized as:

– Different time series forecast ensembles are developed, applied, and evaluated
to forecast the wind power generation of a wind farm;

– A comparative study between the individual techniques and the ensemble
generated regarding wind power time series accuracy is performed;

– A comparison and analysis of wind power time series forecast obtained
through the combined models developed using the performance indicators
will be conducted.

The subsequent sections of this paper are structured in the following manner:
Sect. 2 details the dataset used in this paper, Sect. 3 presents the methods and the
procedures adopted, respectively. Finally, Sect. 4 presents the results, followed
by the main research findings and conclusions in Sect. 5.

2 Problem Description and Laboratory Analysis

The dataset used in this paper is from Ribeiro et al. [8]. The dataset adopted
includes two-time series consisting of values of wind power generation (in
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kilowatt-hour, kWh) from two wind farms (WDF1 and WDF2), both located
in Bahia, Brazil, in January 2021. WDF1 is located in São Sebastião do Alto,
has 12 turbines and an installed capacity of 19.20 megawatt-hours (MW). WDF2
is located in Rio Verde and it has 19 turbines, each with a generation capacity
of 1.68 MWh. The duration of the time series reached 4,322 samples for January
2021, collected every 10 min. The complete data represent the entire series of
wind power generation data, the training set expresses the first 70% of complete
data, and the test set comprises the remaining 30% of the whole data.

3 Methodology

This section details the main aspects regarding machine learning approaches and
the combination of forecasting methods for ensemble generation.

3.1 Machine Learning

Machine learning (ML) is currently widely used in various fields, such as power
systems [9], medicine, internet search engines, banking systems for fraud detec-
tion, security systems for data, industry [10,11], aerospace sector [12], and power
systems [13–16]. Among the utilities of machine learning, we can also mention
the prediction of time series [17].

Machine learning learns through repeated observations and its main objec-
tive is to develop a system that learns from a database [18], in this case, the time
series. In the end, it generates a prediction [19], classification [20,21], or detec-
tion [22]. In the context of time series forecasting, machine learning has been
widely used in several fields: wind speed forecast [23,24], fault prediction [25],
wind speed forecast, and wind power forecast [26].

3.2 Combination of Forecasting Techniques

The combination of different forecasting techniques (using ensemble learning
methods) has been studied by several authors such as in [27,28], and [29]. De
Lima et al. [30] cite the following arguments for adopting forecast combinations:
(i) there is no perfect forecasting technique; (ii) the variability in the accu-
racy of a technique applied across different periods, forecasting horizons, and
datasets; (iii) the sensitivity to various factors of individual techniques, and (iv)
the combination of techniques can generate a better result compared to individ-
ual techniques.

In the forecast methods combination, individual time series forecasts are
generated from the data obtained, each one based on different forecasting mod-
els [31]. Then, all these individual forecasts are combined to obtain the time
series’ final forecast. Subsequently, the main aspects related to the combination
of prediction methods will be presented as described in [30]. The combination of
forecasting techniques is given by:

Fc (t) =
k∑

i=1

wiF i (t)with
k∑

i=1

wi ≤ 1 and 0 ≤ wi ≤ 1, (1)
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in which Fc (t) is the forecast result at time t, k is the number of forecast tech-
niques combined, Fi (t) is the result of the i-th forecast, and wi is the weight
assigned to the i-th forecast.

Among the existing forms of combinations, there is the combination by arith-
metic average, in which all weights are equals [30], and is expressed by:

Fc (t) =
1
k

k∑

i=1

Fi (t) , (2)

Furthermore, these same authors [30] present the combination by the harmonic
average, which is given by:

Fc (t) =
k

∑k
i=1

1
Fi(t)

, (3)

In addition, the median forecasts of the individual methodologies employed dur-
ing the study might be considered as a combination. Another approach pointed
out by [30] is the combination of predictions in which the weights are defined
according to the performance of each individual technique. In this case, the
technique that presents the best performance receives greater weight. The per-
formance indicators MAPE, RMSE, and MAE were used to evaluate the effec-
tiveness of the models developed in this research in terms of out-of-sample fore-
casting (for the test set).

In the development of this study, the data adopted are those used in [8]. After
obtaining the data, ensembles were generated by combining two, three, four,
and five forecast base models such as support vector regression (SVR), extreme
learning machines (ELM), GP, ridge regression (RR), and random forests (RF)
by arithmetic average, harmonic average, and weighted average, the last one
generated three different forecasts. In addition, the median central tendency
measure was adopted, as it eliminates the bias of extreme values. In the context
of weighted average combination, weights were obtained according to Eqs. (4),
(5) and (6). In the same way, for combinations through arithmetic and harmonic
average, Eqs. (2) and (3) were used.

The choice of base models for each ensemble was based on the model with the
lowest RMSE error presented by [8], taking into account the forecast horizon.
For example, to generate an ensemble from two base models for the 10-minute
forecast horizon, the two base models with the lowest RMSE error in the 10-
minute forecast horizon were chosen. Based on this criterion, forty-two ensembles
were created.

Once the forecasts of the combined models have been made, the MAPE,
RMSE, and MSE metrics were computed to analyze the accuracy of the predic-
tions. Finally, the forecasts developed were compared with each other and with
the forecasts obtained in the reference work to evaluate which model presents
the best performance: the smallest error compared to the metrics indicated at
the beginning of this paragraph.

The ensembles generated in this study were named as “XCombYz”, in which
X indicates the number of base models used, Y indicates which were the base
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models used according to Table 1, and z points which combination was used. For
example, the “2Comb1c” model is the ensemble generated from the SVR and
ELM models combined through the harmonic average.

Table 1. Indices of the base models and combination used.

Index (Y) Base models Index (z) Combination

1 SVR - ELM a Average

2 SVR - RR b Median

3 SVR - ELM - GP c Harmonic

4 SVR - ELM - RR d RMSE weighted

5 SVR - RR - GP e MAE weighted

6 SVR - ELM - GP - RR f MAPE weighted

4 Experiments and Discussion

This section describes the main results achieved by the proposed data modeling.
Table 2 illustrates the performance measures for the ensemble learning models
that achieved the lowest, second, and most significant forecasting error. Also, the
remaining ensembles are omitted. For WDF1 data, the wind power forecast (with
10 min horizon) with the lowest error according to the RMSE metric was the one
obtained by the 2Comb1d model (SVR-ELM combined through weighted average
with RMSE), presenting an error of 122.59 kWh and performance 0.13% better
than the second model with the lowest error (2Comb1a, SVR-ELM combined
through the arithmetic average) and 97.46% better than the model that showed
the highest error (2Comb1c, SVR-ELM combined via harmonic average).

Still on WDF1, for 30 min horizon, the 3Comb4f model (SVR-ELM-RR com-
bined through the weighted average with MAPE) obtained a lower error than
the others (320.73 kWh) according to the MAE metric, presenting a perfor-
mance 0.51% better than the second model with the lowest error in this cat-
egory (3Comb4d, SVR-ELM-RR combined via weighted average with RMSE)
and 69.27% better than the model with the highest error (2Comb2f, SVR-RR
combined through weighted average with MAPE).

For the forecast horizon of 60 min, the 4Comb6f model (SVR-ELM-GP-RR
combined through the weighted average with MAPE) obtained the lowest error
according to the MAPE metric, presenting an error of 63.75% and performance
0.48% better than the second model with the lowest error (4Comb6d, SVR-ELM-
GP-RR combined through weighted average with RMSE) and 75.55% better
than the model with the highest error (4Comb6c, SVR -ELM-GP-RR combined
through harmonic average).

For the forecast horizon of 120 min, on WDF1, 4Comb6f model (SVR-ELM-
GP-RR combined through the weighted average with MAPE) obtained the low-
est error according to the RMSE metric, presenting error of 1198.06 kWh and
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Table 2. RMSE, MAE, and MAPE metrics of generated forecasts.

WDF Forecast
horizon

Criterion
(kWh)

Lowest error Second
lowest error

Larger error

1 2Comb1d 2Comb1a 2Comb1c

10 min RMSE 122.59 122.75 4,827.61

MAE 78.36 78.42 755.19

MAPE 10.35% 10.45% 1,187.29%

3Comb4f 3Comb4d 2Comb2f

30 min RMSE 452.43 454.84 1,448.97

MAE 320.73 322.38 1,043.56

MAPE 24.43% 24.45% 101.13%

4Comb6f 4Comb6d 4Comb6c

60 min RMSE 873.76 878.67 1,560.29

MAE 630.83 634.32 899.24

MAPE 63.75% 64.06% 260.71%

4Comb6f 4Comb6d 5Comb7c

120 min RMSE 1,198.06 1,204.74 6,753.03

MAE 843.97 848.72 1,509.53

MAPE 114.75% 115.20% 246.78%

2 4Comb6f 4Comb6d 5Comb7c

10 min RMSE 1106.24 1175.55 12617.35

MAE 786.13 835.71 1476.07

MAPE 31.88% 34.21% 121.10%

3Comb4f 3Comb4e 2Comb2c

30 min RMSE 848.38 950.97 2803.64

MAE 601.11 675.64 2018.85

MAPE 23.45% 27.76% 100.77%

4Comb6f 4Comb6e 5Comb7c

60 min RMSE 1661.41 1745.17 3819.08

MAE 1199.15 1261.10 1912.32

MAPE 62.47% 66.56% 190.60%

4Comb6f 4Comb6e 4Comb6c

120 min RMSE 2279.03 2390.51 5097.02

MAE 1604.47 1686.46 2600.67

MAPE 112.95% 118.70% 492.05%

The nomenclature of the models is shown in bold in this table.

performance 0.55% better than second model with lowest error (4Comb6d, SVR-
ELM-GP-RR combined through weighted average with RMSE), 82.26% better
than the model with the highest error (5Comb7c, SVR-ELM-GP-RR combined
through the harmonic average), and 54.55% better than the second highest error
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model (4Comb6c, SVR-ELM-GP-RR-RF combined via harmonic average). The
errors obtained according to the RMSE, MAE and MAPE metrics of the first
two forecasts with the lowest error and the forecasts with the highest error are
shown in Table 2.

For the WDF2 data, the forecast with a 10-min horizon that obtained the
result with the lowest error according to the RMSE metric was the one obtained
by the 4Comb6f model (SVR-ELM-GP-RR combined through weighted average
with MAPE), presenting an error of 1106.24 kWh and performance 4.83% better
than the second model with the lowest error (4Comb6e, SVR-ELM-GP-RR com-
bined through weighted average with MAE) and 52.44% better than the model
with the highest error (3Comb5b, SVR-RR-GP combined through the median).

Still in WDF2, for the forecast horizon of 30 min, 3Comb4f model (SVR-
ELM-RR combined through weighted average with MAPE) obtained a lower
error than the others (601.11 kWh) according to MAE metric, presenting a per-
formance 11.03% better than the second model with the lowest error in this
category (3Comb4e, SVR-ELM-RR combined by MAE-weighted average) and
70.23% better than the model with the highest error (2Comb2c, SVR-RR com-
bined by harmonic mean).

For the forecast horizon of 60 min, 4Comb6f model (SVR-ELM-GP-RR, com-
bined through weighted average with MAPE) obtained the lowest error according
to RMSE metric, presenting an error of 1661.41 kWh and performance 4,80%
better than the second model with the lowest error (4Comb6e, SVR-ELM-GP-
RR, combined using MAE-weighted average) and 56.50% better than the model
with the highest error (5Comb7c, SVR-ELM- GP-RR-RF, combined through
harmonic mean).

Continuing in WDF2, for the forecast horizon of 120 min, 4Comb6f model
(SVR-ELM-GP-RR, combined through weighted average with MAPE) obtained
the lowest error according to MAPE metric, presenting an error of 112.95% and
performance 4.85% better than the second model with the lowest error (4Comb6e,
SVR-ELM-GP-RR combined through weighted average with MAE), 77.05% bet-
ter than the model with the highest error (4Comb6c, SVR- ELM-GP-RR com-
bined through harmonic mean), and 67.30% better than the second highest error
model (5Comb7c, SVR-ELM-GP-RR-RF combined through harmonic mean).

Therefore, for WDF1, the models with the best performance in terms of low-
est error were 2Comb1d (SVR-ELM, combined using the weighted average with
RMSE), 3Comb4f (SVR-ELM-RR, combined using the weighted average with
MAPE), 4Comb6f (SVR-ELM-GP-RR, combined via MAPE-weighted average)
and 4Comb6f (SVR-ELM-GP-RR, combined via MAPE-weighted average) for
forecast horizons 10, 30, 60 and 120 min, and according to the metrics RMSE,
MAE, MAPE and RMSE, respectively.

While for WDF2 the ensembles with the best performance were 4Comb6f
(SVR-ELM-GP-RR, combined using the weighted average with MAPE),
3Comb4f (SVR-ELM-RR, combined using the weighted average with MAPE),
4Comb6f (SVR-ELM-GP-RR, combined via MAPE-weighted average) and
4Comb6f (SVR-ELM-GP-RR, combined via MAPE-weighted average), for
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forecast horizons of 10, 30, 60 and 120 min and in relation to the metrics RMSE,
MAE, RMSE and MAPE, respectively. Table 3 summarizes what is described in
this paragraph.

Table 3. Best-performed models in terms of the lowest error in each category.

WDF Forecast

Horizon (min)

Criterion Model Combination

1 10 RMSE SVR-ELM weighted average with RMSE

30 MAE SVR-RR-ELM weighted average with MAPE

60 MAPE SVR-RR-GP-ELM weighted average with MAPE

120 RMSE SVR-RR-GP-ELM weighted average with MAPE

2 10 RMSE SVR-RR-GP-ELM weighted average with MAPE

30 MAE SVR-RR-ELM weighted average with MAPE

60 RMSE SVR-RR-GP-ELM weighted average with MAPE

120 MAPE SVR-RR-GP-ELM weighted average with MAPE

In 87.5% of cases, the combination employing the weighted average MAPE
was deemed the most effective, while, in 75% of scenarios, the combination utiliz-
ing the harmonic mean exhibited the highest error compared to other methods.

4.1 Comparison with Individual Techniques

Among the individual models used in this research (SVR, ELM, RR, GP and
RF), those that presented the best performance in terms of the lowest error in
each of the categories were chosen, that is, for the horizons of 10 min, 30 min,
60 min and 120 min, from WDF1 and WDF2. Designated models from each cat-
egory were compared with the best performing combinations in terms of lowest
error obtained in this study.

For WDF1, the individual model that obtained the lowest error in terms
of RMSE for the 10 min forecast horizon was the SVR, presenting an error
of 1,191.70 kWh. Thus, the 2Comb1d model (SVR-ELM combined through
weighted average with RMSE) performed 89.71% better, with an error of 122.59
kWh in terms of RMSE. For the 30 min forecast horizon, the individual model
that obtained the lowest error in terms of MAE was the SVR, presenting an
error of 1,030.43 kWh. Therefore, the 3Comb4f model (SVR-ELM-RR combined
through the weighted average with MAPE) performed 68.87% better, with an
error of 320.73 kWh in the MAE metric.

Still in WDF1, the individual model that obtained the lowest error in terms
of MAPE for the 60 min forecast horizon was the GP, presenting an error of
18.76%. It performed 70.57% better than the 4Comb6f model (SVR-ELM-GP-
RR combined through weighted average with MAPE), which presented an error
of 63.75% in terms of MAPE. Finally, for the 120 min forecast horizon, the
individual SVR model obtained the lowest error in terms of RMSE among the
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individual models mentioned at the beginning of this section, showing an error
of 2,430.56 kWh. Thus, the 4Comb6f model (SVR-ELM-GP-RR combined using
the weighted average with MAPE) performed 50.71% better, with an error of
1,198.06 kWh in terms of the RMSE metric.

For WDF2, the individual model that obtained the lowest error in terms of
RMSE for 10 min forecast horizon among the individual models mentioned at
the beginning of this section was SVR, presenting an error of 2,303.97 kWh.
Therefore, the 4Comb6f model (SVR-ELM-GP-RR combined through weighted
average with MAPE) performed 51.99% better, with an error of 1,106.24 kWh
in terms of RMSE. For the 30 min forecast horizon, the SVR model obtained
the lowest error in terms of MAE among the individual models mentioned at
the beginning of this section, presenting an error of 1,992.21 kWh. Therefore,
the 3Comb4f model (SVR-ELM-RR combined through weighted average with
MAPE) performed 69.83% better, with an error of 601.11 kWh in terms of the
MAE metric.

Still in WDF2, the model that obtained the lowest error for the 60 min fore-
cast horizon in terms of RMSE was the SVR, with an error value of 3,455.34 kWh.
Therefore, the 4Comb6f model (SVR-ELM-GP-RR combined through weighted
average with MAPE) performed 51.92% better, with an error of 1,661.41 kWh
in terms of the RMSE metric. On the other hand, the model that obtained the
lowest error in terms of MAPE for the 120 min forecast horizon among the indi-
vidual models mentioned at the beginning of this section was GP, exhibiting
22.12% error. It performed 80.42% better than the 4Comb6f model (SVR-ELM-
GP-RR combined through weighted average with MAPE), which presented an
error of 112.95% in terms of MAPE.

However, it can be seen that the combinations developed in this study have a
lower error concerning the RMSE and MAE metrics compared to the individual
models. Nevertheless, the individual models compared above have a lower error
in terms of the MAPE metric compared to the combinations adopted here.

Figure 1 compares the time series of observed and predicted values with a
forecast horizon of 60 and 120 min, respectively. Both predictions were obtained
using the 4Comb6f ensemble (SVR-ELM-GP-RR combined through weighted
average with MAPE). The values are very close, but they are far apart at the
maximum and minimum points. Similar results were observed for WDF2.
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Fig. 1. Observed and predicted values WDF1: ensemble 4Comb6f with forecast horizon
60 min and 120 min, respectively.

5 Conclusion

In the present paper, forty-two ensemble learning models were proposed for
forecasting wind power. Ensemble models were created by amalgamating various
base models through methods like arithmetic average, harmonic average, median,
and weighted average, with weight assignments based on RMSE, MAE, and
MAPE metrics.

The ensembles were applied to generate the wind power time series forecast
for forecast horizons of 10, 30, 60, and 120 min for two wind farms WDF1 and
WDF2, located in Bahia, Brazil. For WDF1, the best-performing models were
2Comb1d (SVR-ELM, weighted average combined with RMSE), 3Comb4f (SVR-
ELM-RR, weighted average combined with MAPE), 4Comb6f (SVR-ELM-GP-
RR, weighted average combined with MAPE) and 4Comb6f (SVR-ELM-GP-RR,
weighted average combined with MAPE) for forecast horizons 10, 30, 60, and
120 min, respectively.

And for WDF2, the ensembles with the best performance were 4Comb6f
(SVR-ELM-GP-RR, weighted average combined with MAPE), 3Comb4f (SVR-
ELM-RR, weighted average combined with MAPE), 4Comb6f (SVR -ELM-GP-
RR, weighted average combined with MAPE) and 4Comb6f (SVR-ELM-GP-RR,
weighted average combined with MAPE), for forecast horizons of 10, 30, 60 and
120 min, respectively.

Furthermore, the combination utilizing the MAPE-weighted average demon-
strated superior performance by achieving the lowest error in 87.5% of cases,
while the combination employing the harmonic average resulted in a higher error
compared to other methods in 75% of the instances. Furthermore, the 4Comb6f
ensemble (SVR-ELM-GP-RR, combined through weighted average with MAPE)
was considered the best performance regarding the smallest error in 62.5% of
the situations.
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Although the results presented in this study are promising in terms of fore-
cast accuracy, it is possible to identify the following opportunities for future
studies: (i) develop a systematic literature review regarding the application of
combination methods in time series forecasting; (ii) studying the applicability of
the models adopted in this study in databases of the same wind farm, in Jan-
uary of previous years, would be interesting to verify whether the effectiveness of
this method remains for that month; and (iii) carry out a study applying these
models to the dataset used by [30].
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11. Borré, A., Seman, L.O., Camponogara, E., Stefenon, S.F., Mariani, V.C., Coelho,
L.S.: Machine fault detection using a hybrid CNN-LSTM attention-based model.
Sensors 23(9), 4512 (2023). https://doi.org/10.3390/s23094512

12. dos Santos, G.H., Seman, L.O., Bezerra, E.A., Leithardt, V.R.Q., Mendes, A.S.,
Stefenon, S.F.: Static attitude determination using convolutional neural networks.
Sensors 21(19), 6419 (2021). https://doi.org/10.3390/s21196419

13. Singh, G., Stefenon, S.F., Yow, K.-C.: Interpretable visual transmission lines
inspections using pseudo-prototypical part network. Mach. Vis. Appl. 34(3), 41
(2023). https://doi.org/10.1007/s00138-023-01390-6

14. Stefenon, S.F., Furtado Neto, C.S., Coelho, T.S., Nied, A., Yamaguchi, C.K., Yow,
K.-C.: Particle swarm optimization for design of insulators of distribution power
system based on finite element method. Electr. Eng. 104, 615–622 (2022). https://
doi.org/10.1007/s00202-021-01332-3

15. Stefenon, S.F., Americo, J.P., Meyer, L.H., Grebogi, R.B., Nied, A.: Analysis of the
electric field in porcelain pin-type insulators via finite elements software. IEEE Lat.
Am. Trans. 16(10), 2505–2512 (2018). https://doi.org/10.1109/TLA.2018.8795129

16. Ribeiro, M.H.D.M., et al.: Variational mode decomposition and bagging extreme
learning machine with multi-objective optimization for wind power forecasting.
Appl. Intell. 54, 3119–3134 (2024). https://doi.org/10.1007/s10489-024-05331-2

17. Klaar, A.C.R., Stefenon, S.F., Seman, L.O., Mariani, V.C., Coelho, L.S.: Opti-
mized EWT-Seq2Seq-LSTM with attention mechanism to insulators fault predic-
tion. Sensors 23(6), 3202 (2023). https://doi.org/10.3390/s23063202

18. Surek, G.A.S., Seman, L.O., Stefenon, S.F., Mariani, V.C., Coelho, L.S.: Video-
based human activity recognition using deep learning approaches. Sensors 23(14),
6384 (2023). https://doi.org/10.3390/s23146384

19. Stefenon, S.F., Seman, L.O., da Silva, L.S.A., Mariani, V.C., dos Santos Coelho, L.:
Hypertuned temporal fusion transformer for multi-horizon time series forecasting
of dam level in hydroelectric power plants. Int. J. Electr. Power Energy Syst. 157,
109876 (2024). https://doi.org/10.1016/j.ijepes.2024.109876

20. Stefenon, S.F., Singh, G., Souza, B.J., Freire, R.Z., Yow, K.-C.: Optimized hybrid
YOLOu-Quasi-ProtoPNet for insulators classification. IET Gener. Transm. Dis-
trib. 17(15), 3501–3511 (2023). https://doi.org/10.1049/gtd2.12886

21. Stefenon, S.F., Seman, L.O., Klaar, A.C.R., Ovejero, R.G., Leithardt, V.R.Q.:
Hypertuned-YOLO for interpretable distribution power grid fault location based
on EigenCAM. Ain Shams Eng. J. 15(6), 102722 (2024). https://doi.org/10.1016/
j.asej.2024.102722

22. Glasenapp, L.A., Hoppe, A.F., Wisintainer, M.A., Sartori, A., Stefenon, S.F.: OCR
applied for identification of vehicles with irregular documentation using IoT. Elec-
tronics 12(5), 1083 (2023). https://doi.org/10.3390/electronics12051083

https://doi.org/10.1016/j.epsr.2024.110275
https://doi.org/10.3390/electronics9111975
https://doi.org/10.3390/s23094512
https://doi.org/10.3390/s21196419
https://doi.org/10.1007/s00138-023-01390-6
https://doi.org/10.1007/s00202-021-01332-3
https://doi.org/10.1007/s00202-021-01332-3
https://doi.org/10.1109/TLA.2018.8795129
https://doi.org/10.1007/s10489-024-05331-2
https://doi.org/10.3390/s23063202
https://doi.org/10.3390/s23146384
https://doi.org/10.1016/j.ijepes.2024.109876
https://doi.org/10.1049/gtd2.12886
https://doi.org/10.1016/j.asej.2024.102722
https://doi.org/10.1016/j.asej.2024.102722
https://doi.org/10.3390/electronics12051083


Ensemble Learning Models for Wind Power Forecasting 27

23. Moreno, S.R., Mariani, V.C., dos Santos Coelho, L.: Hybrid multi-stage decom-
position with parametric model applied to wind speed forecasting in Brazilian
northeast. Renew. Energy 164, 1508–1526 (2021)

24. Moreno, S.R., Seman, L.O., Stefenon, S.F., dos Santos Coelho, L., Mariani, V.C.:
Enhancing wind speed forecasting through synergy of machine learning, singular
spectral analysis, and variational mode decomposition. Energy 292, 130493 (2024).
https://doi.org/10.1016/j.energy.2024.130493

25. Stefenon, S.F., Seman, L.O., Sopelsa Neto, N.F., Meyer, L.H., Mariani, V.C., dos
Santos Coelho, L.: Group method of data handling using Christiano-Fitzgerald ran-
dom walk filter for insulator fault prediction. Sensors 23(13), 6118 (2023). https://
doi.org/10.3390/s23136118

26. Wang, Y., Zou, R., Liu, F., Zhang, L., Liu, Q.: A review of wind speed and wind
power forecasting with deep neural networks. Appl. Energy 304, 117766 (2021)

27. Du, S., et al.: A systematic data-driven approach for production forecasting of
coalbed methane incorporating deep learning and ensemble learning adapted to
complex production patterns. Energy 263, 126121 (2023)

28. Wang, Z., Gao, R., Wang, P., Chen, H.: A new perspective on air quality index time
series forecasting: a ternary interval decomposition ensemble learning paradigm.
Technol. Forecast. Soc. Change 191, 122504 (2023)

29. Brahma, B., Wadhvani, R.: A residual ensemble learning approach for solar irra-
diance forecasting. Multimedia Tools Appl. 82(21), 33087–33109 (2023)

30. de Lima, J.D., Oliveira, G.A., Trentin, M.G., Batistus, D.R., Pozza, C.B.: A study
of the performance of individual techniques and their combinations to forecast
urban water demand. Espacios 37(22), 5 (2016)

31. Sauer, J., Mariani, V.C., dos Santos Coelho, L., Ribeiro, M.H.D.M., Rampazzo,
M.: Extreme gradient boosting model based on improved Jaya optimizer applied
to forecasting energy consumption in residential buildings. Evol. Syst. 13, 577–588
(2022). https://doi.org/10.1007/s12530-021-09404-2

https://doi.org/10.1016/j.energy.2024.130493
https://doi.org/10.3390/s23136118
https://doi.org/10.3390/s23136118
https://doi.org/10.1007/s12530-021-09404-2


Predictive Model for Estimating Body
Weight Based on Artificial Intelligence:

An Integrated Approach
to Pre-processing and Evaluation

Diana M. Figueiredo1, Rui P. Duarte1,2(B), and Carlos A. Cunha1,2

1 Polytechnic Institute of Viseu, Viseu, Portugal
estgv17365@alunos.estgv.ipv.pt, {pduarte,cacunha}@estgv.ipv.pt

2 CISeD - Research Center in Digital Services, Viseu, Portugal

Abstract. Body weight is much more than just a number on a scale.
This value can indicate various diseases, as both excess and insufficient
weight have implications for an individual’s health. Excess weight is asso-
ciated with heart disease, obesity, diabetes, high blood pressure, and
respiratory disorders, among others. Meanwhile, extreme underweight
is associated with problems such as nutritional deficiency, weakened
immune system, osteoporosis, and hormonal imbalances. Due to these
issues, there is a need to monitor and analyse body changes to adopt
a diet and lifestyle balanced with individual needs. The weight control
process is complicated and depends on various factors. This paper aims
to develop a machine-learning model to predict future weight based on
dietary records, physical exercise, and basal metabolic rate to demon-
strate three days’ impact on future weight. Results of the model’s per-
formance show that the coefficient of determination yielded a value of
0.75, which is considered good for this metric. The mean square and
absolute errors demonstrate that the model could learn patterns in the
data without significant overfitting.

Keywords: machine learning · body weight · basal metabolic rate ·
harris-Benedict · neural networks

1 Introduction

Human body weight is widely used in health and nutrition as an indicator of over-
all health and well-being [1]. Monitoring changes in body weight reduces the risk
of diseases associated with unhealthy eating habits [2]. Therefore, understand-
ing the differences in weight gain trajectories and the ability to predict future
weight has significant implications for promoting healthy living and develop-
ing personalised intervention strategies to prevent lifestyle-related diseases. This
study proposes the research and development of a machine learning (ML) model
to analyse differences in human body weight and predict future weight, aiming
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to facilitate understanding of the impact of diet and physical exercise on changes
in body mass. Moreover, individuals often interpret body weight as a number on
the scale, encompassing much more than mere numerical value. This indicator
is important in human life, influencing the aesthetic appearance and impacting
physical health [3].

Obesity is one of the diseases that has become a global public health concern.
According to the World Health Organisation, it is estimated that in 2022, over
1.9 billion adults worldwide will be overweight, with over 650 million classified
as obese [4]. These alarming numbers reflect changes in dietary patterns, seden-
tary lifestyles, and socioeconomic factors contributing to poor nutrient intake
and consumption of processed foods leading to weight gain [5]. The relation-
ship between obesity and cardiovascular diseases is undeniable. Studies have
shown that obesity is associated with a significant increase in the risk of devel-
oping hypertension, diabetes, respiratory diseases, heart diseases, among oth-
ers [6]. According to the World Heart Federation, approximately 2.8 million
deaths per year are attributed to obesity, underscoring the urgency of preven-
tive approaches [7].

Predictive systems are believed to be a solution for preventing diseases asso-
ciated with weight gain, thus controlling this factor that greatly impacts human
health [8]. In recent years, several studies have been developed regarding pre-
dictive systems that forecast the impact of lifestyle on health, body weight, or
the risk of contracting diseases such as obesity, hypertension, or other health
issues [9]. For future weight prediction, advantages can be found in using histor-
ical data more effectively. ML models and their sub-fields have proven proficient
in analysing large sets of longitudinal data, identifying patterns and correla-
tions that would escape conventional analyses [10]. This retrospective analysis
allows for increasingly accurate predictions of changes in body weight. Another
crucial advancement is the incorporation of relevant variables in building predic-
tive models. In contrast to traditional approaches that rely on isolated factors,
ML models can integrate a variety of variables, from historical physical activity
data to dietary habits [11]. This more comprehensive approach allows for a more
precise and personalised analysis, considering the uniqueness of each individual.
Therefore, this paper aims to understand the reasons for low adherence to meal
plans and develop strategies that encourage individuals to maintain their meal
plans by developing ML models to predict future weight based on the intake
of calories during a period, thus promoting a healthy and active lifestyle. This
raises the following research questions:

– Q1 : Is it feasible to develop predictive models capable of accurately and
immediately estimating the short-term consequences of calorie intake and
physical exercise on body weight?

– Q2 : What data pre-processing techniques should be considered to improve the
quality and effectiveness of predictive models seeking to estimate the imme-
diate consequences of calorie intake and physical exercise on body weight,
including factors such as normalisation, handling missing data, and selecting
relevant features?
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– Q3 : What is the performance of the body weight prediction model considering
calorie intake and physical exercise?

To reach these goals, the work is organised in the following manner. This
section introduces the topic to gain a general understanding of the proposed
theme. Section 2 conducts a literature review, addressing the importance of
body weight in human life, factors influencing weight changes, the importance of
monitoring weight changes, and methods for calculating ideal weight. The bib-
liographic search was conducted with an emphasis on related works. Section 3
outlines the methodology used for model development. This section describes
the research process, including the sample, data collection methods, techniques
used in the study, justification for the chosen methods, and potential limitations.
Section 4 details the model implementation process, presenting an analysis of the
results. Finally, Sect. 5 presents the main conclusions, focusing on the limitations
and challenges inherent in the work and prospects for future work.

2 Literature Review

In recent years, the significant increase in overweight and obesity has posed
considerable challenges to physical health, particularly concerning the cardio-
vascular and metabolic systems [12]. Individuals with excess weight often face
an additional burden on the heart due to increased blood volume and vascu-
lar resistance, elevating the risk of hypertension and heart diseases [13]. Body
weight is influenced by various factors, including genetic aspects, lifestyle, eat-
ing behaviours, physical activity, and mental and emotional health [14]. Genetic
factors are crucial in regulating body weight, from energy metabolism efficiency
to appetite and satiety regulation. They also influence body fat distribution,
contributing to variation in body shapes among individuals [15].

On the other hand, lifestyle, including eating behaviours and physical activ-
ity levels, plays a significant role in weight variations. Food availability, exercise
practices, stress levels, and sleep quality can affect energy balance and body
weight. Currently, the predominant lifestyle is more sedentary, with a prefer-
ence for fast and high-saturated-fat meals, increasing the risk of chronic dis-
eases such as obesity, diabetes, and cardiovascular problems. Furthermore, eat-
ing behaviours and levels of physical activity are fundamental to body weight
regulation. A balanced diet, consisting of adequate macro-nutrients and micro-
nutrients, is essential for physical and mental development and the prevention of
chronic diseases. Additionally, regular physical activity promotes calorie expen-
diture, muscle development, and metabolic efficiency [16].

The relationship between mental health and weight is complex and bidi-
rectional. Conditions such as anxiety, depression, and stress can lead to inade-
quate eating behaviours, while changes in body weight can affect mental health.
Issues like emotional eating are common and can exacerbate challenges related to
weight and mental health [17]. Moreover, the stigma associated with being over-
weight can have negative impacts on both physical and mental health, increasing
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the risk of problems like depression, anxiety, and social isolation [18]. It is impor-
tant to recognise that strict diets can lead to psychological problems, such as
binge eating, if not accompanied by qualified professionals. Binge eating is com-
mon in people with restrictive diets and can result in feelings of loss of control
and compulsive eating [19].

Medicine and nutrition have developed several metrics to determine whether
a weight is healthy. Among them, the tools most commonly used by professionals
in the field are Body Mass Index (BMI) and Basal Metabolic Rate (BMR) [20].

BMI is a common measure in nutrition used to assess a person’s relative
weight relative to height. BMI is calculated by dividing weight (in kilograms) by
the square of height (in meters). The equation for this calculation is represented
by Eq. 1.

BMI =
Weight(kg)
Height(m)2

(1)

After the calculation, BMI is interpreted based on classifications established
by the World Health Organisation and other health institutions. These classifi-
cations divide BMI into ranges indicating different weight states. For example,
a BMI below 18.5 is considered underweight, while values between 18.5 and
24.9 indicate normal weight. Individuals with a BMI between 25 and 29.99 are
classified as overweight, and those with a BMI equal to or greater than 30 are
considered obese [21].

BMR is vital for determining the body’s minimum energy requirements at
rest. Nutritionists rely on BMR calculations to tailor nutrition plans, factoring
in weight management goals. BMR reflects energy needs for essential bodily
functions like breathing and circulation. Personalised caloric recommendations
depend on understanding BMR, which considers individual traits such as age
and gender. The Harris-Benedict equation [22] calculates BMR based on weight,
height, age, and gender. Values may differ by gender, emphasising the equation’s
specificity, as shown in Eq. 2.

BMR =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

If gender is male:
88.362 + (13.397 × weight) + (4.799 × height) − (5.677 × age)
If gender is female:
447.593 + (9.247 × weight) + (3.098 × height) − (4.330 × age)

(2)
Although the Harris-Benedict equation is widely used [23], it is important to

note that different versions and adaptations of the formula exist [24].
In [25], a Multi-Layer Perceptron (MLP) technique was employed to predict

heart disease risk. The neural network, trained using the back-propagation algo-
rithm, utilised 13 clinical features as input to predict the presence or absence of
heart disease in patients. With a dataset of 303 records, including various clinical
attributes, the model achieved a maximum accuracy of 89%. This reliable model
assists doctors in accurate disease prediction and diagnosis, ensuring individual
safety and health.
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Related to the prediction of obesity, in [26], a machine learning-based app-
roach is used. Over 1100 data samples from individuals with and without obesity
were collected. Nine ML algorithms were applied, with Logistic Regression (LR)
achieving the highest accuracy of 97.09% among all classifiers. In [27], a Deep
Learning (DL) solution was proposed for personalised diet recommendations
based on individual health conditions. DL and ML algorithms were applied to
a medical dataset of 30 patients with 13 distinct characteristics and 1000 food
products. The LSTM model demonstrated superior performance with precision,
recall, and F1 scores of up to 98% and 99% for allowed classes and 89% and
73% for disallowed classes, respectively. In [28], the K-means algorithm was
employed to group children in Indonesia based on their nutritional status. Four
clusters were identified, indicating varying levels of malnutrition or poor nutri-
tional conditions. [29] developed a hybrid food recommendation system using
graph clustering and DL-based approaches. The hybrid system outperformed
methods solely based on user or food content, with an average performance
increase of 11.8%. Additionally, including the user’s trust network and consider-
ing the time factor further improved the system’s effectiveness. In [30], a system
using rule-based reasoning and genetic algorithms for dietary recommendations
was proposed. DL algorithms showed superior performance compared to ML
algorithms, leveraging individual activity data and disease history for personal-
ized recommendations.

3 Methodology

This section delineates the methodology adopted for the development of the ML
model. The creation of ML models adheres to a method that enables the descrip-
tion of the process followed for model creation and its respective evaluation. It
is based on the CRoss-Industry Standard Process for Data Mining (CRISP-DM)
methodology [31].

3.1 Data Understanding

The dataset used for model creation (“2018 calorie, exercise, and weight
changes”) is publicly available on the Kaggle repository [32]. The dataset com-
prises 14 columns, as detailed in Table 1.

This dataset corresponds to the record of an individual who initiated a
weight loss diet in early January, following the Christmas period. This record
includes the following information: daily weight, approximate calorie intake, calo-
ries expended, and some information about the foods consumed, such as whether
the individual ate five doughnuts, drank a glass of wine, or had a protein-rich
meal, as well as whether they engaged in a run and the type of physical exercise
practised.
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Table 1. Attributes of the dataset

Date Date of observations

Stone, Pounds, Ounces Observed weight

Weight oz Total weight in ounces

Calories Approximate calories consumed on that date

cals per oz calories for that day divided by weight in ounces

five donuts Day where main meal was bag of five jam donuts, 1 = TRUE, 0 = FALSE

walk Day included at least one brisk walk of over 20min, 1 = TRUE, 0 = FALSE

run Day included at one short run of 2.5 miles, 1 = TRUE, 0 = FALSE

wine Day with at least one large glass of wine when not accompanied by other fluids 1 = TRUE, 0 = FALSE

prot Day with a considered high protein diet, 1 = TRUE, 0 = FALSE

weight Day with weight-based exercise; includes rest days as part of period, 1 = TRUE, 0 = FALSE

change Change in weight in oz, calculated from following day’s observed weight

3.2 Data Preparation

Data preparation is the stage where the necessary data for model development
is gathered and transformed. The chosen data adequately addresses the model’s
needs by providing records of daily calorie intake, body weight, and changes
in weight over time. After analysing the dataset, three columns were selected:
weight oz, calories, and change. The data preparation and analysis were per-
formed using the Python programming language, utilising the Pandas library.
Table 2 represents the data after processing.

Table 2. Table with pre-processed data and BMR calculation.

# Ingested Calories (IC) Spent Calories (SC) Weight (W ) Basal Metabolic Rate (BMR)

0 1950 −30 2726 37340.1

1 2600 8 2696 36938.2

2 2500 0 2704 37045.3

3 1850 −40 2704 37045.3

4 2900 14 2664 36509.5

5 3600 14 2678 36697

6 2400 −2 2692 36884.6

7 3100 6 2690 36857.8

8 2200 −8 2696 36938.2

9 1800 −40 2688 36831

10 2300 −18 2648 36295.1

11 3000 12 2630 36054

12 4000 34 2642 36214.7

13 2800 −12 2676 36670.2

· · · · · · · · · · · · · · ·

To calculate the BMR for each record in the dataset, the Harris-Benedict
function is applied (Eq. 2) by adding a new column with this calculation. It uses
a the height, weight, age, and gender to compute the BMR, as presented in
Table 2.

After data aggregation, a function was developed to calculate future weight
based on weight measurements, BMR, and calorie intake and expenditure over
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the past three days. This function is structured in the following stages. First,
from the current record of spent calories (SC), ingested calories (IC), weight
(W ), and BMR, new columns representing the values from the columns of days t-
n are created, where t is the current temporal reference of the record and n is the
number of days. This column can be observed in Table 3. Next, a new column
named FutureWeight is introduced, representing the calculation of the future
weight prediction based on the values of columns t− 1, t− 2, and t− 3. Finally,
this results in a larger and more detailed dataset, facilitating the understanding
of weight changes over time. This new dataset is presented in Table 3.

Table 3. Calculation of future weight taking into account the last three days.

# IC − t1 SC − t1 W − t1 BMR − t1 IC − t2 SC − t2 W − t2 BMR − t2 IC − t3 SC − t3 W − t3 BMR − t3 Future Weight

0 2600 8 2696 36938.2 2500 0 2704 37045.3 1850 −40 2704 37045.3 2706.05

1 2500 0 2704 37045.3 1850 −40 2704 37045.3 2900 14 2664 36509.5 2675.21

2 1850 0 2704 37045.3 2900 14 2664 36509.5 3600 14 2678 366697.0 2680.11

3 2900 14 2664 36509.5 3600 14 2678 36697.0 2400 −2 2692 36884.6 2678.65

4 3600 14 2678 36697.0 2400 −2 2692 36884.6 3100 6 2690 36857.8 2638.05

5 2400 −2 2692 36884.6 3100 6 2690 36857.8 2200 −8 2696 36938.2 2655.99

6 3100 6 2690 36857.8 2200 −8 2696 36938.2 1800 −40 2688 36831.0 2671.81

7 2200 −8 2696 36938.2 1800 −40 2688 36831.0 2300 −18 2648 36295.1 2671.81

8 1800 −40 2688 36831.0 2300 −18 2648 36295.1 3000 12 2630 36054.0 2675.58

9 2300 −18 2648 36295.1 3000 12 2630 36054.0 4000 34 2642 36214.7 2661.51

10 3000 12 2630 36054.0 4000 34 2642 36214.7 2800 −12 2676 36670.2 2620.10

11 4000 34 2642 36214.7 2800 −12 2676 36670.2 2300 −2 2664 36509.5 2604.06

12 2800 −12 2676 36670.2 2300 −2 2664 36509.5 2400 −4 2662 36482.7 2620.52

13 2300 −2 2664 36509.5 2400 −4 2662 36482.7 2100 −10 2658 36429.1 2656.53

14 2400 −4 2662 36482.7 2100 −10 2658 36429.1 2450 10 2648 36295.1 2644.13

15 2100 −10 2658 36429.1 2450 10 2648 36295.1 3400 22 2658 36429.1 2639.35

16 2450 10 2648 36295.1 3400 22 2658 36429.1 3600 14 2680 36723.8 2631.13

17 3400 22 2658 36429.1 3600 14 2680 36723.8 4200 16 2694 36911.4 2616.15

18 3600 14 2680 36273.8 4200 16 2694 36911.4 2000 −18 2710 37125.7 2630.03

19 4200 16 2694 36911.4 2000 −18 2710 37125.7 2150 −20 2692 36884.6 2656.08

20 2000 −18 2710 37125.7 2150 −20 2692 36884.6 2300 −26 2672 36616.6 2675.39

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

At the end of this process, the final dataset is obtained, and it is possible to
proceed to the phase of creating two datasets, which will be used for training
and testing the model. These two datasets are called the train split and the test
split. The train split is used to train the model and accounts for 70% of the data
volume, while the test split represents the remaining 30%, used to predict the
target and evaluate the model’s performance.

3.3 Modelling and Evaluation

The neural network comprises three layers: input, intermediate, and output. The
input layer, with twenty neurons and ReLU activation, receives and distributes
information to the intermediate layers via weighted connections. The interme-
diate layer, with five neurons and ReLU activation, facilitates problem-solving
by introducing nonlinearities. In the output layer, one neuron predicts future
weight without a specific activation function, given the regression nature of the
problem. Hyperparameters include 2000 epochs, 20 neurons in the input layer, 5
in the intermediate layer, and 1 in the output layer, employing ReLU activation
and MSE and MAE loss functions, with RMSprop as the optimizer.
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Training initiates by feeding input variables into the network, with test data
aiding model validation. Y pred stores predicted future weight, evaluated against
Y test, the test weight. Evaluation metrics like MAE, MSE, and R2 gauge model
accuracy and generalisation, comparing predicted and actual data to assess pre-
diction error accurately.

4 Results

The primary objective of this work is to create a predictive model for a person’s
weight in the short term based on their behaviour in the days preceding the pre-
diction. This behaviour includes calorie intake, calories burned at rest (associated
with BMR), and calories expended during physical activity. For evaluation, the
loss function was utilised to measure the model’s performance at each iteration,
reflecting how much the predicted outcome deviates from the actual outcome.
During the training phase, the loss function involves calculating the MAE. After
training, the MSE is computed. Analysing the two plots depicted in Fig. 1, it can
be observed that the generalisation error of the models is reduced. The model
demonstrates consistent performance on both training and testing data, mitigat-
ing overfitting concerns, particularly evident with increased training epochs. The
congruent behaviour of the curves signifies the model’s accuracy in predicting
outcomes across datasets.

Fig. 1. Calculation of MSE and MAE for each epoch.

Accuracy assessment employs the R2 metric, ranging from 0 to 1, where
0 indicates no data variability accounted for and 1 denotes a perfect fit. The
obtained result for this project’s model was 0.75, indicating a favourable fit.
Evaluation metric analysis reveals minor prediction errors from the data’s linear
patterns. Figure 2 depicts the comparison between predicted and actual values,
illustrating the model’s close approximation to reality.
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Fig. 2. Comparison between actual and predicted weight.

The experimental findings address the research questions outlined in Sect. 1.
Concerning Q1, the model accurately predicts the short-term impact of lifestyle
on weight. Using such a model enables individuals to assess and anticipate
the effects of their dietary and exercise habits on weight management, aiding
decision-making in health and nutrition.

Regarding Q2, reprocessing techniques like feature selection and data han-
dling significantly improved predictive model quality. These steps, along with
the introduction of new attributes like BMR, enhanced model effectiveness. By
incorporating individual physiological aspects and past behavior through tem-
poral shifting, the model captured short-term metabolic variations.

Finally, for Q3, selecting a neural network architecture and optimising hyper-
parameters minimised prediction errors. Adapting the model to the dataset’s
size ensured maximum performance. Evaluation revealed a strong generalisation
capability (with R2 = 0.75), supported by consistent performance across various
training epochs, as depicted in Fig. 1.

5 Conclusions

This paper explores the feasibility and utility of developing predictive models
that estimate the consequences of calorie intake and exercise on body weight.
The results presented above indicate that such models have the potential to
accurately predict the impact of lifestyle on weight in the short term. In addition
to analysing the impact of lifestyle on weight, it is essential to consider the
importance of body weight in an individual’s overall health. Excess weight and
obesity are associated with a range of health problems, as discussed earlier.
Therefore, understanding and monitoring body weight is crucial for preventing
and treating these conditions.
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To enhance the model’s accuracy, it would be beneficial to incorporate con-
textual variables that influence weight, such as the level of physical activity,
diet quality, sleep habits, and environmental factors. Incorporating these vari-
ables can lead to a more comprehensive and personalised understanding of weight
gain or loss patterns, making the models more robust and applicable to a broader
range of scenarios. Furthermore, integrating biometric data, such as body com-
position and hormonal markers, and using more advanced technology, such as
devices that monitor physiological data in real-time, can be explored to provide
a rich source of information that healthcare professionals can analyse.
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Abstract. Artificial intelligence is making progress, enabling automa-
tion of tasks previously the privilege of humans. This brings many ben-
efits but also entails challenges, in particular with respect to ‘black box’
machine learning algorithms. Therefore, questions of transparency and
explainability in these systems receive much attention. However, most
organizations do not build their software from scratch, but rather procure
it from others. Thus, it becomes imperative to consider not only require-
ments on but also procurement of explainable algorithms and decision
support systems. This article offers a first systematic literature review
of this area. Following construction of appropriate search queries, 503
unique items from Scopus, ACM Digital Library, and IEEE Xplore were
screened for relevance. 37 items remained in the final analysis. An overview
and a synthesis of the literature is offered, and it is concluded that more
research is needed, in particular on procurement, human-computer inter-
action aspects, and different purposes of explainability.
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1 Introduction

Artificial intelligence (AI) and digitalization are reshaping the world. Software
can now do many things, such as reading and writing texts or identifying objects
in images, which used to be the exclusive privilege of humans. This brings many
benefits, but also new challenges, in particular with respect to ‘black box’ algo-
rithms which have been shown to sometimes disadvantage, e.g., poorer peo-
ple and those from minorities [42]. As a result, questions of transparency and
explainability have received much attention, with calls for more transparency
[20], reviews of explainability techniques [24], and practical developer tools.

However, most organizations do not build their own software. Instead, they
procure (partial) solutions from others [4]. Consider a highly specialized company
which creates a code-component for natural language processing. This code is
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then used by another company and integrated within a commercial-off-the-shelf
(COTS) product for customer interaction, which is then procured by yet another
company wanting to employ it on its web site, followed by a project where the
COTS product is customized to the requirements of the procuring company,
before it starts to interact with the customers, whose input refines the resulting
chatbot. This chatbot will be ‘a black box’, not only because it includes opaque
technology (e.g. deep neural networks) but also because no single person will be
in a good position to understand and explain its behavior. To ‘open’ this black
box, technical explainability solutions are necessary, but not sufficient.

In complex processes such as this one, the end-product is the result of
both development and procurement, where the latter sets boundary conditions
on the former. Recall that both processes occur not only within the narrow
context envisioning the system-in-use using requirements engineering and user-
centered design expertise—user involvement in both processes is a central suc-
cess factor!—but also within a broader context of laws, culture, computational
infrastructure and resources, to name a few. However, requirements engineering
techniques focus on development, and offers little support for procurement.

This is worrying, because with increasing use of AI, the stakes are high.
Returning to the chatbot, much can go wrong. For example, chatbots easily
pick up and internalize, e.g., racist or sexist language which it encounters. Such
problems plague application areas. To alleviate them, organizations must master
both requirements and procurement; they need to understand not only code and
architecture, but also supply, demand, and markets.

It is against this background that this article offers a systematic review of
the literature on requirements on and procurement of explainable algorithms
and decision support systems, with the following precise research question: What
support can the extant literature give to procurement or requirements engineering
efforts to ensure explainable algorithms and decision support systems?

2 Related Work

The research question posed in the previous section is located at the intersection
of several research areas. One set of questions concerns technical feasibility and
are addressed within the field of Explainable Artificial Intelligence (XAI) [24].
Such methods are obviously very useful, but equally obviously, they only address
a very small part of the problem. In this literature, users are often very idealized.

Another set of questions concerns how technical solutions should be made to
match the goals of organizations and users. In the of non-functional requirements
paradigm [23] from requirements engineering, explainability is often seen as yet
another non-functional requirement, closely related to usability, and its procure-
ment [40]. Ahmad [1] presents a project plan on human-centric requirements
engineering for AI including a literature review, survey and validation.

Yet another set of questions concerns what, normatively, should be aimed for.
Most agree that transparency is a prima facie good, but sometimes even more
important goods take precedence. For example, Holm [28] argues that black
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box methods are useful in two cases; (i) when the cost of being wrong is much
lower than the value of being right, and (ii) when it produces the best results.
London [39] argues that Holm’s second case holds in many medical contexts,
where actually curing someone is more important than understanding how.

One more set of questions concerns what is required by laws, such as the Euro-
pean General Data Protection Regulation (GDPR). All these sets of questions
are not—and should not be—distinct. Ideally, the corresponding perspectives
should all be included in the development and procurement of future informa-
tion systems. Still, the literature rarely covers all of them at the same time, as
reflected in field-specific literature reviews. This article offers a broader view.

3 Method

3.1 Search Queries

To cover the field described in Sect. 1, the authors designed database queries
together with a professional university librarian. To capture three key features
of the relevant literature—it must be about explainability (1) requirements (2)
posed on algorithms (3)—each of these three concepts was expanded with syn-
onyms or related terms (such as transparency or explicability for 1, procurement
for 2, and decision support or AI for 3).

This preliminary search query was refined iteratively, with the librarian work-
ing both off-line and in an interactive meeting where different search strategies
were tried. Based on these trials, the requirements parts of the conjunction was
expanded to include more terms from the requirements engineering field, such
as non functional requirement and software specification. Similarly, the selec-
tion of databases was refined. By defining the search query in this iterative and
interactive way, the results became more robust and relevant.

After the follow-up meeting, the librarian further refined the search query
based and conducted the final search on December 22, 2021, in Scopus (400
items), ACM Digital Library (81 items), and IEEE Xplore (144 items). The
database interfaces differ somewhat, but the Scopus query is representative:
TITLE-ABS-KEY ( transparen* OR explainab* OR explicab* OR accountab* OR intelligib*

OR understandab* OR interpretab* )

AND

TITLE-ABS-KEY ( "requirement* engineering" OR purchas* OR "software quality" OR procurement

OR "legal requirement*" OR "non functional requirement*" OR "software requirement*" OR

"software

specification*" OR "system requirement*" OR "system specification*" OR "requirement

specification*" )

AND

TITLE-ABS-KEY ( "decision support" OR "artificial intelligence" OR algorithm* OR "machine

learning" )

Removing duplicates, 503 unique items remained.
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3.2 Relevance Screening

The next step was to screen the 503 items for relevance. Developing the queries,
it had been observed that they gave many false positives. It is easy to see
why: instead of explainability requirements posed on algorithms, false positives
include, e.g., (i) algorithms for explainable requirements, (ii) explainable algo-
rithms for managing requirements, or (iii) algorithms explaining procurement,
etc.

Thus, the 503 items were independently assessed for relevance by two of
the authors, based on title and abstract only. Full texts were not read at this
time. The two authors found 66 and 87, respectively, relevant items. To avoid
discarding any relevant items, the union of the two sets—98 items—was retained
and the remaining 405 items were discarded.

3.3 Content Evaluation and Analysis

To read and evaluate the 98 remaining items, these were divided equally between
the four authors, who evaluated them according to the protocol in Fig. 1. Con-
sistency was maintained through regular meetings to interpret the protocol.

Fig. 1. Items were evaluated with respect to the questions in this evaluation protocol.

First in the protocol was a more profound relevance assessment using the
inclusion (IC) and exclusion (EC) criteria in Fig. 2. These IC and EC are the
precise operationalization of the first question (relevance) in the evaluation pro-
tocol in Fig. 1. Following closer inspection and application of these criteria, 37
items remained in the final analysis. The evaluation protocol as such was drafted
based on the research questions, refined during the relevance screening and final-
ized before the content evaluation and analysis described in this section.
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Fig. 2. Items were included or excluded with respect to these criteria.

4 Results

Table 1 offers an overview of the 37 items, based on the protocol in Fig. 1. A few
quantitative observations are evident. First, the literature is relatively recent,
with the oldest items being from 2017 and 2018. This reflects the timeliness of
questions about explainability requirements. Second (column 2) most items are
about requirements rather than procurement (though the categories are not fully
distinct). Third (column 3) considering explainability, transparency, or inter-
pretability to be non-functional requirements (just like, e.g., performance, inter-
operability, or availability) is common. Fourth (column 4) there is considerably
more literature supporting technical roles such as requirements or software engi-
neers compared to non-technical roles such as purchasers. Fifth (column 5) much
of the literature is concerned with AI, but some more generic articles address
broader decision support systems (DSS) matters. Sixth (column 6, mirroring
column 4) there is much support for requirements elicitation or development,
though some articles address the entire life cycle. Seventh (column 7) much of
the work is still conceptually rather than empirically driven. Eighth (column 8)
transparency about input data used is sometimes addressed in the literature.

From a qualitative point of view, the literature contains many different
approaches to explainability requirements. In the following, the “pathetic dot
theory” first proposed in a paper by Lessig [36], and later developed at book
length [37], is used to structure the material. The theory describes how any
thing is regulated by four forces: Architecture, Law, Norms and Markets. Archi-
tecture, such as speed bumps, walls, or website interfaces, regulates by limiting
the technical possibilities. Law regulates by punishing with force. Norms also
regulate by punishing behaviors, but with social means such as exclusion or
angry glances. Finally, markets regulate through the price mechanism.

4.1 Architecture

Architecture is the most straightforward of Lessig’s four forces. Building systems
to predictably conform to user needs and specifications is the rationale of soft-
ware engineering at large and requirements of engineering in particular. Thus,
much of the literature broadly belongs to architecture in Lessig’s sense.

The goal of the software engineering discipline is to make building software
an engineering practice, not a craft that can only be learned from experience.
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Quality should not depend on who wrote the code, just as the tensile strength of
a bolt or the impedance of an electric circuit should not depend on who worked in
the factory. Therefore, software engineering employs methods such as elicitation
of functional and non-functional requirements beforehand, use of best practice
patterns and architecture models when software is built, and testing afterwards.

Now, such practices are challenged by modern AI ‘black boxes’, especially
machine learning (ML), and new non-functional requirements such as explain-
ability is the most researched response [25,51]. A paradigmatic change from
coding to training also entails other challenges, such as articulating func-
tional requirements [52], finding test cases, and handling changing environments
[19,38].

Broadly speaking, AI and ML make quality assurance–-systems reliably and
predictably doing what they should–-more difficult. Partial solutions to this qual-
ity assurance problem include adapting existing practices and methodologies
such as the ISO 25000 series [34], or to encapsulate ML components within
symbolic reasoning or ensemble decision-making [29] to control irregularities.

With respect to explainability within a software (or requirements) engineer-
ing perspective, different aspects of explainability are relevant to different stake-
holders in different contexts [10]. Thus, methods for involving relevant stake-
holders become important [43,47], including experimental approaches [53]. The
elicitation process can also be guided by taxonomies [45], templates [11], or
knowledge catalogs [10], so that it is not unnecessarily limited by individual
experience, but makes full use of the existing state-of-the-art.

4.2 Law

Legal requirements drive greater explainability in automated decision-making.
In particular, Article 15 in the General Data Protection Regulation (GDPR)
mandates a legal right to “meaningful information about the logic involved” in
“automated decision-making” based on the personal data of the individual [22].
Though the exact meaning of this right is still subject to debate [6,15], the
majority of the items found are of European origin and interpret the GDPR as
granting a right to explanations of algorithmic decisions.

More precisely, the requirements and procurement literature tries to translate
legal rights into (technical) methods for different types of explanations [5,7,26].
Some difficulties arise from a lack of a consensus legal definition of AI [8]—
though this may change with the EU AI Act [50]. Therefore, as a complement to
regulations, other frameworks and policies can also offer guidance on explainable
AI [44]. Some work connects non-functional requirements with particular legal
settings, such as audits [27] or criminal justice [48].

4.3 Norms

Software affects humans both directly (as users) and indirectly (as part of
datasets). Since automated systems sometimes exhibit bias [42], norms and
human values are of utmost importance when procuring and designing systems
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[21]. The items found include preliminary guidelines based on literature reviews
[2,18], interviews [2,3,30] and deductive reasoning [32,35]. However, guidelines
are still quite open-ended, and many research questions remain [18].

Hussain et al. [30] empirically investigate human values in the design of sys-
tems. Through interviews with 31 software engineers in two organizations, they
discover two different approaches; one focusing on non-functional requirements
such as privacy, security and accessibility, the other focusing on broader social
justice and equality. Alison Paprica et al. [2] offer another example of empirical
work related to values, where literature and interviews are used to develop prac-
tical guidelines for data trust. Results include the importance of accountable
governing bodies, comprehensive data management, training of data users, and
stakeholder engagement. Andrus et al. [3] also address normative aspects of data
use, viz. procuring and acquiring sensitive demographic data. Langer et al. [35]
outline a visionary multi-disciplinary perspective on explainability which include
technical, psychological, legal and ethical considerations, much in line with the
broad scope of this review.

4.4 Markets

Out of the four forces, markets—impacting the design of technical artifacts
through prices, supply and demand—are the one least represented in the lit-
erature. None of the 37 items can straightforwardly be classified as belonging
only there. However, a few combine markets with one of the other forces.

4.5 Combinations of the Forces

Since all four forces are always present in Lessig’s model, the most interesting
literature items are the ones explicitly acknowledging such combinations. The
most important combination is architecture and norms. It is widely believed that
if ethical norms were incorporated into technical artifacts, significant progress
would be made (though this can be questioned: see [54]). Thus, Cysneiros and
do Prado Leite [12] bridge social and design sciences by incorporating criteria
for socially responsible software from the former into the non-functional require-
ments of the latter. Similarly, Barclay and Abramson [4] identify the roles and
responsibilities needed to improve the development and deployment of AI sys-
tems in software engineering practice, and Schoonderwoerd et al. [46] offer design
patterns to facilitate human-understandable explanations. Another combination
of architecture and norms is that establishing best practice methods or ethical
models requires new modes of working and new social norms for architecture to
be improved, see, e.g., [35,43,47].

Combining architecture with markets, Cysneiros et al. [13] argue that to
increase market demand for self-driving cars—for customers to travel with them
and insurers to insure them—more transparent operations are needed, illustrat-
ing the need for transparency to become a proper non-functional requirement.
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5 Discussion

Today, procurement of transparency and explainability is in the state usability
was some 20 years ago. Research is still in its infancy, but advancing rapidly.
More precisely, five observations can be made:

First, the dominant paradigm is non-functional requirements from require-
ments engineering; a community clearly at work to address AI.

Second, however, there is much less literature explicitly addressing procure-
ment (see Table 1)—a shame, since most organizations procure rather than build
software. If the procuring organization cannot grasp how the supplier can be
expected to work it is difficult to create appropriate requests for tender.

Third, there is a lack of literature exploring human-computer interaction
aspects of explainable systems. There are psychology insights [33] to harness,
but since systems change as we use them, as the vendors update them, and as
the underpinning data changes, good explanations are a moving target, even if
user groups are meticulously specified. A further complication is the context of
use, which may make the user misunderstand or ignore [49] explanations given.

Fourth, the literature does not sufficiently address the fact that explainability
can serve many different purposes, and that depending on the purpose, different
kinds of explainability are required. Even if transparency is seen as valuable,
companies may struggle to make use of it [14].

Fifth, market characteristics such as the business cycles, with booms and
busts, matter. We are now in an AI boom, with plans to automate all kinds
of things with ML algorithms learning from the data available in modern soci-
ety. In some cases this is reasonable, in some cases this is overconfidence and
hype. Booms are always followed by busts, but appropriate transparency and
explainability may help separating some of the wheat from the chaff.

6 Conclusion

As AI and in particular ML is increasingly used, concerns over lack of trans-
parency and explainability mount. How can we understand what ‘black box’
algorithms do? However, since most organizations do not build their AI software
from scratch, but rather procure it from others, transparency and explainability
must be addressed not only from the perspective of the software engineers build-
ing systems, but also from the perspective of those procuring them. In terms of
Lessig’s forces, organizations need to learn to master not only architecture, but
also markets. Procurement and requirements engineering must go hand in hand.
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Abstract. With the increasing demand from organizations for effective project
management methods, considering the continuous evolution of existing methods
in the market, this study aims to provide an overview of the changes that occurred
in the transition from PMBOK®Guide v.6 to PMBOK®Guide v.7, with special
attention to the knowledge area applied to procurement management. The main
objective is to identify the favorable and unfavorable points of the implemented
changes. To carry out this analysis, a derivation of the open-source software Dot-
Project+ was developed, mainly due to its prior alignment with PMBOK®Guide
v.6 and flexibility with the principles outlined in PMBOK®Guide v.7. Through
this research, we intend to contribute to a deeper understanding of the changes
introduced in the seventh edition of the PMBOK®Guide, with a specific focus
on procurement management, and provide valuable insights for professionals and
researchers interested in implementing projects in the food industry.

Keywords: Business Model · Principles and Domains · Agile Methods

1 Introduction

Project is the development of a temporary effort aimed at producing a unique product,
service, or result [1]. It is understood that project management plays a fundamental role
in integrating and coordinating diverse resources to achieve goals and deliver value to
stakeholders [1, 2]. In this context, the PMBOK (Project Management Body of Knowl-
edge) Guide [3, 4], and [5] emerges as a vital resource for professionals and organi-
zations worldwide, offering a set of best practices and guidelines for effective project
management.

According to Dinsmore & Cabanis-Brewin (2014), the PMBOK® Guide, in its first
edition, aimed to identify and describe the knowledge and practices generally accepted,
that is, those applicable to most projects most of the time, and about which there is
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widespread consensus on their value and usefulness. Version 6 represented a milestone
by consolidating concepts, processes, and knowledge areas, offering a structured and
recognized approach. Its acceptance reflects confidence in its guidelines to enhance
project management. With the release of version 7, there was a response to emerging
demands in the field. The adoption of version 7 is an evolving process, with organiza-
tions and professionals evaluating the proposed changes and their impact. As version 7
is implemented and explored, its impact and acceptance are expected to increase, fur-
ther consolidating the role of the PMBOK Guide as a fundamental resource in project
management [6–8], and [9].

2 Comparative Study - Guide Pmbok V6 x Pmbok V7

2.1 Version 6 PMBOK Guide

The version 6 of the PMBOK® Guide, released in 2017, represented a significant evo-
lution in the structure and content of the guide. It established a solid foundation for
project management by organizing the process into five groups: Initiating, Planning,
Executing, “Monitoring and Controlling”, and Closing. According to study [6], each
process group was outlined to address the key phases of the project lifecycle, providing
detailed guidance on the activities required at each stage. Additionally, version 6 intro-
duced ten knowledge areas, covering essential aspects of project management such as
scope, schedule, cost, quality, resources, communication, risks, procurement [10], and
stakeholders. Although widely recognized and adopted as a standard reference in the
field of project management, version 6 of the PMBOK Guide also received criticism
for its predominantly traditional approach and its emphasis on processes and detailed
documentation.

2.2 Guide PMBOK Version 7

The version 7 of the PMBOKGuide [1] marked a significant shift in project management
approach. This version adopted a more holistic and flexible perspective, reorganizing
the guide around principles, processes, and project management activities. Instead of
focusing exclusively on sequential processes, version 7 recognized the need for adapt-
ability in an increasingly dynamic and complex project environment. This was reflected
in the integration of traditional and agile methodologies, encouraging a hybrid mindset
that allows project professionals to select and adapt approaches according to the specific
project needs. Additionally, version 7 placed renewed emphasis on delivering value and
results as per [1] and [6], prioritizing impact over bureaucratic process execution. As
shown in Fig. 1, the reduced emphasis on prescriptive documentation and the adoption
of a more accessible and practical language were also distinctive features of version 7,
making it more relevant in a variety of project contexts.

In summary, the main differences between versions 6 and 7 of the PMBOK Guide
reflect a fundamental change in project management approach. While version 6 estab-
lished a solid foundation with its traditional structure and focus on sequential processes
and detailed documentation, version 7 adopted amore flexible and adaptable perspective.
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Furthermore, the integration of traditional and agile methodologies, the prioritization of
delivering value and results, and the reduction of emphasis on prescriptive documen-
tation are distinctive aspects of version 7, making it more relevant and applicable in
a variety of contemporary project contexts. This evolution demonstrates a continuous
commitment to providing updated and practical guidance for professionals and orga-
nizations involved in project management, empowering them to tackle challenges and
seize opportunities in an ever-changing world.

3 Knowledge Area in Procurement Management

The Procurement Knowledge Area [12], as described in version 6 of the PMBOKGuide,
plays an essential role in project management, focusing on the acquisition of goods and
services necessary for project execution. This knowledge area covers everything from
procurement planning to contract closure. During the procurement planning process,
supplier selection criteria, contracting strategies, and types of contracts to be used are
defined. Version 6 of the PMBOK Guide provides detailed and practical guidelines for
each phase of the procurement lifecycle, aiming to ensure efficiency and effectiveness
in acquiring resources necessary for project success.

In version 7, the Procurement Knowledge Area has been substantially revised to
align with updated project management principles and approaches. This knowledge
area continues to play a crucial role, providing guidance for the acquisition of goods
and services necessary for successful project execution. However, version 7 emphasizes
a more flexible and adaptable approach to procurement, recognizing the importance of
considering a variety of factors, including project complexity, risks involved, and specific
stakeholder needs. This new approach allows for greater customization and adaptation
of procurement practices according to the project context. Additionally, version 7 incor-
porates agile and hybrid concepts into procurement management, encouraging a more
collaborative and interactive approach to supplier selection and management.

4 Detecting Favorable and Unfavorable Aspects

Bothmethodologies are widely used in practice, but the choice between them depends on
the specific objectives and the intended approach for managing the project in question.
Therefore, it is crucial to carefully consider these aspects when making decisions related
to project management. Version 7 introduced a more flexible and adaptable perspective
compared to the prescriptive and sequential approach of version 6. This flexibility allows
project professionals greater customization and adjustment of procurement practices
according to the specific needs of each project and the environment inwhich they operate.
Additionally, the integration of agile and hybrid methodologies [13] enables a faster
response to changes in project requirements and greater adaptation to dynamic and
complex project environments. Prioritizing the delivery of value and results represents a
significant change, redirecting the focus of project professionals to customer needs and
project objectives. The reduction in emphasis on prescriptive documentation promotes
a more pragmatic and results-oriented approach to procurement management.
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The transition to version 7 of the PMBOK Guide presents challenges and impor-
tant considerations compared to its predecessor, version 6. Firstly, there is a potential
increase in complexity of implementation due to the introduction of more flexible and
adaptable approaches. This requires a deeper understanding and skills in the application
of new methodologies, especially for professionals less familiar with agile or less struc-
tured approaches. Additionally, the reduction in process prescription may lead to greater
reliance on professional judgment and experience of project professionals, increasing the
risk of errors or suboptimal decisions. This highlights the importance of additional invest-
ments in training and capacity building to ensure that teams are prepared to implement
the recommended practices in the new version.

5 Results

With the aim of obtaining relevant data in the food sector, a joint monitoring was con-
ducted with the managers of four restaurants. The objective was to understand the main
difficulties faced in the procurement of products and services, in order to formulate pro-
posals for process improvement, using agile methodologies [4, 11, 13–16, 19] and [20]
as a basis. The following processes were defined for the procurement sector:

5.1 Counting and Ordering of Products

Inventory counting occurs weekly and is conducted by the stockkeeper. This activity is
crucial to facilitate the preparation of purchase orders by buyers [10]. After the counting
is completed, buyers prepare purchase orders, which are shared for review and valida-
tion. Subsequently, this data is recorded in a collaborative Google Sheets spreadsheet,
providing transparency and access to all involved in the process. However, one of the
main obstacles faced in this process is the accuracy and timeliness of orders. This results
in delivery delays and hampers buyers’ ability to negotiate effectively with suppliers.

5.2 Receipt of Products

During the receiving stage, a thorough inspection is conducted between the received
items, the corresponding invoice, and the purchase order, aiming to ensure all quality
criteria are met. The stock controller is responsible for recording this information in the
Purchasing Spreadsheet, attaching the invoice to the drive, and identifying the corre-
sponding folder with the company name and receipt date for the finance department to
make the payment. Subsequently, the products are properly stored in their designated
locations. One of the challenges encountered in this process is rework in delivering
information, which requires data entry in the Purchasing Spreadsheet and subsequent
delivery to the finance.

5.3 Filling Out Minimum and Ideal Stock

The ideal inventory quantity is measured by the buyer. Where the inventory is divided
into 3 Levels: Level 1 - Off-peak season where we work with reduced inventory to
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avoid waste. Level 2 - Intermediate season, inventory is still reduced, but prepared with
a surplus in case of atypical movement, which in some weeks generates unnecessary
waste. Level 3 - Made to meet high demand.

5.4 Food Handling

In recent years, the factor that most concerns people’s daily lives is food. Therefore, it
is essential to have healthy and safe food [2]. As shown in Fig. 1, data has revealed a
lack of care in handling products before they are sent to the production department in
the restaurant. It is important to implement food safety in the midst of processes.

Fig. 1. Flowchart of initially identified processes.

5.5 Unified Database for the Purchasing Sector

A spreadsheet was created to structure the unified database (Relational Model) for the
purchasing department, as shown in Fig. 2, containing all relevant product information.
Disparity in data usage among departmental collaborators was observed, resulting in
ineffective communication between them. Therefore, a restructuring of duties began,
starting with processes related to Inventory Levels and Product Orders. In this reorgani-
zation, the stockkeeper was assigned the responsibility of determining stock quantities
and placing orders, aiming to increase accountability, reduce rework, and promote effi-
ciency in delivery. Additionally, a goal was established to encourage purchases within
established limits, aiming to improve management.

As a result of this restructuring, the processes previously under the buyer’s respon-
sibility have been optimized, focusing on price quoting with suppliers and maintaining
product quality. These changes, as shown in Fig. 3, have significantly contributed to
improving efficiency, agility, and communication among departments compared to pre-
vious procedures, with the aim of increasing the company’s profitability. The integration
between spreadsheets inGoogle Sheets provided an additionalmodification in the receiv-
ing process. Currently, only the warehouse professional is responsible for filling out the
receipt spreadsheet, whose summarized data is automatically forwarded to the finance
department.
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Fig. 2. Unified database for the purchasing department

Fig. 3. Flowchart of processes after changes.

6 Discussion

The current scenario lacks a free software platform adapted to version 7 of the PMBOK
Guide. In this context, DotProject+ [18] emerges as an open-source solution for project
management, as shown in Figs. 4 and 5. This software offers a range of comprehensive
features, including planning, tracking, team collaboration, time and resource tracking,
reporting and analysis, customization, and extensibility. One of the advantages of Dot-
Project+ is its compatibilitywithDocker,which facilitates its installation anddeployment
in different hosting environments. Additionally, there are already versions that have been
adapted to the PMBOK Guide in its version 6.

However, in DotProject+, procurement management features an important function-
ality, which is the inclusion of costs in the project, divided into human and non-human
resources, and distributed over time. That is, with the enhancement of the functionality,
the cost performance domain and the specification of the responsible party were added,
as illustrated in Fig. 5.

These changes allowed for a more effective identification of the purpose of the cost
and the assignment of responsibility related to each cost, thus facilitating the financial
management of the project. With adaptation to version 7, when completed, it will be
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Fig. 4. Functionality of Non-Human Cost Recording in DotProject+

Fig. 5. Prototyping of the Non-Human Cost Registration Functionality.

available in the GitHub repository - https://github.com/KingDarkZeira/Dot_Projetc_P
lus_PMBOK_7.

7 Conclusion

Due to the accumulation of tasks and the high cost of dynamically controlling changes
in projects focused on the food industry, it was possible to understand the procedures
and provide a contribution through this research, which proposes the identification of
favorable and unfavorable aspects of implementing the project management method-
ology from the PMBOK®Guide v.7, assisting in a better understanding of the impact
of the changes introduced, specifically focusing on intelligent process management for
acquisitions.

Moreover, through this work, its adoption may also imply challenges that require
careful consideration and planning by the organizations and professionals involved. It

https://github.com/KingDarkZeira/Dot_Projetc_Plus_PMBOK_7
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is essential to recognize these challenges and invest in training and skills development
to ensure a smooth and successful transition to the new recommended practices and
approaches. Version 7 reflects a recognition of the need for adaptability and agility,
making it more relevant and applicable in a variety of contemporary project contexts. By
embracing these changes and adapting to new practices, the team can seize opportunities
in an ever-changing world, driving success and delivering results.
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Abstract. In response to the significant challenges faced by the agri-
cultural sector due to climate change, this research focuses on enhancing
plant disease detection and management through advanced computer
vision techniques. The study introduces an innovative Artificial Intel-
ligence (AI) model leveraging image classifications and embeddings to
predict plant diseases, utilizing a public dataset comprising 27 combi-
nations of plants and diseases. This research integrates Natural Lan-
guage Processing (NLP) techniques to generate embeddings from images,
which are then utilized to train a classification model based on classical
machine learning algorithms. The proposed system employs a novel app-
roach by transforming a typical computer vision problem into a feature-
based classification problem, allowing the use of diverse machine learning
models. The efficiency of the model is demonstrated through its ability
to accurately classify various plant diseases, with the best-performing
model achieving promising results in terms of accuracy and reliability.
The research highlights the potential of combining technological innova-
tions with agricultural expertise to address the complexities of modern
agriculture. Future directions include refining the model by exploring
different embedding techniques and increasing the dataset using data
augmentation methods, to further improve the system’s performance.

Keywords: artificial intelligence · embedding · image classification ·
natural language processing · plant disease

1 Introduction

The agricultural sector is currently grappling with significant challenges, exacer-
bated by the escalating impacts of climate change. Climate volatility, alongside
unpredictable environmental conditions, has led to a crisis in crop productivity,
leaving farmers susceptible to the detrimental effects of plant diseases. In the
region of Castilla y León (Spain), farmers confront numerous adversities, includ-
ing droughts, floods, and the persistent threat of crop diseases, necessitating
urgent solutions to safeguard agricultural sustainability.
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Recognizing the urgency of the situation, our research endeavors to address
the pressing need for effective disease detection and management strategies.
Rather than solely focusing on innovative tools, our approach aims to offer
comprehensive solutions that empower farmers to tackle the complexities of
crop health more effectively. Through the integration of advanced technologies,
including computer vision, we aim to provide farmers with timely insights into
crop health status, facilitating informed decision-making and proactive disease
management practices.

This research represents a significant stride towards enhancing the resilience
of agricultural systems amidst the challenges posed by climate change. By lever-
aging a combination of technological innovations and agricultural expertise, we
aspire to equip farmers with the knowledge and tools necessary to navigate the
uncertainties of modern agriculture successfully. Finally, our goal is to foster sus-
tainable practices that ensure the long-term viability of agricultural communities
and contribute to global food security efforts.

As a result, this study makes use of computer vision technologies to propose
an Artificial Intelligence (AI) model that is capable of predicting crop diseases.
For the training and construction of this model, a public dataset is used. This
dataset includes a total of 27 combinations of plants and diseases.

The rest of the article is structured as follows: Sect. 2 discusses the state of
the art, Sect. 3 presents the proposed system, Sect. 3 presents the case study of
this work, Sect. 5 presents the results and finally Sect. 6 discusses the conclusions
and future directions of this research.

2 Background

In 2015, Khirade et al. [10] tackled the problem of plant disease detection
using digital image processing techniques and a back propagation neural net-
work (BPNN). Authors have elaborated different techniques and approaches for
the detection of plant disease using the images of leaves. The following are dif-
ferent datasets, their implementation, and results on the plant disease area. But
first, we will talk about the preferred technique used in image detection, which
is CNN (Convolutional Neural Network).

2.1 Convolutional Neural Network in Computer Vision

A convolutional neural network [14] (CNN) is a category of machine learning
model, namely a type of deep learning algorithm well suited to analyzing visual
data. CNNs use principles from linear algebra, particularly convolution opera-
tions, to extract features and identify patterns within images. Although CNNs
are predominantly used to process images, they can also be adapted to work
with audio and other signal data.

CNN architecture is inspired by the connectivity patterns of the human
brain, in particular, the visual cortex, which plays an essential role in perceiving
and processing visual stimuli. The artificial neurons in a CNN are arranged to
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efficiently interpret visual information, enabling these models to process entire
images. CNNs are frequently used for computer vision tasks such as image recog-
nition and object detection, with common use cases including self-driving cars,
facial recognition, and medical image analysis.

2.2 Plant Disease Detection

In 2015 Hughes and Salathé [9] from Penn State University USA, created
PlantVillage, an open-access repository of images on plant health. They created
a library of open-access information on over 150 crops and over 1,800 diseases,
accessible on the same website. This content has been written by plant pathology
experts, reflecting information sourced from the scientific literature.

With this in mind, in 2016, Mohanty et al. [12] used this previous dataset
to create an image-based plant disease detector. They used convolutional neural
networks to achieve this task and they reported on the classification of 26 diseases
in 14 crop species using 54,306 images. They measured the performance of their
models based on their ability to predict the correct crop-disease pair, given
38 possible classes. The best-performing model achieved an overall accuracy of
99.35%. Hence, they demonstrated the technical feasibility of an assisted plant
disease diagnosis system.

Later on, in 2021, the Vishwakarma Institute of Technology used the
PlantVillage dataset for a different study [11]. They experimented with their
algorithms on the dataset using RGB images, later converted to grayscale ones,
and then a Gaussian filter was used to smooth the images. They achieved an
average accuracy of 93.

In 2019, Singh and his team [16], developed “PlantDoc: a Dataset for Visual
Plant Disease Detection”. This dataset was made with the intent to improve pre-
vious diseased plant datasets. The main objective was to create a dataset that
represents reality conditions. In their words “PlantVillage [previous dataset] lim-
its the effectiveness of detecting diseases because, in reality, plant images may
contain multiple leaves with different types of background conditions with vary-
ing lighting conditions”. Their dataset is made of downloaded images from the
internet since collecting large-scale plant disease data through fieldwork requires
enormous effort, and they collected about 20,900 images by using scientific and
common names of 38 classes mentioned in the PlantVillage dataset. Later on,
they filtered them based on the APSnet [1] and removed inappropriate (such as
non-leaf plants, lab-controlled and out-of-scope images) and duplicate samples.
The final dataset contains 27 classes spanning over 13 species with 2,598 images.

Later in 2020, the Hosei University, Japan, developed LeafGAN [5]. This
method consisted of an image generation network that was specially designed
to mitigate the serious overfitting problem in image-based plant diagnosis tasks
via the effective generation of high-quality and widely varying pseudo-training
images. LeafGAN was built on CycleGAN [17] and their own proposed label-
free leaf segmentation module to guide the network in transforming the relevant
regions while preserving the backgrounds. They used the fine-tuned ResNet-101
[8] model as the backbone of their module, and replaced the last layer of the
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network with a three-node layer. Using a dataset of 1,000 leaf images, their
module achieved an F1-score of 83.9%.

In 2022, Schuler et al. proposed a Color-aware two-branch DCNN for efficient
plant disease classification [15]. They proposed feeding a DCNN CIE Lab [3]
instead of RGB color coordinates. modifying an Inception V3 architecture to
include one branch specific for achromatic data and another branch specific for
chromatic data. This modification takes advantage of the decoupling of chromatic
and achromatic information. Besides, splitting branches reduces the number of
trainable parameters and computation load by up to 50% of the original figures
using modified layers. They achieved a state-of-the-art classification accuracy of
99.48% on the PlantVillage [9] dataset and 76.91% on the Cropped-PlantDoc
[16] dataset.

3 Proposed System

In this section, a new system for plant disease detection is proposed. We propose
a system that makes use of novel and recent techniques to solve a classical image
classification problem. The proposed system makes use of Natural Language
Processing (NLP) techniques to obtain embeddings from images that afterward
are used to train a classification model based on classical machine learning algo-
rithms. A scheme of the proposed system can be seen in Fig. 1 and is explained
in the following subsections.

Fig. 1. Schematic view of the proposed system.
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3.1 NLP Module

The NLP module is in charge of processing the images of the dataset and gen-
erating for every one of them an embedding vector with the most important
features considered by the model. This embedding vector is associated with the
class of each of the images.

In recent years, NLP models, such as those that obtain embeddings from
different sources of information, have gained relevance [4,7]. These techniques
have also been used for image processing. Among the models that accept this
type of data, the DINOv2 [13] model stands out. DINOv2 is a set of models
that are capable of solving 8 different types of tasks related to computer vision.
Among these tasks is image classification. DINOv2 has been evaluated on 30
different benchmarks and its efficacy has been confirmed.

Therefore, DINOv2, specifically the version DINOv2 vits14, is the model that
will be used to obtain the embedding of the images of the dataset and also to
obtain the embeddings of the images that will be predicted with the model. The
DINOv2 vits14 model obtains a vector of 384 features for each of the images it
processes.

3.2 Image Classification Approach

The proposed image classification process makes use of the embedding model
to generate the image features. This generates a new structure for the dataset,
where each image is represented as a vector of 384 dimensions, along with its cor-
responding label. Thus, an image classification problem that is typically solved
with computer vision techniques has been transformed into a classical feature-
based classification problem.

Once the original dataset (with images) has been processed and the new
dataset structure (table model) has been obtained, the latter can be used to train
different classical machine learning algorithms. The complete list of machine
learning algorithms used in this study is detailed in Sect. 4.2. These algorithms
are trained and from each of them, we will obtain a model that could be used
to make predictions about unknown data.

3.3 Final Prediction

Following the selection of classifier models, the prediction process is carried out
in two simple steps: (I) obtaining the embedding vector of the image to be
classified; and (II) this embedding vector of features is sent to the model to
perform the classification/prediction of the label that corresponds to the image.
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Fig. 2. PlanDoc dataset classes distribution.

4 Case Study

4.1 Data Description

We will be using the PlantDoc [16] dataset, as it presents the best samples for
the problem at hand. By using samples taken in outdoor environments, we will
achieve a model capable of recognizing diseases more optimally, because most
of the images will be taken in the crop field itself. This will help the model to
be able to better recognize patterns surrounded by noise and other factors that
hinder its training.

This dataset includes 2,598 samples across multiple plant species. Every plant
species section is divided into healthy and diseased subsections with multiple
images per disease subsection. Every plant has at least two disease sample folders.
Figure 2 shows the class distribution.

4.2 Machine Learning Algorithms

To set up the machine learning algorithms, we have chosen to use the Python
PyCaret library [2]. This library allows us to train several models based on
classical machine learning algorithms. The following algorithms have been used
to set up this training:
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– Dummy Classifier.
– Logistic Regression.
– K Neighbors Classifier.
– Naive Bayes.
– Decision Tree Classifier.
– SVM (Support Vector Machines) - Linear Kernel.
– SVM - Radial Kernel.
– MLP (Multi-Layer Perceptron) Classifier.
– Ridge Classifier.
– Random Forest Classifier.
– Quadratic Discriminant Analysis.
– Ada Boost Classifier.
– Linear Discriminant Analysis.
– Extra Trees Classifier.

These algorithms are trained with the same settings. For this purpose, a
training is configured in which the training set is balanced to avoid overtraining
in certain classes. For this, the SMOTE method [6] is used and an evaluation
method is defined during the training stage based on the Stratified10Fold. After-
ward, all these models are evaluated with the training set of the dataset.

4.3 Evaluation Metrics

To evaluate the different models and therefore define the best one for the problem
addressed in this research, it is necessary to define the evaluation metrics that
will be used. Therefore, the main metric to be used for the evaluation is the
accuracy. Its formulation is available in 1,

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

where TP (True Positives) is the number of positive instances classified as posi-
tive, TN (True Negatives) is the number of negative instances classified as neg-
ative, FP (False Positives) is the total number of instances wrongly classified
as positive instances, and FN (False Negatives) is the total number of positive
instances classified as negatives.

Nonetheless, we will use other metrics to discern the performance of the
different classifiers. These metrics are: (I) recall, (II) precision, (III) F1 score,
(IV) Kappa coefficient, and (V) the Matthews Correlation Coefficient (MCC).

5 Results

In the following, we present the results obtained from the system proposed in
this article. Firstly, a results table, Table 1, with the evaluation metrics for the
different trained machine learning models are shown.



Plant Disease Classification Through Image Representations 69

Table 1. Machine learning algorithms’ results.

Model Accuracy Recall Prec F1 Kappa MCC

Linear Discriminant Analysis 0.7223 0.7223 0.7407 0.7232 0.7103 0.7110

MLP Classifier 0.7030 0.7030 0.7166 0.7001 0.6901 0.6908

Ridge Classifier 0.6911 0.6911 0.6950 0.6846 0.6780 0.6788

Logistic Regression 0.6880 0.6880 0.6990 0.6864 0.6744 0.6750

SVM - Linear Kernel 0.6765 0.6765 0.7010 0.6764 0.6624 0.6636

Extra Trees Classifier 0.6761 0.6761 0.6728 0.6647 0.6617 0.6626

Random Forest Classifier 0.6718 0.6718 0.6717 0.6625 0.6574 0.6582

Naive Bayes 0.6641 0.6641 0.6735 0.6596 0.6496 0.6503

K Neighbors Classifier 0.6277 0.6277 0.6715 0.6233 0.6130 0.6158

SVM - Radial Kernel 0.5961 0.5961 0.7057 0.5965 0.5760 0.5868

Decision Tree Classifier 0.4305 0.4305 0.4404 0.4264 0.4061 0.4068

Quadratic Discriminant Analysis 0.0783 0.0783 0.0264 0.0141 0.0020 0.0175

Ada Boost Classifier 0.0663 0.0663 0.0453 0.0269 0.0341 0.0675

Dummy Classifier 0.0355 0.0355 0.0013 0.0024 0.0000 0.0000

According to the table of results, the algorithm that obtains the best results
across all the selected evaluation metrics is the Linear Discriminant Analysis.
The algorithm obtained an accuracy of 0.7223, a promising result given the
high number of classes and the difficulty of discerning in many cases about the
different diseases on the plants’ leaves.

Although other classifiers also obtain results close to 70% accuracy, given the
considerable difference with the Linear Dicriminat Analysis, it seems that Linear
Dicriminat Analysis seems to be the most accurate model. Similar conclusions
can also be drawn when comparing other metrics. As a result, Cohen’s Kappa
index, which allows us to evaluate the reliability of a classification model, should
also be taken into account in this problem. Here, the closer to 1, the more reliable
the model is. Hence, the decision to select the Linear Discriminant Analysis as
the model for the proposed system is justified.

As a way to better understand this model, Fig. 3 shows the confusion matrix
of the Linear Discriminant Analysis algorithm, where we can see how this model
works in detail. It can be seen that the vast majority of the errors that occur
are between the different diseases of the same species. This can be seen in the
predictions made for “Tomato leaf”, “Tomato leaf mosaic virus”, and “Corn leaf
blight” classes. Also, to a minor degree, errors occur between different types of
plants.
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Fig. 3. Liniar Discriminant Analysis confusion matrix.

Table 2. Results comparison in the PlantDoc dataset.

Study Accuracy

Schuler et al. [15] 0.7691

Ours 0.7223

Finally, the results obtained in this research are also compared with the
results obtained in previous research. This comparison can be seen in Table 2.
Note that the proposed system does not outperform the recent results of other
researchers with the PlantDoc dataset. Nonetheless, the results of this research
are preliminary and we intend to continue improving the proposed system to
improve the results that constitute the state of the art.

6 Conclusions

In this study, a new approach to solving the problem of classifying images of
diseases of different types of plant species has been explored. We have used an
innovative solving method based on advances in the area of NLP, such as embed-
ding models. These models allow us to process the images and extract a series
of features for each one of them. These features are then used to solve the prob-
lem using a more classical machine learning approach. The results obtained are
promising, although they fall short of the current state-of-the-art results. Nev-
ertheless, one advantage of the proposed solution is the time needed to perform
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the training. While the state-of-the-art solutions are based on CNNs and deep
learning, which require large amounts of time and resources for training, our
proposal requires fewer resources and time to obtain a robust model.

Nevertheless, we believe that there is still room for improvement in this
research. Therefore, we propose to work on the following lines of research. Firstly,
we propose to test different versions of the DINOv2 model as well as other models
for image embeddings. Further, we intend to explore the finetuning of this type
of model to specialize them even more in the detection of plant image features
and their diseases. Lastly, another proposal is to carry out a study in which
the number of images in the PlantDoc dataset will be increased by using data
augmentation techniques. We consider these lines of research will improve the
current results.
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Abstract. This paper introduces an innovative approach to recom-
mender systems through the development of an explainable architecture
that leverages large language models (LLMs) and prompt engineering
to provide natural language explanations. Traditional recommender sys-
tems often fall short in offering personalized, transparent explanations,
particularly for users with varying levels of digital literacy. Focusing on
the Advisor Recommender System, our proposed system integrates the
conversational capabilities of modern AI to deliver clear, context-aware
explanations for its recommendations. This research addresses key ques-
tions regarding the incorporation of LLMs into social recommender sys-
tems, the impact of natural language explanations on user perception,
and the specific informational needs users prioritize in such interactions.
A pilot study with 11 participants reveals insights into the system’s
usability and the effectiveness of explanation clarity. Our study con-
tributes to the broader human-AI interaction literature by outlining a
novel system architecture, identifying user interaction patterns, and sug-
gesting directions for future enhancements to improve decision-making
processes in AI-driven recommendations.

Keywords: Recommender Systems · LLMs · Prompt Engineering ·
Natural Language Explanations · Human-AI Interaction

1 Introduction

Social recommendation systems facilitate decision-making processes by filtering
out irrelevant information, thereby assisting users in online shopping or form-
ing social connections on media platforms [17]. However, the opacity of artificial
intelligence (AI) systems enables powerful predictions but compromises direct
explainability, which can undermine user trust and experience [2]. In response to
this challenge, recent research in recommender systems has focused on developing
more sophisticated interfaces, including enhancing the explainability and con-
trollability of recommendations [13,18,19]. Despite these advancements, existing
designs and solutions rely on predefined rules that lack interactive elements with
users and adapt to their desires, needs, and literacy levels. Consequently, there
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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remains a pressing need for a dynamic, user-centered approach to delivering AI-
based recommendations that can accommodate users’ diverse backgrounds and
foster transparency and informed decision-making.

The rapid development of Large Language Models (LLMs), such as Bard,
GPT-4, LLaMA, and others, has ushered in a new era characterized by both
challenges and opportunities [10,14]. These models have demonstrated excep-
tional proficiency in comprehending and generating human-like text. Prompt
engineering provides reusable solutions to common challenges in output gen-
eration and interaction when working with LLMs. It enables the creation of
more accurate, context-specific, and nuanced responses from LLMs, particularly
supporting advancements in conversational AI [12]. To facilitate the delivery
of recommendations accompanied by natural language explanations, we pro-
pose an architecture for an explainable recommender system that leverages the
human-like conversational capabilities of generative AI. Our proposed architec-
ture enables users to receive personalized suggestions and gain insight into the
rationale underlying these recommendations.

Specifically, this paper aims to answer the research question of how to uti-
lize large language models (LLMs) to enhance explanatory capabilities within
social recommendation systems. To this end, we designed and developed a pro-
totype of an Advisor Recommender System, which integrates two content-based
recommendation models - text similarity and topical similarity - to generate
personalized advisor recommendations for graduate students based on their
research interests. Moreover, our system enables users to engage in follow-up
inquiries regarding the given recommendations, i.e., allowing users to ask ques-
tions about the recommended advisors, and the system could explain why a par-
ticular scholar or faculty is recommended to them. These communications are
based on LLM-powered responses providing detailed, context-sensitive explana-
tions. We hypothesize that these interactive explanatory capabilities can foster
enhanced user comprehension and trust in the recommender system.

To assess the efficacy of our proposed system and the user experience, we
undertook pilot user studies involving 11 graduate students majoring in com-
puter sciences or information systems. Through a qualitative thematic analysis
of the data collected, three primary themes emerged: firstly, the types of informa-
tion sought by participants when engaging with the system’s recommendations;
secondly, the usability and feasibility of integrating a chatbot within the rec-
ommendation system; and thirdly, how participants interacted with the chatbot
to obtain explanatory rationales for the recommendations. Through these user
feedback, we identified potential avenues for system improvement to enhance
user satisfaction and facilitate informed decision-making. Based on these exper-
imental findings, we then discuss the design implications and insights of using
LLMs along with explainable recommendation systems.

2 Related Works

The concept of collaborative filtering was first introduced by Goldberg et al.
[7] in 1992 as a method to filter mail by tracking individuals’ responses to the



Explaining Social Recommendations 75

documents they read. Resnik and Varian [15] first introduced the term ‘recom-
mender system’ in 1997 to describe systems that not only filter out less relevant
items but also suggest particularly interesting ones. In October 2006, Netflix’s
release of a movie rating dataset [3] and subsequent challenge spurred increased
research interest in recommender systems. Advances in machine learning deliver
AI systems that operate independently but cannot explain their decisions. To
bridge this gap, DARPA initiated the explainable artificial intelligence (XAI)
program in May 2017 [8]. The black-box nature of AI systems enables power-
ful predictions but lacks direct explainability. XAI offers significant potential
to enhance trust and transparency in AI-based systems. Explanation in rec-
ommendations is crucial for justifying outcomes, increasing visibility to swiftly
identify and correct errors, and continuously improving the system [2]. Parra
and Brusilovsky [13] sought to enhance the controllability and transparency of
hybrid recommendations by integrating sliders for fusion control and a Venn
diagram to visualize the outcomes. Several research studies have focused on
enhancing explainability by augmenting interactive hybrid recommender inter-
faces with various types of explanations [18,19]. Tsai et al. [19] discussed four
types of explanatory interfaces: a two-way bar chart for illustrating publication
similarity; a topical radar for showing topic similarity; an enhanced strength
network for visualizing co-authorship networks; a venn tag for depicting CN3
interest similarity. Several studies have utilized NLP models to generate textual
explanations for specific recommendations [6,9]. P5 [6] demonstrates that learn-
ing multiple recommendation-related tasks simultaneously is feasible through a
unified sequence-to-sequence framework by treating these tasks as prompt-based
natural language tasks, integrating user-item information and features with per-
sonalized prompt templates as inputs, highlighting a promising approach for
unified, instruction-based recommendation. However, a significant limitation of
these NLP-related models is their inability to generate human-like text. Recent
LLMs like GPT-4 [1] excel at generating coherent and contextually relevant text,
and are adept at holding conversations, answering questions, providing detailed
explanations, and engaging in nuanced, context-aware dialogues, surpassing ear-
lier versions in complexity and understanding. Our research is driven by the
potential to leverage the advanced capabilities of recent LLMs to develop an
explainable recommender system.

3 Explainable Recommender System Architecture

In this section, we describe the proposed architecture of an explainable recom-
mender system, as illustrated in Fig. 1. The architecture is based on an advisor
recommender system that utilizes LLM for generating explanations. Initially,
users must input research interest keywords into the system. These keywords are
processed by both a Text Similarity and a Topic Similarity model. Each model
identifies the top three advisors and displays them to the user. The results along
with similarity scores, LDA topics, and other relevant model data are saved for
the prompt engineering process. When a user requests an explanation of the



76 Md. Ashaduzzaman et al.

Fig. 1. Proposed architecture of Advisor Recommendation System leveraging LLM for
explanation.

recommendations, the chatbot interacts with the feature engineering process to
create a suitable prompt. This prompt is then sent to the LLM, which provides
an explanation for the user query. The response is delivered to the user, and
the conversation history is stored to enhance future interactions through refined
prompt engineering. Details of each step are outlined below:

3.1 System Implementation and Data

An advisor recommender system designed for prospective graduate students
seeking a research supervisor can significantly streamline the process of find-
ing the right mentor for advanced studies. This system matches students with
potential supervisors based on shared research interests, publications, and other
relevant criteria. It generates a list of potential supervisors whose research aligns
closely with the student’s interests. It reduces the time and effort needed for stu-
dents to find compatible supervisors. By aligning students with supervisors who
share their research interests, the system promotes more effective and fulfilling
research collaborations. The recommendations produced by our proposed sys-
tem originate from information obtained from the Citation Network Dataset
[16]. This citation information is pulled from several sources including DBLP,
ACM, and the Microsoft Academic Graph (MAG), among others. The dataset
includes information from the conference proceedings, detailing the conference
papers (author(s), title, keywords, and abstract) and providing extensive pro-
files on the authors and attendees, including names, publications, affiliations, and
positions. While the dataset includes a vast quantity of data (80435 authors),
only a limited portion of it was selected randomly for our research. We extracted
the names, IDs, and research keywords from the publications of 2,500 researchers
who we are considering as potential advisors for the user. We selected a limited
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Fig. 2. User interface of the Advisor Recommendation System.

number of researchers to ensure the system responds quickly and to avoid com-
plexity, as our main goal is to develop a system that can clearly explain its
recommendations.

We developed the Advisor Recommender system using the Streamlit frame-
work. We hosted this app file, along with the relevant datasets and trained
models, in a GitHub repository. After setting up the repository, we connected
it to the Streamlit cloud, allowing us to deploy the app seamlessly. GitHub
repository can be found at1. Figure 2 displays the user interface of the Advi-
sor Recommender system. It prompts users to enter their name and research
interest keywords. Users may type any research interests related to computer
and information science. If users have multiple research interests, they can enter
them in the text field, separated by commas or semicolons. When a user clicks
the submit button after entering their name and research interest keywords, the
interface interacts with text and topic similarity-based models to recommend the
top three advisors for each model. Initially, it prompts the user to wait while the
top-recommended advisors are being retrieved. The output is then presented in
two columns of information. On the left side of the image, the top three advisors
are listed based on text (Cosine) similarity, and on the right side, based on topic
(LDA) similarity, displayed in a table format. The first column of each table
shows the ranking based on similarity score, and the second column lists the

1 https://github.com/asadayon/Advisor Recommendation.

https://github.com/asadayon/Advisor_Recommendation
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name of the advisor. At the bottom of the interface, an AI chatbot is integrated,
asking whether an explanation of the recommendations is needed, followed by a
user input field for queries. This chatbot captures user input through an interac-
tive interface, generates a relevant prompt using prompt engineering techniques,
communicates with LLM via API, and delivers the response back to the user.
Users can ask questions related to advisors, recommendations, and models.

3.2 Recommendation Models

Text Similarity Model. Previous research [18,19] employed text similarity
models based on scholars’ publications to recommend attendees with similar
interests. This model operates by initially generating count vectors from the
keywords associated with all authors’ publications within our comprehensive
publication database. These count vectors serve as numerical representations of
the keywords, allowing us to quantify and analyze the textual data effectively.
Subsequently, we employ cosine similarity to measure the degree of similarity
between the keywords input by the user (representing their research interests)
and the keywords associated with other authors’ publications. Cosine similar-
ity provides a score ranging from 0 to 1, where a score closer to 1 signifies a
higher degree of similarity, indicating closely aligned research interests between
the user and the author in question. Based on the cosine similarity scores, the
system then identifies and recommends the top three authors whose publication
keywords most closely match the user’s specified interests. These authors are
suggested as the top three recommended advisors, underpinning the system’s
goal to facilitate meaningful academic collaborations and mentorships grounded
in shared research interests.

Topic Similarity Model. Given the abstract of the article, a list of authors,
and known past collaborators, Topic Models, such as Latent Dirichlet Alloca-
tion (LDA), can generate a list of highly relevant authors who would be suitable
reviewers for this article [5]. By categorizing keywords from a vast array of publi-
cations into 30 distinct topics, the system effectively maps out the research land-
scape into thematic clusters, each defined by a set of representative keywords.
Authors in the database are analyzed to ascertain their thematic engagement
across these topics, with each author assigned a probability score reflecting their
involvement in each topic. This creates a thematic profile for each author. When
a user inputs interest keywords, the system dynamically matches these against
the predefined topics to identify the top three topics most aligned with the user’s
interests, quantified by probability scores. Using the gensim library, the sys-
tem compares the user’s topic preferences with the thematic profiles of authors
to recommend the top three authors whose research interests best match the
user’s. This approach ensures that recommendations are grounded in thematic,
rather than merely textual, similarities, fostering more relevant and intellectually
aligned collaborations.
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3.3 Generating Explanations

LLM models are trained on vast amounts of text data, allowing them to learn
language patterns, context, and semantics at a sophisticated level. These mod-
els excel in various natural language processing tasks, including text generation,
summarization, translation, and question-answering. Our system’s chatbot, pow-
ered by the LLM model (specifically, GPT-3.5 Turbo), provides explanations for
the system’s recommendations in a conversational and user-friendly manner.
When supplied with context such as recommended outputs and pertinent back-
ground knowledge as input prompts, the model crafts explanations that are both
informative and easily understandable. This approach enhances user engagement
by encouraging deeper exploration of the recommendations and offering clear
insights into the underlying rationale.

Prompt engineering involves carefully crafting and refining the input prompts
to steer the responses of these models, ensuring that the output is accurate,
relevant, and coherent [11]. This technique is essential for fully utilizing the
capabilities of LLM models, making them more versatile and effective across
various fields. The prompt must be clear and precise to guide the AI in generating
relevant and accurate responses. Ambiguities or vague descriptions can lead to
unpredictable or irrelevant outputs. Including the right context in the prompt
can help the AI understand the scope and depth of the response needed. The
prompt should be aligned with the end goal while it’s generating text or providing
explanations.

In the proposed prompt engineering architecture, we specify that the system
is designed to operate as an advisory recommendation system, elucidating the
rationale behind recommending specific advisors. We then gather pertinent data
such as the top recommended advisors, their similarity scores, and the LDA
topics derived from both the Text and Topic similarity models. Additionally,
the system retrieves research interest keywords of the top recommended advisors
from its storage. To enhance user interaction, we incorporate contextual details
such as the user’s name, research interests, recommendations from both models,
advisors’ research interests, similarity scores, and topics into prompts. We also
stipulate that the system should refrain from providing responses beyond its
designated scope to mitigate hallucination. This augmented prompt framework
is employed to facilitate communication between the LLM and the chatbot,
ensuring effective handling of user queries.

4 Experiment

We conducted pilot user studies of the Advisor recommendation system involv-
ing 11 participants (P1 through P11), all of whom are graduate students with
multiple interests in computer science related fields, except for one undergrad-
uate. These participants had prior experience working with research advisors.
All participants resided in Omaha, United States, and were invited via email
to voluntarily participate in the pilot studies, which involved using an advisor
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recommendation system followed by a post-study questionnaire. Upon agree-
ing to participate, each was sent a Zoom invitation. The user studies varied
in length from 13 to 20 min. Each session began with a brief presentation by
the first author about the advisor recommendation system, followed by provid-
ing the participants with a link to access the system. After using the system,
participants engaged in a semi-structured interview as part of the post-study
questionnaire. All sessions were recorded on the cloud via Zoom, and the inter-
views were conducted in English. Consent for recording was obtained from each
participant.

Interview recordings were transcribed using Zoom. We employed an induc-
tive approach to generate coding categories [4]. Two researchers independently
reviewed the interview transcripts and manually identified initial codes. These
initial codes were then discussed collectively by the research team, leading to the
formulation of a more comprehensive code list. The finalized codes were orga-
nized into three main themes. These themes include the types of information
users wish to follow up on based on system recommendations, the usability of
integrating an AI-powered chatbot, and user responses to the chatbot’s reason-
ing capabilities and its ability to impart new knowledge. Quotations have been
lightly edited for clarity.

5 Findings

The Findings section is structured around three central themes: firstly, the types
of information students seek when receiving recommendations from the system.
Secondly, the usability of integrating a chatbot within the recommendation sys-
tem. Lastly, the nature of user interactions with the chatbot when seeking expla-
nations for the recommendations.

5.1 Theme 1: Information Needs of Advisor Seeking

There are different types of information that the users want to know after get-
ting the recommended advisor lists from the system. The most in-demand type
of information is closely related to the top recommended advisors, including
their academic institutions or affiliations, the publications that they had on the
requested topics, and any personal website if available. For instance, user P5
posed questions after getting the list of advisors from the chatbot: “Give a bio
about [X]” and “Where is this person [the advisor] affiliated?”. User P3 inquired:
“What are the papers he published?”. Meanwhile, user P6 requested: “Can you
share his profile with me?”. However, our current system design only incorporates
the advisors’ publication research keywords as a means of prompt engineering.
Consequently, the chatbot is unable to respond to queries about other aspects
of the advisors’ profiles. The chatbot responded with: “I’m not sure about [X]’s
current affiliation...”, “I apologize, but I do not have access to a specific list of
publications for individual advisors...” and “I’m unable to provide real-time or
specific information about...”. The majority of users (9 out of 11) believe that
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information on advisor affiliation is essential for the recommendation system, as
it facilitates the subsequent task of contacting them. User P1 commented during
the post-study questionnaires, “Unless and until it shows the affiliation of that
particular advisor to some university or similar institution, it is like... how can
we use this recommendation?”. According to this user, the recommendation is
not useful unless the affiliation is provided. User P2 commented, “If I found
a source [weblink] about [advisor], it would be much better... I wish it could be
implemented in the system”. According to this user, a personal website or link
to the recommended advisor is very useful. When User P3 was asked about their
experience while using the system, he commented, “It is quite good, but one rec-
ommendation I can give is to add the description of the particular advisor, and
what are the papers and the publications...” The user suggested that the system
would be better if it also provided descriptions of advisors and their publication
lists.

5.2 Theme 2: User Perceptions of Usability

The term usability in this subsection refers to the system’s ability to provide
users with practical information that helps them effectively find advisors aligned
with their research interests. Among 11 participants, there are 7 users who think
that the chatbot is able to provide them with helpful information when finding
advisors for their research. “It is helpful to narrow down the supervisor names
based on my research interest”, user P7 added when being asked if they per-
ceived any benefit from using the system. P8 reported that after requesting an
explanation of the model used, he received a convincing answer. He commented,
“I feel like I’m having a human-like chat with the system”, indicating that he
believed he was conversing with a real person. However, the remaining 4 users
suggested that it would be more beneficial if more detailed information about
individual advisors were provided. P2 expressed confusion while using the sys-
tem, stating, “I was a bit confused about how much it knows; I didn’t realize the
scope was really limited. I expected the advisor system to provide more detail”.
The user, P2, suggests that the system should provide more detailed information,
as the current scope is too limited. When asked about interface improvements
to enhance usefulness and interactivity, most users were satisfied with the cur-
rent interface. However, we received several specific suggestions. These included
adding tooltips with quick instructions to guide users on how to begin and the
functionalities available. Additionally, it was suggested that user inputs should
remain visible at the top of the screen while allowing the conversation section
below to be scrollable. This would prevent users from having to scroll all the way
back up to adjust research keywords as needed. Again, incorporating thumbs-up
and thumbs-down icons would enable users to rate the responses they receive.
Another point of praise was the system’s quick response time, as noted by three
users, indicating that users appreciate prompt replies from the chatbot and dis-
like waiting for responses.
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5.3 Theme 3: Transparency and Explainability

For each user study, the users are encouraged to ask the chatbot any questions
that come to their minds related to the recommended list of advisors. There are
7 out of 11 users who explicitly asked the chatbot to give an explanation on its
recommendations or previous answers, such as “Why was [X] recommended as
number 1?”, “Why [X] is recommended in both similarities”, “...explain (to) me
in simple terms”, while the rest of the users asked follow-up questions in rele-
vance to the previous conversation they had with the chatbot. Users found the
concept of explaining recommendations both interesting and intuitive. P9 com-
mented, “Yeah, it was very interesting... when I purchase anything on Amazon,
it suggests similar products. However, it never explains the basis on which those
products are recommended. When I searched for my topic, like image processing,
this system not only gave recommendations but also explained why these advisors
were suggested. So, that was really a good idea”. Thus, the user found it very
interesting to receive reasons for the recommendations. User P10 commented,
“In this scenario, where any recommendation given by [the system] can be veri-
fied by, you know, the algorithm inside it, I think it’s very unique and helpful”.
This implies that they appreciate transparency in how the recommendations are
generated, as it allows for greater trust and reliability in the system’s sugges-
tions. P11 commented, “I really like the way it was trying to explain, even to
any user, even unaware of the technical aspect, but still can get a glimpse of
what the model is trying to recommend. It gives you more confirmation, more
clarity on why something is being recommended or prescribed to you, instead of
being blindly recommended to you”, The main point of the comment is that user
appreciates the system’s ability to explain its recommendations in a way that is
accessible to all users, regardless of their technical knowledge. In fact, knowing
that there is a logical explanation behind the recommendations gives users more
confidence and trust to adopt them into their decision-making process. Some
users noted that the answers were clear, short, and concise, making them easy
to follow. One user specifically requested explanations in simple terms, which
the system provided. This suggests that users generally prefer explanations that
are both concise and straightforward.

6 Discussion

In addressing the research question on how to utilize LLMs to enhance explana-
tory capabilities within social recommendation systems, our study demonstrated
the effectiveness of leveraging LLMs in providing personalized, transparent
explanations. Through prompt engineering, our Advisor Recommender System
provided personalized explanations, citing shared research interests and high
cosine similarity scores when users inquired about specific advisor recommen-
dations. While the system successfully addressed basic queries, limitations were
noted when detailed affiliation information was lacking. These findings high-
light the potential of LLMs in contextualizing recommendations and improving
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user understanding, while also indicating areas for further refinement in prompt
design.

Usability emerged as a critical factor in the adoption and effectiveness of the
system. Participants appreciated the system’s ability to narrow down potential
advisors based on their research interests. However, there were notable con-
cerns about the depth of information provided. The mixed feedback on the
system’s knowledge scope highlights the importance of setting clear expecta-
tions for users about the system’s capabilities and limitations. Enhancing the
utility and satisfaction of recommendation systems requires comprehensive data
integration, which can be accomplished by implementing prompt engineering to
provide detailed information about recommended advisors. Enhancements such
as tooltips, persistent visibility of user inputs, and interactive elements like rating
icons could further improve the user experience and engagement.

A significant number of users have explicitly requested explanations for the
recommendations or previous answers provided by the chatbot, highlighting a
strong desire for transparency and understanding of the system’s suggestions.
Comments from participants P9, P10, and P11 underscore the importance of
explanation and transparency in recommendation systems, with examples illus-
trating common frustrations when recommendations lack accompanying expla-
nations and the value users place on understanding algorithms for credibility.
However, there’s a concern about whether users genuinely comprehend the expla-
nations provided, suggesting a potential gap between expressed interest and
actual understanding. Further research is needed to investigate users’ compre-
hension levels and develop strategies to support them in formulating informed
inquiries effectively, thus enhancing their learning from AI recommendations.

7 Conclusion

Our research on the Advisor Recommender System demonstrates the value of
integrating LLMs to provide natural language explanations within recommender
systems. The findings from our pilot study indicate that users value transparency
and personalized explanations, which enhance their understanding and trust in
the recommendations. While the system shows promising results in user interac-
tion and satisfaction, there are opportunities for further refinement, particularly
in enriching the data sources. Future work will focus on these improvements to
better meet user needs and further advance the field of human-AI interaction.
We also plan to assess the extent to which the explanation of recommendations
enhances user knowledge and how individuals with different levels of digital lit-
eracy understand these explanations.
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Abstract. The importance of nutrition during pregnancy cannot be
overstated, as it profoundly impacts maternal and fetal health outcomes.
Optimal fetal growth and development are contingent upon adequate
nutrition throughout gestation, which in turn requires that expectant
mothers possess a high level of nutritional literacy. This latter factor
may serve as a valuable predictor of pregnancy outcomes. This paper
seeks to leverage the capabilities of a retrieval-augmented large language
model to provide personalized prenatal nutrition guidance. We employed
Meta’s LLAMA 2 model and integrated an expert-curated dataset of
nutrition information. Our evaluation, conducted using ChatGPT-based
metrics, revealed that while the augmented model did not yield signif-
icant improvements in overall response quality, it could generate more
thoughtful and specific responses easily comprehensible to users. We con-
clude by discussing the challenges encountered and lessons learned from
our investigation.

Keywords: Chatbot · Large Language Models · RAG · Health

1 Introduction

Nutrition is paramount during pregnancy due to its profound impact on mater-
nal health and fetal development. The dietary choices made by expectant moth-
ers significantly influence the growth and well-being of the fetus, as well as the
overall health status of the mother [19]. Ensuring sufficient intake of essential
nutrients like proteins, carbohydrates, fats, vitamins, and minerals is crucial for
promoting fetal organ development, skeletal growth, and normal physiological
function. Insufficient consumption of these vital nutrients can lead to devel-
opmental delays, restricted perinatal outcomes, and reduced newborn weight
[15]. Of note, some women may consume more calories than recommended but
experience malnutrition from a nutrient deplete diet of ultraprocessed foods [3].
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Furthermore, maternal nutritional deficiencies may continue to affect the child’s
growth and health even after birth. Studies have linked maternal malnutrition
during pregnancy to various chronic illnesses such as obesity, diabetes, cardio-
vascular disease, and impaired cognitive development in offspring [15]. Adequate
nutrition not only mitigates the risk of adverse pregnancy outcomes but also con-
tributes to long-term health trajectories for both mother and child. Thus, opti-
mizing dietary intake during pregnancy is imperative to ensure optimal health
outcomes and lay a foundation for lifelong well-being [15]. Despite the critical role
of nutrition during pregnancy, expectant mothers face significant challenges in
accessing reliable advice. The vast amount of conflicting and non-evidence-based
information available, particularly online, often leaves them overwhelmed and
uncertain about which sources to trust [14]. Additionally, the structure of pre-
natal care-with its infrequent appointments that need to cover a range of health
concerns-may not allow for in-depth discussions on nutrition, thus impeding the
absorption of necessary dietary information. Implementing supplementary sup-
port systems specifically designed to address pregnancy nutrition queries is there-
fore crucial. Such systems would provide a consistent and reliable framework for
guidance, helping to alleviate the burden of navigating complex dietary recom-
mendations on one’s own. Moreover, enhancing health literacy, which involves
understanding and interacting effectively with the healthcare system, is essential
for empowering individuals to make informed decisions about their health [5,18].
This highlights the necessity for enhanced accessibility to accurate and compre-
hensible health information, which is crucial for effective healthcare engagement.

The potential of Large Language Models (LLMs) as a tool for providing per-
sonalized nutrition advice to pregnant patients has been explored, with models
such as ChatGPT demonstrating promising results [20]. However, concerns have
been raised regarding the accuracy and reliability of LLM-generated responses,
which can be random, mistaken, or misleading [2]. To address this limitation,
we propose combining LLMs with retrieval-augmented generation (RAG) tech-
niques, which has shown promise in optimizing language model performance
[10]. Integrating LLMs with RAG makes it possible to deliver users contextu-
ally relevant health information. Furthermore, by leveraging these advanced AI
capabilities and expert-approved data embedding, we argue that high-quality,
personalized health content can be generated, tailored to individual needs and
preferences. The success of this design has the potential to bridge the gap in
health literacy, empowering individuals to make informed decisions about their
health and well-being [7].

This paper investigates whether LLMs enhanced with RAG can improve
the quality of responses provided in pregnancy nutrition advice. To address
this research question, we leveraged Meta’s LLAMA 2 models and integrated
an expert-approved, self-collected dataset on pregnancy nutrition. We employed
the state-of-the-art ChatGPT 4 model to evaluate the performance of our aug-
mented model, which has been demonstrated to surpass human worker label
quality [6]. Our evaluation revealed that the RAG-enhanced LLM may not sig-
nificantly enhance the general information quality in the responses; however, the
responses generated by this model were found to be more concise and easier to
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comprehend, potentially benefiting individuals with limited health literacy. This
finding provides valuable insights into the efficacy of utilizing LLMs in nutrition
advising and the impact of incorporating self-collected data into this specific use
case in health care. We subsequently discuss the implications, lessons learned,
and conclusions drawn from our findings.

2 Related Works

2.1 Nutrition Literacy and Advice in Pregnancy

Research highlights the crucial role of nutrition during pregnancy, yet many
women in the US struggle to meet recommended standards due to challenges
like obesity and inadequate dietary intake [19]. Adolescent pregnant women,
in particular, exhibit less healthy dietary patterns, emphasizing the need for
enhanced support to optimize health outcomes for this vulnerable population
[12]. Adequate intake of essential nutrients such as proteins, carbohydrates, fats,
vitamins, and minerals is crucial for promoting fetal organ development, skeletal
growth, and normal physiological functioning [15]. Moreover, maternal nutrition
has long-term implications, influencing the risk of chronic diseases in offspring
[9]. Additionally, a mother’s diet during pregnancy is linked to her mental well-
being, with certain nutrients playing a role in promoting positive mental health
[21]. Despite its importance, access to nutrition counseling remains limited, with
systemic barriers, socioeconomic disparities, and high rates of unplanned preg-
nancies contributing to variations in access [8].

The importance of nutrition literacy, or the ability to understand available
nutrition information, is highlighted by [16]. The study emphasizes that preg-
nant women are more likely to seek and follow nutrition advice as their nutri-
tion literacy increases. Nutrition literacy among pregnant women is a critical
aspect of maternal and fetal health during pregnancy, as it enables informed
decisions about dietary choices impacting both mother and fetus. [16] further
analyzes that despite evidence-based recommendations, limited health literacy
poses challenges, leading to inadequate nutrient intake and delayed prenatal care,
potentially risking neural tube defects and compromised maternal-fetal health.

In response to the challenges faced by pregnant women in receiving accu-
rate and easy-to-understand nutrition advice, various tools and interventions
have been developed to provide support and information. [14] discuss the role of
platforms like Nutripedia in providing evidence-based nutritional information,
aiming to combat misinformation and promote positive health behaviors. Simi-
larly, [1] introduce chatbots of Dr. Joy, which offer continuous digital support to
perinatal women and their partners. [14] suggest that ongoing research is neces-
sary to address limitations and enhance the effectiveness of these interventions,
particularly in leveraging advanced technologies such as LLMs in conversation.

2.2 Retrieval-Augmented Large Language Models

Several studies have delved into the exploration of RAG techniques and its impli-
cations across different domains. The study [4] explores the incorporation of
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background explanation to enhance the accessibility of complex medical texts to
a broader audience. By employing RAG techniques, the study investigates how
external knowledge sources, such as definitions and explanations from resources
like Wikipedia, can be utilized to augment the understanding of expert-authored
content. The findings reveal the effectiveness of RAG in improving summary
quality and simplicity while maintaining factual correctness. One of the chal-
lenges results indicated was that while these LLMs can generate simplified con-
tent, the quality of the summaries falls short of ideal standards.

Similarly, [11] explores the efficacy of RAG in incorporating external knowl-
edge to enhance response generation within knowledge-intensive Natural Lan-
guage Processing (NLP) tasks. It highlights the growing importance of integrat-
ing external knowledge sources into NLP systems for generating contextually rel-
evant and informative responses. The effectiveness of RAG is evaluated through
a comprehensive assessment that compares its design with current techniques
and evaluates the retriever’s ability to select relevant passages. Through these
evaluations, the study demonstrates RAG’s capability to utilize external infor-
mation effectively, leading to state-of-the-art performance in knowledge-intensive
NLP tasks. Another similar study [13] explores the application of RAG strate-
gies to enhance the accuracy and relevance of LLMs in healthcare, particularly
in nephrology. The research delves into the challenges posed by the imperfect
accuracy and tendency to produce inaccuracies or irrelevant outputs inherent in
LLMs, which are critical in medical applications requiring precision for decision-
making processes. The study suggest the potential of RAG in enhancing the
accuracy of specialized ChatGPT models tailored to align with specific medi-
cal guidelines. One such example includes the KDIGO 2023 guidelines, which
provide guidance for chronic kidney disease.

The Work in Progress research [20] explored the potential of LLMs as a
tool for providing personalized nutrition advice to pregnant patients with mod-
els such as ChatGPT demonstrating promising results. An illustrative example
of this research is creation of NutritionBot, eliciting input and offering person-
alized nutrition recommendations based on demographic and personal history.
Google Dialogflow is utilized to implement and host the chatbot, which inte-
grates domain-specific nutrition questions and employs ChatGPT to generate
contextually appropriate responses. Building upon the insights gained from [20],
this research aims to further explore the efficacy of RAG in enhancing chatbot
response quality, particularly in the context of nutrition advising for pregnant
women, while also addressing limitations identified by previous research employ-
ing LLMs for response generation.

3 Method

3.1 Retrieval-Augmented Large Language Models

In order to develop a robust RAG system capable of providing personalized nutri-
tion advice in a production-ready environment, meticulous design and imple-
mentation are essential. The proposed architecture is illustrated in Fig. 1. The
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Fig. 1. RAG architecture

initial crucial step involves the indexing process, wherein a vast amount of rel-
evant nutritional data is systematically organized, processed, and stored in a
structured format to facilitate efficient querying. This indexing phase lays the
foundation for the subsequent retrieval or search process, enabling the RAG sys-
tem to identify and retrieve pertinent information from the indexed database
rapidly.

The retrieval or search process generates accurate and personalized nutri-
tion advice within the RAG system. Upon receiving a user’s query or input, the
RAG system swiftly searches the indexed database to retrieve relevant informa-
tion, including nutritional facts, dietary recommendations, and health guidelines.
The retrieved data is subsequently utilized by the generation component of the
RAG system to produce coherent, informative, and tailored nutrition advice that
addresses the user’s specific needs and concerns.

The indexing process commences with the segmentation of text into smaller,
manageable chunks, which may be as granular as a sentence, paragraph, or
specific sequence of 500 characters. Each chunk is then transformed into a vector
of predetermined length using an embedding algorithm. The resultant vectors
are subsequently stored in a vector database optimized for efficient retrieval.

The development of a RAG system critically depends on the ability to locate
relevant contextual information. Retrieving pertinent documents or knowledge
significantly aids the generation process. While traditional vector-based search
methods can capture semantic relevance, they sometimes struggle with precise
term matches and brief queries. To address these challenges, we investigate the
implementation of hybrid search and rerank methods to improve retrieval effec-
tiveness.

Hybrid Search: In our RAG framework, hybrid search involves the concurrent
use of vector and keyword searches. By establishing both vector and keyword
indices in the database beforehand, the system capitalizes on the strengths of
each method when processing a user query. This dual approach ensures a more
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comprehensive and precise retrieval capability, thereby enhancing the quality of
information supplied to the generative model.

Rerank Method: The rerank method plays a pivotal role in refining the search
process, thus increasing the relevance and accuracy of the generated responses.
Empirical evidence suggests that employing a reranker can significantly improve
the results of initial retrieval efforts. In this method, a hybrid search is conducted
to retrieve a broad set of candidate documents. Each document is then assessed
for its relevance to the query using a scoring mechanism that evaluates seman-
tic alignment. Subsequently, documents are reordered based on their relevance
scores, with the top K documents selected for final output. This procedure pri-
oritizes the retrieval of semantically pertinent documents. For this process, we
employ Cohere’s multilingual rerank model.

This study leverages the Dify framework, which incorporates Nomic’s
advanced indexing techniques to embed textual chunks [17]. This framework
offers a multifaceted approach, enabling not only the visualization of embedded
vectors but also providing flexibility to experiment with diverse indexing con-
figurations. Users can modify indexing methods, explore metadata details, and
adjust retrieval counts, among other settings, thereby rendering it an indispens-
able tool in optimizing the indexing and retrieval processes.

The development of production-ready applications utilizing LLMs poses sev-
eral challenges, including computational difficulties, data privacy concerns, inte-
gration complexities, latency issues, and others. However, the Dify framework
facilitates the orchestration of LLMs in production environments by supporting
various RAG features, ETL capabilities, Vector Databases, and other function-
alities. In our experiments, we employed different sizes of the Llama 2 model,
specifically 7B, 13B, and 70B, all quantized to a 4-bit length. We utilized Dify’s
model for indexing and Cohere’s multilingual model for reranking. Our experi-
mental setup consisted of a server equipped with two NVIDIA RTX4090 GPUs,
128 MB DDR5 RAM, and an Intel 14th Gen Core i9 CPU.

3.2 Dataset and Evaluations

The datasets used to construct the RAG model in this study were rigorously
curated from diverse sources, including federal agencies and scientific publica-
tions, to establish a comprehensive knowledge base for nutrition-related factors
during pregnancy. An initial review of 20 information sources commonly used
to inform patients during office visits was conducted independently by three co-
authors with expertise in healthcare and nutrition. This search was subsequently
expanded to incorporate 20 online nutrition e-books, augmenting our dataset’s
size. The primary datasets were further supplemented by collecting data from
reputable sources, including the Food and Drug Administration (FDA), the Cen-
ters for Disease Control and Prevention (CDC), and academic papers indexed
in the PubMed database. Ultimately, 12,000 words (comprising 40 documents)
were indexed in the vector database.

To assess the effectiveness of the proposed model, we generated a dataset
comprising 117 unique sample questions from ChatGPT-4. The prompt used
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was “Provide 100 common questions that pregnant women frequently ask about
nutrition”. This prompt was repeated twice, resulting in 117 distinct questions
that were utilized as the evaluation dataset. These questions were subsequently
submitted to various candidate models to elicit responses. The sample questions
included “How much water should I drink while pregnant?”, “Are there spe-
cific nutrients that support the immune system during pregnancy?”, and “What
nutritional considerations are there for women experiencing multiple pregnancies
(twins, triplets, etc.)?” among others.

The evaluation of the responses from the candidate models focused on two
key aspects: general quality and specificity to the posed questions. To facilitate
this assessment, the following prompt template was used to rate the quality
of the responses. This approach aimed to measure both the accuracy and the
applicability of the responses provided by the models. We modified the definition
of quality to assess scores from these two aspects. The definition of general
quality is presented below.

Prompt: On a scale from 1 to 100, where 1 represents the lowest qual-
ity and 100 signifies the highest quality, please evaluate the quality
of the response provided to a user. The user’s description is enclosed
within <user></user> tags, the question posed by the user within
<question></question> tags, and the corresponding answer within
<answer></answer> tags. Quality is defined by the answer’s reliabil-
ity, conciseness, and clarity, ensuring it conveys the necessary information
without superfluous details or misleading the user. Please provide only the
scale, no explanation or other text.
<user>The user is a pregnant woman seeking nutrition advice.</user>
<question>How much water should I drink while pregnant?</question>
<answer>During pregnancy, it’s important to stay properly hydrated to
support your health and your baby’s growth. The recommended daily
intake of water for pregnant women is eight to twelve 8-ounce glasses,
which can increase depending on factors such as physical activity, hot
weather, or fever. Proper hydration can help reduce swelling, constipation,
and fatigue, and improve digestion, elimination, and overall well-being. It’s
best to drink water regularly throughout the day, aiming for at least 50
ounces of fluid intake from water, milk, juice, and other beverages. You
can also monitor your urine output to ensure you’re drinking enough - if
it’s light yellow or clear, you’re on the right track!</answer>

We revised the definition of specificity to state: “Quality is defined by the
answer’s specificity. The shorter and easier-to-read answers should receive higher
scores. Answers should be summarized from the context, rather than presented
as bullet points”.

In this study, we submitted a comprehensive set of prompts to the OpenAI
API and retrieved the corresponding quality scores. Our experimental design
involved evaluating the performance of different LLaMA2 model sizes (7B, 13B,
and 7B) with and without embedding context, resulting in a total of 702 prompts
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being sent for evaluation. To ensure the accuracy and reliability of our results,
we employed both ChatGPT 3.5 and 4 models in our assessment1. A paired
t-test was conducted to compare the mean values of the returned quality scores
between models of the same size.

4 Findings

The results of our experiment are presented in Tables 1 and 2. Our analysis indi-
cates that the RAG models consistently produced significantly shorter responses
than the baseline models, a trend observed across all three model sizes. Further-
more, incorporating context into the prompt via the extrinsic result tended to
yield more concise responses. Specifically, the context embedding approach gen-
erated responses that were approximately 50% shorter in length. Below is a
sample response to the prompt ’How much water should I drink while pregnant?

LLAMA-2 70b with an embedded RAG context During pregnancy, it’s
important to stay properly hydrated to support your health and your
baby’s growth. The recommended daily intake of water for pregnant
women is eight to twelve 8-ounce glasses, which can increase depending on
factors such as physical activity, hot weather, or fever. Proper hydration
can help reduce swelling, constipation, and fatigue, and improve diges-
tion, elimination, and overall well-being. It’s best to drink water regularly
throughout the day, aiming for at least 50 ounces of fluid intake from water,
milk, juice, and other beverages. You can also monitor your urine output
to ensure you’re drinking enough - if it’s light yellow or clear, you’re on
the right track!

LLAMA-2 70b without an embedded RAG context It’s important to stay
well-hydrated during pregnancy, as your body will be working hard to
support the growth of your baby. The amount of water you should drink
while pregnant will depend on several factors, including your age, weight,
activity level, and the climate you live in.
The Institute of Medicine (IOM) recommends that pregnant women drink
at least 8–10 cups (64–80 ounces) of water per day. However, some health-
care providers may recommend more or less water depending on individual
needs.
In addition to plain water, you can also consume water-rich foods such as
fruits, vegetables, and broth-based soups to help meet your fluid needs.
It’s also important to note that you can overhydrate, so it’s important to
listen to your body and drink when you feel thirsty rather than forcing
yourself to drink a certain amount of water each day.
It’s also important to note that some women may experience swelling or
edema during pregnancy, which can be a sign of excess fluid retention in

1 All experiments were completed in April 2024. We used the latest version of the
ChatGPT subscription and the APIs.
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the body. In this case, your healthcare provider may recommend limiting
your fluid intake to help manage the swelling.
Overall, it’s important to work with your healthcare provider to determine
the right amount of water for you during pregnancy. They can help you
assess your individual needs and make recommendations based on your
specific situation.

Table 1. Length of Response (Number of Characters)

Model Context
M(SD)

Baseline
M(SD)

Llama2-7b 1227.27 (518.39) 2548.75 (496.83) **

Llama2-13b 1373.79 (582.46) 2367 (476.10) **

Llama2-70b 1202.55 (571.24) 2289.92 (615.57) **

Mean (M), Standard Deviation (SD), *p < 0.05, **p < 0.01

Table 2. The results of general quality & specificity test

Model ChatGPT 3.5 ChatGPT 4

RAG
M(SD)

Baseline
M(SD)

RAG
M(SD)

Baseline
M(SD)

Quality 7b 78.93(12.55) 82.26(11.01) * 95.12(8.81) 97.90(2.87) **

13b 76.28(13.94) 83.27(9.80) ** 95.25(9.80) 98.29(4.41) **

70b 79.35(12.79) 83.37(8.85) ** 96.02()5.23) 98.84(2.21) **

Specificity 7b 52.86(22.28) 37.54(16.06) ** 81.66(14.18) 64.10(14.39) **

13b 51.06(21.44) 41.36(18.14) ** 80.72(13.93) 67.26(13.99) **

70b 56.40(23.29) 41.15(19.35) ** 85.51(9.59) 66.79(15.95) **

In our exhaustive assessment of model performance, we observed a consistent
pattern of superior performance by the 70b model compared to smaller models,
including the 7b and 13b models. Notably, the 13b model exhibited enhanced per-
formance relative to the 7b model when evaluated using ChatGPT 3.5, although
this advantage was not replicated with ChatGPT 4. Across all candidate mod-
els, our results demonstrate that baseline models consistently outperformed RAG
models in terms of overall quality, a finding supported by statistical testing con-
firming these differences’ significance. Furthermore, our analysis suggests that
longer and more informative responses tend to receive higher rating scores for
general quality, likely due to their increased content density, as exemplified by
the sample response provided above.
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In our evaluation of specificity quality, we observed that the 70b model
with RAG embedding outperformed the 7b and 13b models. Conversely, the
13b model emerged as the top performer in the baseline model, surpassing the
larger 70b model. This finding suggests that smaller models can also generate
high-quality responses that rival those of larger models when equipped with con-
textualized embeddings. Moreover, our results reveal a significant effect of RAG
embedding, with the enhanced model outperforming the baseline model in gen-
erating shorter responses to questions. These findings imply that incorporating
contextual information through embeddings can lead to more concise, accurate,
and informative responses.

5 Conclusions

This study investigates whether Large Language Models (LLMs) augmented with
Retrieval-Augmented Generation (RAG) can enhance the quality of responses
provided in pregnancy nutrition advice. Our experimental results reveal that
RAG models consistently generated shorter responses compared to baseline mod-
els across all model sizes, with context embedding yielding even more concise
responses (approximately 50% shorter). Notably, the 70b model outperformed
smaller models in terms of overall response quality, whereas the 13b model
demonstrated superior performance when evaluated using ChatGPT 3.5. Fur-
thermore, our analysis shows that the 70b model with RAG embedding excelled
in specificity quality, while the 13b baseline model surprisingly surpassed the
larger 70b model. These findings suggest that incorporating contextual informa-
tion through embeddings could lead to more concise, accurate, and informative
responses and that smaller models can still produce high-quality responses when
equipped with contextualized embeddings.

Reading and comprehending health information is a fundamental skill for
patients to make informed decisions about their care [18]. In healthcare set-
tings, healthcare providers, educators, and patients often prefer receiving concise
and easily digestible information. Our experimental results suggest that RAG-
enhanced LLMs can generate concise information that may be more accessible
to users. This finding sheds light on the potential for adopting this technol-
ogy in healthcare to improve patient health literacy. In our context, a pregnant
woman could utilize this tool to access and understand information about nutri-
tion during pregnancy. Based on doctor-approved data as context, the model
could provide useful responses to her queries at any time and from any location.
This highlights a novel interaction and use case for pregnant women to improve
nutritional advice during pregnancy.

Our experimental results suggest that, in constrained contexts, smaller mod-
els can provide similar or even superior responses to users when the context
is properly embedded. This finding has significant implications, as larger mod-
els require substantial computing power (i.e., powerful GPUs), which can be a
major accessibility issue for users in rural areas or those with limited access to
high-performance machines or the financial means to afford such equipment. In



Utilizing Retrieval-Augmented Large Language Models 95

contrast, smaller models like 7B could be executed on regular personal computers
or mobile devices, thereby increasing accessibility to more users and leveraging
the power of large language models. Further studies could continue to explore
the area of edge computing and its deployment to end-users.

We plan to address several limitations of this study in future research endeav-
ors. One key aspect crucial to ensuring the success of RAG embedding is data
quality, which was compromised in this experiment due to the limited dataset of
only 40 documents collected as proof-of-concept. A more comprehensive dataset
would be necessary to test the effectiveness of RAG embedding further. Another
essential consideration is indexing performance, a critical factor in RAG that
requires proper contextualization to avoid reproducing results from the original
model. Unfortunately, we did not monitor the performance of indexing in this
study, which constitutes a limitation. Furthermore, our evaluation relied on a
GPT-powered assessment to test information quality, which may not guarantee
quality for healthcare providers and patients. These issues necessitate further
exploration and research to realize the full potential of RAG embedding.
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Abstract. Balancing the accuracy and interpretability of predictive
models has been a persistent challenge in traditional approaches. In this
study, we advance this field by integrating cutting-edge artificial intelli-
gence (AI) techniques with Explainable AI (XAI) methodologies to sig-
nificantly enhance both the accuracy and interpretability of vineyard
leaf disease predictions. We employ state-of-the-art convolutional neural
networks (CNNs) and introduce a fine-grained model architecture fea-
turing, adept at discerning subtle disease indicators in vineyard leaves.
This innovative approach not only boosts the diagnostic performance of
the models but also provides clear visualizations of the decision-making
processes. This study utilizes a focused dataset strategy, incorporating
one specialized grape disease dataset (Esca) and a subset of the general
PlantVillage dataset, specifically selecting categories relevant to Apple
and Grape diseases. The obtained results have demonstrated our model’s
exceptional capability in accurately identifying and classifying various
leaf diseases, showcasing its practical applicability in real-world vine-
yard management. Furthermore, our approach addresses the vital need
for transparency and trust in AI applications within agriculture, partic-
ularly in viticulture.

Keywords: vineyard disease detection · artificial intelligence · deep
learning · explainable AI (XAI) · fine-grained-classification

1 Introduction

Viticulture, the science and practice of grape cultivation, serves as a cornerstone
in the global wine industry, contributing significantly to agricultural economies
worldwide [1]. However, the health and yield of vineyards are constantly threat-
ened by various leaf diseases that pose a particularly pervasive challenge. For
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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instance, as reported in [2] one of the oldest disease “Esca” has reached upto 80%
in various old vineyards in central Italy and its southern parts. This implies that
the presence of these diseases, and lack of effective strategies to mitigate them,
could cause a severe loss in production. [3]. Traditional pest and disease detec-
tion methods in vineyards exhibit inefficiencies, potentially leading to delayed
diagnoses and subsequent yield losses [4]. Figure 1, 2, and 3 show the sample
images for both healthy and diseased vineyard leaves. The figures show the dif-
ferent diseases in grape leaves like Esca (Esca dataset), BlackRot (PlantVillage
dataset), and for apple leaves like AppleScab, and CedarAppleRust (PlantVillage
dataset).

Fig. 1. Sample images from
Esca dataset

Fig. 2. Sample images
from PlantVillage dataset
(Grapes)

Fig. 3. Sample images
from PlantVillage dataset
(Apple)

Recognizing these limitations, recent advancements in digital image pro-
cessing, particularly using AI-based techniques, promise to revolutionize vine-
yard management practices [5]. These techniques have the potential to expedite
anomaly detection within grapevine yields, enabling early intervention strate-
gies to mitigate disease spread and associated financial losses for wine produc-
ers [4]. As previously mentioned, the advancements about the use of AI-based
techniques in vineyard disease prediction; most of the state-of-the-art (SOTA)
studies have recently used deep learning based image analysis techniques such
as Convolutional Neural Network (CNN), and its variants like Residual Neu-
ral Network (ResNet), and Densely Connected Neural Network (DenseNet) [4].
These techniques will be further discussed later in the paper in Sect. 2. Addition-
ally, transformer-based technique is becoming more popular these days specially
for image classification tasks. The most common model in this category is the
VisionTransformer (ViT) model [6].

To the best of our knowledge, there exists only single study which used ViT
model for leaf disease classification [7]. Hence, in this study we proposed fine-
grained model that incorporates a swin-transformer architecture as its back-
bone to capture detailed image features critical for the accurate classifica-
tion/predictions of vineyards disease leaf images. Furthermore, this research is
distinct in its application, utilizing two public datasets, Esca and PlantVillage
as none of the studies have used them together before. Finally, our approach
is further enhanced by the integration of XAI techniques, including both Grad-
CAM and LIME. Because, we recognize the importance of not only achieving
high predictive accuracy but also showing insights against the decision-making
procedure of our proposed fine-grained model.
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The rest of the paper is organized as follow: Sect. 2 discusses the relevant
SOTA studies and background information; Sect. 3 shows and explains our pro-
posed methodology; Sect. 4 discusses the experiments performed with our pro-
posed approach; Sect. 5 presents our results & findings, and Sect. 6 shows the
conclusion & future work.

2 Related Work

There has been an increasing interest in recent years toward the application
of machine learning and deep learning techniques for the early detection and
classification of grapevine diseases. In general, there are some new achievements
in the early detection and classification of diseases in vineyards. However, most
of these studies have focused on broad classifications or have been limited to
specific types of diseases without a deeper, fine-grained analysis or robust inter-
pretability mechanisms that are crucial for practical applications. For example,
few advancements particularly in the application of CNNs, have facilitated sig-
nificant progress in the analysis of grape leaf diseases. Alessandrini et al. in [8]
proposed a new grapevine image dataset to classify between two classes: healthy
and unhealthy grape images affected by Esca disease. The dataset is suitable
for various machine-learning tasks, including image segmentation and synthe-
sis. Furthermore, Carraro et al. address the significant challenges of detecting
the Esca disease complex in asymptomatic grapevine leaves using CNNs [9].
In their exploration of grapevine diseases, they employ hyperspectral imaging
combined with CNNs to differentiate between symptomatic and asymptomatic
leaves. While this approach marks a significant step forward, it lacks the deep
granularity provided by our proposed model in this study.

Additionally, Zia et al. in [10] further contribute to the enhancement of pre-
diction accuracy and performance in disease diagnosis. They performed using the
AlexNet model on the publicly available PlantVillage dataset. As they demon-
strated high accuracy using CNNs on the PlantVillage dataset, their approach
did not incorporate the critical element of explainability, which is a core com-
ponent of our proposed approach in our study. The integration of XAI into
agricultural AI systems has been in focus of several studies [7,11,12]. Bandi et
al. utilized the YOLOv5 model to train two different datasets, PlantDoc and
PlantVillage, for disease detection and employed ViT for disease stage classifica-
tion. Expanding upon previous research on disease detection in grapevine leaves,
another study introduced by Mamba et al. [5] discusses the effectiveness of fed-
erated learning in crop disease detection using CNN models and those based
on attention mechanisms. In general, the experiments have shown that the per-
formance of federated learning is highly affected by factors such as the number
of learners involved, communication rounds, total iterations, and data quality.
Among the models tested, ResNet 50 demonstrated the highest performance,
while ViTB16 and ViTB32 were found to be less suitable for federated learning
due to their computational time and cost implications. Hence, while extensive
work has been done on explainable AI, research on interpretable methods in
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the agricultural field remains limited. The authors in [11] focuses on enhanc-
ing the interpretability of deep learning models used in classifying leaf diseases
across various fruit leaf datasets. By utilizing models such as ResNet, VGG,
and GoogLeNet augmented with attention mechanisms, they demonstrate an
improvement in the models’ ability to focus on relevant features of leaf images.

In contrast to these studies, our research adopts a unique dual-dataset app-
roach, utilizing both the Esca dataset and specifically the Apple and Grape
classes from the PlantVillage dataset. This method is innovative and fills several
gaps in the current research by offering a technique that not only improves the
accuracy of disease diagnostics but also enhances the interpretability of results
across different types of data. By combining the proposed fine-grained model
with advanced XAI techniques, our model meets the high-accuracy demands of
modern agriculture while also providing deeper insights into the decision making
processes. This facilitates greater trust and adaptability in real-world vineyard
management. Table 1 shows the SOTA summary of several AI techniques applied
for vineyard leaf disease detection together with the gap in the techniques which
is covered in our research study.

Table 1. SOTA summary of AI models for vineyard disease prediction

Ref. CNN Dense Net Res Net Mobile Net Efficient Net VIT Alex Net YOLO v5 VGG Fine Grained

Paper [8] �
Paper [9] � �
Paper [10] � � �
Paper [7] � � �
Paper [11] � � �
Paper [12] � � � � �
Our study � � � � �

3 Proposed Methodology

Figure 4 shows the proposed methodology involving a sequence of steps for pro-
cessing leaf images for healthy vs disease classification and analysis. Initially,
the leaf image undergoes preprocessing steps including resizing, normalization,
and augmentation to enhance the dataset and improve the model’s robustness.
Following this, the fine-grained model combined with Swin-Transformer (Swin
T) is employed for the detailed and accurate classification of the leaf images.
Finally, the methodology uses Grad-CAM (Gradient-weighted Class Activation
Mapping) and LIME (Local Interpretable Model-agnostic Explanations) to inter-
pret and visualize the model’s predictions, highlighting important regions of the
leaf that contribute to the models’ decisions. This approach aims to enhance
both the performance and interpretability of the model.
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Fig. 4. Proposed Methodology

3.1 Dataset

In this study, we used two SOTA datasets; 1) Esca dataset, and 2) PlantVillage
(PV) dataset. From the PV dataset, we selected only two categories grapes and
apples. The datasets comprises of healthy and various disease images related to
vineyards leaves. The overall distribution as well as train, validation, and test
set split is shown in the Table 2.

Table 2. Overall, train, valid, and test set distribution of the datasets

Esca Dataset PlantVillage (Grapes) Dataset PlantVillage (Apple) Dataset

Train

set

Valid

set

Test

set

Total Train

set

Valid

set

Test

set

Total Train

set

Valid

set

Test

set

Total

Healthy 529 132 221 882 Healthy 254 423 106 783 Healthy 987 1645 411 3043

Esca 533 133 222 888 Black

Rot

708 1180 295 2183 Apple

Scab

378 630 158 1166

Black

Measles

830 1383 346 2559 Black

Rot

373 621 155 1149

Leaf

Blight

646 1076 269 1991 Cedar

Apple

Rust

165 275 69 509

Total 1062 265 443 1770 Total 2438 4062 1016 7516 Total 1903 3171 793 5867

3.2 Preprocessing

This section outlines the preprocessing steps essential for preparing the data for
subsequent model training and analysis. 1) Image Resizing: In the preprocess-
ing stage, all images from both datasets were initially resized to 1280×720 pixels.
This standardization was crucial for ensuring consistency across all instances,
particularly for the SOTA models such as CNN, DenseNet, and ResNet. For the
fine-grained implementation, however, the images were resized to 384× 384 pix-
els. The reason for choosing this size was to facilitate feature extraction without
compromising consistent information across images.
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2) Data Normalization: Before feeding the data to the model, we have
normalized the data with the mean values 0.4762, 0.3054, 0.2368, and standard
deviation values 0.3345, 0.2407, 0.2164. This normalization process helped center
the data around zero and scale it to a comparable range, facilitating stable
and efficient model training. 3) Data Augmentation: We implemented data
augmentation techniques to increase the diversity and improve the robustness
of the training dataset. The techniques opted for augmenting images include
horizontal and vertical flips, rotation of up to 90◦, and scaling.

3.3 Fine-Grained Model

Figure 5 illustrates the basic architecture of fine-grained model used as a part of
the proposed methodology. The proposed model utilizes the Swin-Transformer
as its backbone, due to its effectiveness in capturing fine details through its
hierarchical architecture. The Swin-Transformer is composed of four integral
components, Patch Partitioning, Swin Transformer Blocks, Shifted Window, and
Feature Hierarchy. It first segments the image into non-overlapping patches.
Further, these patches are processed through a series of Swin-Transformer Blocks
with a shifted window framework, which enhances the model to capture local
features with the global context in a flexible and efficient fashion. [13]. This
approach will be very good in complex tasks of image classification for tasks like
vineyard leaf disease prediction.

Fig. 5. Model Architecture for fine-grained model with Swin Transformer as a backend.

3.4 Explainable AI (XAI)

In fact, the increased use of AI in the treatment of healthcare and agricultural
management is leading to increased demand for transparency and understand-
ability in such systems [14]. The subsequent section discusses ways in which
we have implemented XAI techniques, such as Grad-CAM and LIME, in order
to increase the transparency and trustworthiness of our predictive models. 1)
Grad-CAM: In our experiments, we have used the Grad-CAM model to visu-
alize the explanation of the decisions and predictions from our models. The
ability to show us the points of focus in an image makes it a great tool for pro-
viding such information [15]. Thus, this serves to highlight parts of the input
that most affect the model’s decision—valuable interpretability [16].
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2) LIME: LIME helps in understanding complex model decisions by chang-
ing the input data and looking at how those changes affect the output. This app-
roach adds another perspective by showing what features contribute to bringing
about a prediction. In disease detection from vineyards, for example, LIME can
show how features of the image of leaves, such as spots or color gradations, lead
to the identification of a specific disease. Thus, with LIME, we can embellish
the interpretability of our model, ensuring that the decisions are precise and
comprehensible at a granular level.

4 Experiments

This section discusses the experimental detail which we performed to evaluate
the performance of SOTA models vs our proposed fine-grained model on the
task of leaf disease prediction. Our approach employed a series of pre-trained
models that includes DenseNet121, DenseNet169, ResNet50, MobileNetV2, and
the proposed FineGrained model across two distinct datasets: Esca, which is
specific to grapevine leaves, and selected classes from the PlantVillage dataset,
namely Apple and Grapes.

We selected several SOTA models such as DenseNet121, DenseNet169,
ResNet50, MobileNetV2 to compare their performance with our proposed fine-
grained model using swin-transformer. We trained, validated, and tested all the
SOTA as well as our proposed model on the respective selected datasets’ using
the distribution shown in the Table 2 with the following hyperparameters shown
in the Table 3.

Table 3. Hyperparameters for models’ training

Batch size 8 to 32

Learning rate 0.0001

Epochs 30

To evaluate the performance of our predictive models, we used a comprehen-
sive set of key metrics that include accuracy, precision, recall, and f1-score. The
below four equations show how all of these metrics are calculated.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1-Score = 2 × P × R
P + R

(4)

*TP = True Positive; TN = True Negative; FP = False Positive;
*FN = False Negative; P = Precision; R = Recall
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5 Results and Discussion

This section discusses the results obtained using the experiments performed
based on experimental settings explained in the Sect. 4.

5.1 Fine-Grained Model Results

The results shown in Tables 4, and 5 clearly show the proposed fine-grained
models’ improved performance compared to other SOTA models. The proposed
model in this study achieved 100% scores for all the evaluation metrics discussed
in the Sect. 4. The use of the fine-grained model with swin-transformer backbone
significantly enhanced its capability to discriminate between closely related dis-
ease states, providing high precision and recall.

Table 4. Performance Metrics for Esca Dataset

Model Accuracy Precision Recall F1 Score Support

DenseNet121 1.00 1.00 1.00 1.00 444

ResNet50 0.99 0.99 0.99 0.99 443

DenseNet169 1.00 1.00 1.00 1.00 444

MobileNetV2 0.99 0.99 0.99 0.99 443

FineGrained 1.00 1.00 1.00 1.00 444

Table 5. Performance Metrics for PlantVillage Dataset

Model Apples Grapes

Acc. Prec. Recall F1 Acc. Prec. Recall F1

DenseNet121 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

ResNet50 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

DenseNet169 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

MobileNetV2 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99

FineGrained 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Furthermore, Fig. 6, 7, and 8 shows the confusion matrices of the proposed
fine-grained models’ performance on the test set of the datasets shown in the
Table 2. Figure 6 shows the performance of fine-grained model for predicting the
test dataset images either as “Healthy” or affected by “Esca”. The confusion
matrix shows perfect classification performance, with no false positives or false
negatives. The fine-grained model correctly identified all 221 healthy samples
and all 222 Esca-affected samples. This indicates a highly accurate model for
this dataset, as every prediction made was correct.

Figure 7 shows the performance of fine-grained model, specifically for pre-
dicting various diseases of grapes leaves from PlantVillage dataset. The diseases



Vineyard Leaf Disease Prediction 105

being predicted are “Black rot”, “Esca black measles”, “Leaf blight isariopsis leaf
spot”, and “Healthy”. The confusion matrix indicates that the model has per-
fectly classified all samples across all the target classes. The model demonstrates
perfect accuracy for the given dataset, correctly classifying all samples into their
respective classes without any errors. This suggests highly effective performance
of the model for predicting these specific grapes leaves diseases from the PlantVil-
lage dataset. Figure 8 shows the fine-grained models’ performance specifically for
predicting various diseases of apple leaves from PlantVillage dataset. The dis-
eases being predicted are “Apple scab”, “Black rot”, and “Cedar apple rust”.
The confusion matrix indicates that the model has perfectly classified all samples
across all the target disease classes together with “Healthy” class. This demon-
strates the model’s high effectiveness and accuracy in distinguishing between
Apple scab, Black rot, Cedar apple rust, and Healthy classes.

Fig. 6. Confusion matrix
for Esca dataset using
fine-grained model

Fig. 7. Confusion matrix
for grape leaves from
PlantVillage dataset using
fine-grained model

Fig. 8. Confusion matrix
for apple leaves from
PlantVillage dataset using
fine-grained model

5.2 XAI Results

Figure 9 illustrates the application of XAI techniques, specifically LIME and
Grad-CAM, to various datasets of leaf images affected by different diseases. The
image is structured in a tabular format with three main columns: “Original
Image”, “LIME”, and “Grad-CAM”. In this visual representation, we observe
how two prominent XAI techniques, LIME and Grad-CAM, explain the decision-
making process of the proposed fine-grained model tasked with classifying vine-
yard leaf diseases. The Original Image column shows the raw images of leaves,
each exhibiting distinct disease symptoms. In the LIME column, the model’s
predictions are explained by highlighting regions of the leaves that significantly
influence its decision. LIME, on the other hand, uses a colorised overlay, with
light green areas highlighting the sections that agree with the result and dark
red areas highlighting those which disagree with it, making it easier to trace out
which parts of a leaf contributed most towards predicting whether or not it was
disease.
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The Grad-CAM column, on the other hand, is a more comprehensive one
which involves overlaying heatmaps on the images. These heatmaps typically
show the areas where the model pays more attention, with the warmer colors
implying that something is far much important than the others. For the ESCA
dataset, both LIME and Grad-CAM point out discolored parts that are affected
by disease on the leaf, thereby affirming these areas as essential for predicting by
the model. Like LIME, Grad-CAM emphasizes the spotted areas in the images
in line with the exhibited symptoms. Both methods clearly show the damage
patterns in the images which the model is interested in when diagnosing a disease.
This side-by-side visualization is centered on the potential uses of LIME and
Grad-CAM in the process of understanding and verifying the outcomes of models
as well as shedding light on what the model takes into account and why it makes
decisions. In this regard, implementing these XAI techniques helps make AI
models that aid in agricultural diagnostics more understandable and trustworthy
because their main focus can be broken down into simple words while showing
how some regions in the pictures contribute towards identifying diseases.

Fig. 9. XAI results for fine-grained model performance

6 Conclusion and Future Work

The study has managed to bridge the gap between high prediction accuracy
attainment and model interpretation within vineyard leaf disease prediction. The
detection of leaf disease has been greatly improved through the application of
fine-grained models as well as interpretability techniques like LIME and Grad-
CAM. We did not only improve the accuracy of detection but also conveyed
actionable knowledge to vineyard owners through our findings, who can use
it for disease management strategies that form basis for decision making. Our
research progress is of great significance for AI application in farming especially
in connection with growing grapes. Users grasp and rely on system predictions
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better hence increasing their use in vineyard operations. This research helps in
developing AI models that are beneficial in cultivating vineyards sustainably
through provision of in-depth interpretations for model predictions, important
in ascertaining onset symptoms of diseases for prompt remediation.

In future work, we are planning to further improve the proposed approach by
applying it to real-world dataset by collecting leaf images directly from vineyards.
Further, we would also like to use federated learning to retain data privacy
and security. This method can be used to train federated models across a good
number of decentralized devices or servers, holding local data samples, without
the need for data sharing—thereby keeping sensitive information at source. This
approach will enhance not only the strength and generalization of our model but
also meet regulations and industry standards for data privacy, making it more
suitable for field practice within agricultural settings.
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Abstract. This paper describes the development and implementation of an
autonomous system for fire detection using Unmanned Aerial Vehicles (UAVs).
This project aims to explore new technologies for quick and effective responses,
thereby reducing the damage caused by natural disasters. The approach utilizes
computer vision techniques, with the UAV equipped with a camera to identify
signs of fire and smoke.

Using UAVs in fire detection presents a promising alternative to conventional
methods, offering the potential to cover vast areas quickly and transmit real-time
data to command centers. The methodology includes designing and implementing
a UAV equipped with computer vision technology. The YOLO object detection
model was used, configured to identify signs of fire and smoke in images captured
during flight. The UAV was programmed to navigate autonomously following
predefined routes, with the capability to adjust its trajectory based on real-time
data collected.

Results indicate that the UAV could correctly identify signs of fire and smoke
with significant accuracy. The system’s capabilities were validated under con-
trolled conditions, where the UAV demonstrated effectiveness in detecting and
sending alerts to a base station.

This study concludes that the use of UAVs for fire detection is feasible and
effective, providing a valuable tool for firefighting efforts.

Keywords: Unmanned Aerial Vehicles · Fire Detection · Computer Vision ·
YOLO

1 Introduction

The application of Unmanned Aerial Vehicles (UAVs) in various sectors of society has
demonstrated a transformative impact, especially in areas requiring rapid, scalable, and
efficient solutions [1, 2]. Among these applications, deploying UAVs for environmen-
tal monitoring and emergency response, particularly for detecting and managing fires,
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presents a significant opportunity to enhance public safety and resource management
[3, 4]. This research explores the integration of UAV technology in fire detection, a crit-
ical issue in places where wildfires are a frequent and devastating occurrence, causing
extensive environmental damage and loss of life.

Mediterranean climate, characterized by hot, dry summers, makes it highly sus-
ceptible to wildfires. Traditional fire detection methods, which often rely on human
observation and satellite monitoring, are hindered by delays in detection time and can be
affected by cloud cover or the availability of resources. As a result, the response to these
fires is often reactive rather than proactive.With the introduction of UAVs equipped with
advanced sensing and imaging technologies, it is possible to achieve quicker detection
times, providing a more immediate response to emerging threats.

The primary aim of this project is to develop an autonomous UAV system capable of
early fire detection, utilizing computer vision algorithms. This approach allows UAVs
to independently patrol high-risk areas and identify potential fire outbreaks through real
time image processing. By integrating theYOLO (YouOnlyLookOnce) object detection
model, the UAVs are trained to recognize specific patterns of smoke and fire from visual
data captured during flight. This method not only enhances the speed of detection but
also improves the accuracy of the surveillance system.

Unlike traditional object detection systems that process images at a slower rate,
YOLO applies a single neural network to the entire image, enabling it to predict multiple
bounding boxes and class probabilities for those boxes simultaneously [5]. This method
drastically reduces processing time, making it ideal for applications where speed is
critical, such as detecting fast-spreading wildfires [6].

To implement this solution, the project was carried out using the DJI drone, a model
selected for its balance of affordability, ease of use, and sufficient technological capability
to support the required computational processes. The drone was programmed to navigate
predetermined routes over areas typically vulnerable to fire outbreaks,with real-time data
processing facilitated through an onboard system that analyzes the captured images for
signs of fire and smoke.

The system’s architecture was designed to ensure that data collected during flights
could be immediately transmitted to a central server, where further analysis is conducted
to confirm potential fires. Alerts can then be generated for faster identification. This
proactive approachhelps combat the spread of fires and significantly reduces the potential
damage and cost associated with these disasters.

Moreover, the study addresses the technical challenges encountered in developing
the autonomous UAV system, including data accuracy and the operational range of the
drones.

This project contributes to emergencymanagement through technological innovation
and sets a foundation for future research in the application of UAVs in disaster response
and environmental monitoring. As UAV technology continues to evolve, its potential to
support and enhance emergency responsemechanisms becomes increasingly significant,
promising a future where technology and strategic management converge to effectively
mitigate the impacts of natural disasters [7].
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For future work, additional sensors, such as air quality sensors, should be integrated
and advanced communication technologies 5G, should be explored to improve real time
data transmission.

The rest of this article is organized as follows. Section 2 presents the theoretical
concepts associated with the topic addressed are presented. Section 3 briefly describes
the methodology used. In Sect. 4, the real application of the proposed methodology is
shown. Finally, the conclusion about this case study is presented in Sect. 5.

2 Background

This chapter provides an in-depth look at the foundational technologies and frameworks
that underpin the development of an autonomous UAV system for fire detection. Under-
standing these components is crucial for appreciating their integration and functionality
within the project.

2.1 Computer Vision

Computer vision is a facet of artificial intelligence that enables computers and systems
to derive meaningful information from digital images, videos, and other visual inputs
and act on that information [8]. It involves developing algorithms to detect, classify,
and track objects or attributes in images and video. This technology is crucial in var-
ious applications ranging from autonomous driving to content tagging in social media
platforms and, critically, in scenarios like the UAV-based detection systems used in fire
monitoring [9–11].

The operational backbone of this UAV fire detection project utilizes computer vision
to analyze aerial imagery captured in real-time. The primary objective is identifying
early fire signs such as smoke or unusual heat patterns. This technology allows UAVs
to perform autonomous monitoring over large and inaccessible areas, providing faster
response times than traditional methods.

YOLO (You Only Look Once)
YOLO stands out within object detection models due to its speed and efficiency,

making it particularly suited for real-time applications [12, 13]. YOLO frames object
detection as a single regression problem, from image pixels to bounding box coordinates
and class probabilities. It divides the image into a grid and predicts bounding boxes
and probabilities for each grid cell. The model applies a single neural network to the
entire image, enabling it to simultaneously predict multiple bounding boxes and their
respective class probabilities. This approach allows YOLO to detect objects significantly
faster than region-proposal-based methods like R-CNN, making it ideal for applications
where speed is crucial [14].

Other traditional object detection methods, such as R-CNN (Region-based Convo-
lutional Neural Networks) and its more advanced variants, like Fast R-CNN and Faster
R-CNN, involve multiple stages to detect objects [15]. These models generate region
proposals (candidate bounding boxes), then extract features using a convolutional net-
work, and then classify those regions using the extracted features. While these methods
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are highly accurate, they are computationally intensive and slow in processing, which
limits their utility in real-time scenarios.

SSD (Single Shot MultiBox Detector), another popular model, attempts to balance
speed and accuracy better than R-CNN [16]. SSD skips the proposal generation step and
directly predicts bounding box coordinates and class scores via a single network. It is
faster than R-CNN but generally less accurate than the more refined Faster R-CNN.

In selecting YOLO for the UAV project, the critical deciding factor was its ability
to provide the best trade-off between speed and accuracy. The ability to quickly process
and analyze imagery is paramount for fire detection, as it directly influences the response
time in critical situations. YOLO’s capability to perform detections at high frame rates
ensures that UAVs can monitor vast areas swiftly and detect emergent fires in their early
stages, potentially saving lives and property by allowing quicker responses.

2.2 Roboflow

Roboflow is an essential tool in computer vision that streamlines the process of devel-
oping and deploying machine learning models by enhancing how data is prepared and
managed [17]. It offers a robust platform that simplifies the transformation of raw images
into formats suitable for training advanced machine learning algorithms. This capability
is particularly valuable in projects involving complex image recognition tasks, such as
the UAV-based fire detection system described in this research [18].

In the context of UAV fire detection, Roboflow’s role extends beyond mere image
processing; it facilitates a comprehensive workflow that includes annotating, organizing,
and augmenting the visual data captured duringUAVflights. This preparation is crucial as
the quality and arrangement of training data significantly impact the performance of the
detection models. Roboflow enables precise annotation of images, allowing researchers
to accurately label features of interest such as smoke or flames. These labels are essential
for training the YOLO model to recognize and react to these specific fire indicators in
diverse environmental conditions.

Furthermore, Roboflow supports data augmentation, a technique used to artificially
expand the size of a dataset by creating modified versions of images in the dataset [19].
This process helps improve the robustness of the model by exposing it to a broader range
of variations in image data, such as different lighting conditions, angles, and occlusions,
which are common in dynamic aerial scenarios.

By leveragingRoboflow, the project enhances the training phase of theYOLOmodel,
ensuring that the UAV system is accurate in detecting signs of fire and efficient in
differentiating between false alarms and genuine fire outbreaks. The tool’s ability to
manage and preprocess data effectively reduces the time and effort required to prepare
large datasets, accelerating the development cycle and enabling quicker deployment of
the UAV system in real-world fire surveillance operations.

2.3 MAVLink

MAVLink (Micro Air Vehicle Link) is a communication protocol for drones and other
unmanned vehicles [20]. It facilitates the seamless exchange of critical data between
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the UAV and ground control systems, essential for real-time operations and autonomous
decision-making processes. MAVLink supports a wide array of messages that handle
everything from vehicle status updates to specific commands and mission-related data.

MAVLink is crucial in enabling robust and efficient communication pathways in the
UAV-based fire detection project. The protocol allows the UAV to transmit real-time
telemetry data back to the control station, including its location, speed, and camera
feeds. This real-time data transmission is vital for monitoring the UAV’s operational
status and adjusting flight paths or detection parameters on the fly, enhancing the UAV’s
effectiveness in dynamic and possibly hazardous environments.

Furthermore, MAVLink aids in the precise execution of autonomous flight plans. It
sends commands that control the UAV’s movements, ensuring that the vehicle adheres
to predetermined flight paths over areas at high risk for fires. This controlled navigation
is crucial for covering designated zones thoroughly and systematically [21].

The lightweight yet powerful nature of MAVLink makes it ideal for use in appli-
cations requiring minimal latency and high reliability, such as in emergency response
scenarios where UAVs are tasked with rapid fire detection and reporting.

3 Application Architecture

In this section, the global vision regarding the design of the algorithm is demonstrated,
including the import of the route defined by the user, its communication to the UAV and
the analysis of each image from the stream received by the drone.

Figure 1 provides a visual representation of the various steps involved in the oper-
ational process, starting from route planning to the final step of notifying the operator
about potential fire detections.

Fig. 1. System Structure.

These six steps represent a closed-loop system designed to maximize the efficiency
and responsiveness of UAV-based fire detection. This system architecture ensures rapid
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detection and notification of wildfires and enhances the capability to monitor large areas
with precision, ultimately contributing to effective disaster management and response
strategies.

1. Route Importation:
This initial step involves importing the pre-planned flight route into the UAV

system. The route, usually stored in a CSV file format, includes detailed instructions
about the flight path the UAV should follow. This file specifies the coordinates, alti-
tude, speed, and other relevant flight parameters. The data from this file is loaded into
the UAV’s navigation system, setting up the autonomous flight path that the UAVwill
follow during its mission.

2. Sending Route to UAV:
Once the route is loaded and confirmed, it is sent to the UAV through a commu-

nication link, typically using the MAVLink protocol. This step ensures that the UAV
is fully aware of the mission specifics, including waypoints and behaviors at each
point, such as hover or circle for better surveillance of specific areas.

3. Video Capture by Drone:
With the flight plan in action, the UAV begins its autonomous navigation along

the designated path. Simultaneously, it starts capturing real-time video footage of the
surveyed area using its onboard cameras. This video is crucial for the detection of
any smoke or fire signs from above the terrain.

4. Video Stream to Control Station:
The video captured by the UAV is streamed back to the control station in real-

time. This step is vital as it allows the operators and the fire detection algorithms to
analyze the footage immediately, looking for any abnormalities that could indicate a
fire.

5. Analysis by YOLO Model:
As the video stream is received at the control station, it is processed on the fly by

the YOLO object detection model. This model has been trained to identify specific
features associated with fire and smoke. Each frame of the video is analyzed, and
potential threats are identified based on the learned characteristics of fire and smoke
in various conditions and environments.

6. Notification to User:
The final step in the workflow occurs when the YOLO model detects a potential

fire. An alert is generated within the system, and a notification is immediately sent to
the system operator. This notification includes details about the detection, such as the
location, time, and a snapshot or video clip of the detected event. The operator can
then take necessary actions, such as alerting local fire services, deploying firefighting
teams to the location, or activating other emergency response measures.

4 Results

This case study aims to validate the use of an unmanned aerial vehicle (UAV) with aerial
surveillance capabilities, as well as fire detection and supervision. This UAV will carry
a camera for real-time image transmission. The UAV must follow a route on autopilot,
thus being able to execute a mission autonomously by providing GPS coordinates of the
area over which it must fly.
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4.1 Dataset

Training the computer visionmodel requires a dataset, so finding suitable imageswas the
first step in training this model. To search for public images, the RoboFlow application
was used, and the dataset was found (Roboflow-fire, 2023). This dataset consists of 5949
images, which had to be processed.

The first step in preparing the dataset included the elimination of duplicate classes
classified as “Fire”, “fire” and “nf”, which represented the fire class. Maintaining the
first “Fire” class. In the end, the dataset included only two classes: “Fire” and “Smoke”.
Subsequently, this dataset’s size was reduced due to the lack of memory to train the
model.

The second step was to select the areas of the images where these classes could be
found, as shown in Fig. 2.

Fig. 2. Image class.

In the third step, a version of the dataset was generated. The dataset comprises
over 2100 annotated images, categorized into two distinct classes: fire and smoke. The
pre-processing techniques were auto-orientation and resizing to 640x640 pixels.

4.2 Experimentation and Results

To train the model for fire detection, the YOLOv8 architecture was used, with the dataset
partitioned into 70% for training, 20% for testing and 10% for validation.

In Fig. 3, we can examine the confidence curve, which plots the F1 score on the
y-axis against the confidence level on the x-axis. The F1 score ranges from 0 to 1, where
0 indicates no detection of the targeted classes across all images, and 1 indicates perfect
detection of all classes across all images. The confidence level, a crucial parameter during
inference, ranges from 0 (0% confidence) to 1 (100% confidence).
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Values between 0.3 and 0.7 on the confidence axis generally suggest that the model
performs adequately in recognizing what is intended, yet there is room for improvement.
Specifically, the confidence curve reveals that the optimal threshold value for this model
lies between 0.3 and 0.5. Setting the confidence threshold within this range balances
sensitivity and precision, enabling effective detection while minimizing false positives.

Fig. 3. Confidence curve.

The second key metric of the model involves analyzing the Recall curve, which
correlates recall values to different confidence thresholds. Recall is calculated as the
ratio of True Positives (TP), which represent correctly detected items, to the sum of True
Positives and False Negatives (FN)—instances where the model incorrectly labels an
actual positive as negative. The ideal recall value is 1, indicating that all positive cases
are identified correctly.

Analysis reveals that for confidence thresholds between 0.3 and 0.5 (or 30% to 50%),
the model achieves a recall value above 0.6, as shown in Fig. 4. This range suggests the
optimal confidence levels to maximize the model’s sensitivity without compromising its
ability to accurately discern true positives from false negatives.

From this analysis, it can be concluded that the model meets the required accuracy
standard. This level of precision ensures that the model is effectively balancing between
identifying true fire incidents and minimizing the rate of false alerts.

4.3 Real-Time Inference

Once the model is trained, it can be used to analyze images received from the drone’s
video stream. To enable this, the NumPy and YOLO libraries were integrated into the
streaming file (see Fig. 5). Additionally, in the “notifier.py” file, a function was added to
facilitate the sending of notifications via email.
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Fig. 4. Recall curve.

Fig. 5. Video stream inference code.

The YOLO function imports the trained model, and during each cycle of the while
loop, it calls the “model()” function (shown in Fig. 6). This function requires the current
video frame as its input image and the graphics processing unit (GPU) as an additional
parameter to handle the computation. The average inference speed with the GPU active
is 22 ms, allowing the system to process over 25 frames per second effectively.
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Fig. 6. Notification code.

The output includes the coordinates (i.e., the corners of the bounding boxes) and
the identified class of each detected object. This information is then overlaid on the live
video feed for enhanced visualization, aiding in the real-timemonitoring and assessment
of the situation by the operators. This setup not only improves the responsiveness of the
system but also ensures that crucial visual data is immediately actionable.

The figure shows how the fire alert notification is carried out by sending the email.
An email is sent notifying the existence of a fire.

5 Conclusions and Future Work

This project explored the feasibility of using drones for early detection of fires. To achieve
this objective, a Yolo v8model was developed, capable of accurately identifying signs of
fire or smoke in real time. Additionally, a drone was selected based on its ability to fulfill
the project’s stringent requirements. Advanced algorithms were implemented to import
and execute flight routes autonomously, minimizing the need for human intervention
and enhancing the system’s efficiency.

The fire detection capabilities of the system were rigorously tested using a video
stream transmitted by the drone. This setup allowed the model to analyze the footage
and determine the presence of fire or smoke in real time. In the event of a fire detection, the
system is configured to alert users immediately via email, ensuring swift communication
that could potentially lead to quicker emergency response times.

Several enhancements are proposed to increase the effectiveness and applicability
of the drone system. Future developments could include integrating additional sensors,
such as air quality sensors, to detect elevated levels of CO and CO2, which are indica-
tive of fires. Furthermore, incorporating a 5G module would improve communication
capabilities with the UAV, ensuring faster data transmission and more reliable control in
varied environments.

Another prospective improvement is establishing a direct communication channel
with local emergency services. This would streamline the process of relaying critical
information during fire outbreaks, potentially speeding up the deployment of firefighting
resources and improving overall emergency response strategies.
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Abstract. Cities are growing fast, and we need to keep an eye on how it
affects the environment, especially the air we breathe. This study intro-
duces a fancy app that works on phones and uses sensors to track pol-
lution in cities. It’s part of making cities smarter. The app collects data
on different pollutants and shows them in an easy-to-understand way on
your phone. It also sends you alerts in real-time if there is a problem
with the air quality. This app helps people take action to make their
cities cleaner and healthier. The study explains how the app works, how
it is built, and what it finds out. In the future, they want to test it more,
make the app better, use fancy math to predict air quality issues, and
keep up with new technology. This research is a great step in managing
air quality in cities, giving a way to make cities cleaner and safer for
everyone.

Keywords: Air Pollution Monitoring · Mobile Environmental
Dashboard · Internet of Things (IoT) Technologies · Real-time
Environmental Alerts · Public Health Intervention · Data-driven
Decision-making

1 Introduction

Air pollution, a global problem emphasized by the World Health Organization
(WHO), is the cause of a staggering seven million premature deaths annually,
manifested through the increased incidence of cardiovascular and respiratory
diseases, as well as cancers [10]. The predominant culprit in this health crisis is
particulate matter, an amalgamation of non-gaseous elements suspended in the
air, including sulfate, nitrates, ammonia, sodium chloride, black carbon, mineral
dust, and water [10].

Contemporary solutions to combat air pollution are mainly based on the use
of static sensors that process data within predefined areas, limiting accessibil-
ity to the wider population [9]. In light of the expanding world of Internet of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Things (IoT) technologies, there is a compelling need for an advanced monitoring
solution [4].

In response to this imperative, our objective was to devise a novel solution
that goes beyond conventional approaches, offering users a dynamic and com-
prehensive view of pollution data through an intuitive mobile dashboard. By
empowering users to actively monitor various pollution parameters, our solution
ensures user agency in environmental awareness. Notably, the system employs
real-time alerts triggered by significant deviations in environmental indicators,
providing users with timely information for informed decision-making in their
daily activities.

This document unfolds across six sections. Section 2 delves into existing
research related to our proposed solution, providing a contextual foundation.
Section 3 elucidates the methodology employed in crafting and developing our
solution. The architecture of our implementation is expounded in Sect. 4, comple-
mented by a detailed account of the experimental setup. Section 5 meticulously
presents and analyzes the results of our efforts. The conclusions are drawn in
Sect. 6, which paves the way for future work as outlined in the conclusion section.

2 Related Work

In the landscape of pollution monitoring, a pervasive challenge pertains to sensor
calibration, a critical concern addressed by Maag et al. [6]. Their work under-
scores the ubiquity of portable air pollution sensors, enabling widespread deploy-
ments with high spatiotemporal resolution. However, the inherent limitation lies
in the susceptibility of low-cost sensors to errors, particularly in demanding envi-
ronmental conditions. Maag et al. delves into various calibration models that
successfully mitigate these limitations, improving the data quality of low-cost
air pollution sensors. Notably, their research advocates for active recalibration
strategies, acknowledging the dynamic nature of air pollution monitoring.

As elucidated in Sect. 1, prevailing solutions often rely on fixed sensors for
data analysis, restricting accessibility to the broader public. Addressing the cost
and complexity of current systems, Chowdhury et al. [3] propose an affordable
method for the detection of air pollution. Their approach integrates diverse gas
sensors, a GSM module, a cloud server, and a mobile application, offering a
streamlined yet effective solution for real-time monitoring.

Alver et al. introduce EcoSensor [1], another cost-effective solution leveraging
integrated sensors for air pollution data collection. This device transmits real-
time pollution levels to Android-based devices while concurrently recording data
on a Cloud-based server for comprehensive pollution distribution analysis.

Montanaro et al. [7] contribute a solution focused on public engagement and
validation through a combination of user feedback, reports, and real-time data
from strategically placed mobile IoT sensors. This approach facilitates citizen
participation, offering a platform for reporting and visualizing data, thereby
creating an informed perspective on the city’s environmental conditions. This
inclusive system fosters environmental awareness and supports sustainable prac-
tices.
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Taking a distinctive approach, Okokpujie et al. [8] present a system imple-
mented with an Arduino microcontroller for real-time air pollution monitoring.
This project utilizes a Wi-Fi module, an MQ135 Gas Sensor, and an LCD screen
to record air quality metrics in Parts per Million (PPM) and disseminate the
information through continuous updates on the Internet. Their work contributes
to fostering awareness of daily air quality, offering a practical and real-time solu-
tion for air quality measurement.

3 Methodology

In the pursuit of developing the mobile application and IoT components for
this project, the Agile methodology emerges as the chosen framework, align-
ing seamlessly with the dynamic nature of software development projects. This
methodology, renowned for its adaptability, collaboration, and customer-centric
focus, proves particularly well-suited to the ever-evolving landscape of emerging
technologies such as the Internet of Things (IoT) [4].

As a comprehensive approach to project management and software develop-
ment, Agile prioritizes flexibility, collaboration, and customer satisfaction. Cen-
tral to its operational philosophy is an iterative development process, wherein
cross-functional teams dynamically evolve requirements and solutions collabora-
tively.

Key strengths of the Agile methodology include its flexibility and adaptabil-
ity, enabling teams to respond to shifting priorities and emerging insights. The
emphasis on customer-centricity ensures regular feedback and active participa-
tion, aligning the delivered product closely with user expectations. The method-
ology promotes collaboration and communication between team members, stake-
holders and customers, promoting a high degree of interaction throughout the
development process. Incremental delivery, a hallmark of Agile, emphasizes the
provision of incremental functional product increments in short iterations, known
as sprints.

However, Agile does present certain challenges. Resistance to change is a
significant hurdle, requiring a fundamental shift in thinking and organizational
structure. Concerns about documentation and rigidity may arise, as Agile pri-
oritizes working software over extensive documentation. Resource allocation can
pose challenges, especially in larger organizations with pre-existing structures.
Additionally, the iterative and adaptive nature of Agile may be unsettling for
stakeholders accustomed to more predictable timelines and deliverables, neces-
sitating a delicate balance between agility and predictability. Managing depen-
dencies in larger projects, especially between different Agile teams or between
Agile and non-Agile teams, requires careful planning and communication.

The fundamental principles guiding Agile include prioritizing individuals and
interactions over processes and tools, valuing working software over comprehen-
sive documentation, seeking active collaboration with customers over contract
negotiation, embracing change over rigidly following a plan, and consistently
delivering value to the customer through incremental delivery.
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In conclusion, the Agile methodology stands as a dynamic and customer-
centric approach to project management and software development, offering a
framework that aligns with the ever-evolving landscape of emerging technologies.

4 Architecture

This section presents the comprehensive architecture employed in this work. The
subsequent subsections provide a detailed exploration of individual components,
each designed to cater to specific functionalities and diverse requirements.

Figure 1 visually encapsulates the essence of our proposed architecture. Here,
IoT sensors play a pivotal role in establishing robust connections with the under-
lying database infrastructure. Subsequently, an API acts as a bridge, facilitating
the transformation of raw sensor data into comprehensible information accessible
to the mobile application.

A noteworthy aspect of our architecture involves the strategic substitution of
physical sensors with simulated datasets. This simulation methodology stream-
lines the data aggregation process, as these datasets are consolidated into a sin-
gle CSV file. This file serves as a repository that encapsulates a comprehensive
record of all information similar to what physical sensors would transmit.

In essence, the architecture optimally integrates the functionalities of IoT
sensors, database connections, API-based data transformation, and simulated
datasets to create a cohesive and efficient system. The following subsections
will provide an in-depth exploration of each architectural facet, elucidating their
roles, interactions, and contributions to the overall functionality of the proposed
solution.

Sensors play a key role in capturing and emitting data related to various air
pollutants, as detailed in Table 1. These electrochemical sensors, equipped with
internal heaters, induce a change in resistance when exposed to specific gases,
thus facilitating the detection process [4].

– MQ-7: Designed for detecting carbon monoxide in the air due to its high
sensitivity.

– MQ-135: Versatile in its function, capable of detecting LPG, propane,
methane, alcohol, hydrogen, and smoke.

– MQ-131: Specialized in detecting ozone gas concentrations in the air.
– ME3-SO2: Tailored for detecting and measuring sulfur dioxide (SO2) gas

concentrations.
– PMS5003: Designed to detect and measure the concentration of suspended

particles in the air, particularly those with diameters of 2.5 and 10.0µm.
– DHT22: A combined humidity and temperature sensor.

In the contemporary era, with ubiquitous mobile device ownership, the
research endeavors to develop a mobile application. This application, leveraging
Firebase services, will show processed information on pollutant levels worldwide.
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Fig. 1. Proposed Architecture

Table 1. Electronic Components

Electronic Components

MQ-7 Carbon Monoxide

MQ-135 Nitrogen Dioxide

MQ-131 Ozone

ME3-SO2 Sulphur Dioxide

PMS5003 PM2.5 and PM10

DHT22 Temperature and Humidity

Mobile Application: The proposed app interfaces with the Firebase database,
retrieving stored data via Wi-Fi or mobile networks. For app development, Flut-
ter, Google’s Open Source UI Software Development Kit, will be utilized within
the Android Studio environment.

Firebase: A comprehensive platform that offers various services, including host-
ing, a real-time database, and authentication. The application uses Firebase’s
Real-Time Database capabilities [5].

Real-time Database: A cloud-hosted NoSQL database within Firebase, rec-
ognized for seamlessly synchronizing data between on-line and off-line states. Its
features cater to applications that require real-time updates and offline capabil-
ities [5].
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API: A vital component that facilitates communication between sensors and
the database to support the mobile application.

Flutter: An open-source UI software development toolkit from Google, enabling
the creation of natively compiled mobile, web, and desktop applications from a
unified codebase.

Flask: A lightweight Python web framework adhering to the WSGI standard,
offering essential tools for web development without imposing excessive con-
ventions. Developers often choose Flask for its flexibility in various web server
environments.

5 Results and Analysis

This section presents the outcomes derived from the comprehensive evaluation
of the performance of the proposed architecture.

The Firebase Real-Time Database emerges as a robust solution adept at
managing vast amounts of concurrently transmitted data. Its exceptional han-
dling of substantial data loads positions it as a powerhouse, particularly suited
for applications tied to IoT devices. The architecture excels in seamlessly man-
aging concurrent connections and real-time data updates without compromising
performance.

The scalability inherent in the system is a pivotal attribute, facilitating the
effortless accommodation of increased loads as user engagement and data inter-
actions expand. This scalability proves indispensable in scenarios where multiple
users engage in simultaneous data access or updates, mirroring the demands of
real-time collaboration tools and dynamic content-sharing platforms.

The distributed infrastructure of the database optimizes data flow, efficiently
handling massive volumes of data and numerous interactions. This configuration
ensures a responsive and reliable system across diverse applications.

The API, crafted with Flask for its lightweight and flexible nature, stands as a
key component in our architecture. Its rapid development capabilities, requiring
minimal code, allow for a focused approach to essential tasks. The flask, designed
for RESTful APIs and equipped with built-in support for handling JSON data,
aligns precisely with our database structure. This strategic alignment ensures
smooth communication throughout all interactions within our application.

The culmination of these architectural components guarantees seamless han-
dling of large data sets, minimizing potential issues that could arise during data-
intensive operations.

In practical terms, our mobile application serves as the interface, present-
ing users with informative graphs detailing specific pollution indicators. This
synthesis of technology and user experience underscores the effectiveness of the
proposed architecture in delivering relevant real-time data visualizations to the
end-user.
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5.1 Stress Testing Our Architecture

Fig. 2. Data transfer

To rigorously evaluate the robustness of our infrastructure, we conducted exten-
sive tests to measure data transfer efficiency to the cloud-hosted database.
Figure 2 visually depicts the data uploaded during these tests, showcasing the
system’s ability to handle significant data volumes promptly.

In a remarkably brief timeframe, our infrastructure seamlessly processed the
upload of 2000 objects to the database, amounting to a mere 400 KB of data. This
result underscores the exceptional efficiency of our application, demonstrating
its ability to accommodate substantial data inputs from IoT sensors and manage
these volumes with optimal resource utilization.

Our focus on the analysis of PM2.5 and PM10 is particularly crucial, as
these metrics encapsulate airborne particles that have substantial implications
for human health, particularly in the context of air quality. The finer nature of
PM2.5 particles enables them to infiltrate deep into the respiratory system, pos-
ing potential health risks. Laden with pollutants like heavy metals and organic
compounds, these particles pose a daily inhalation risk, potentially compromis-
ing overall life quality. Given their origin in combustion processes and industrial
emissions, understanding and monitoring these particles becomes imperative in
our current environment, where such emissions are prevalent.

The trajectory of PM2.5 levels, depicted in Fig. 3, illustrates fluctuations
over a span of 50 days. Notably, there is a discernible spike in the particle
levels on a specific day. This anomaly serves as a crucial indicator, leading to
an investigation of the events on that particular day to discern the cause behind
the surge. Such detailed insights aid in devising targeted strategies to mitigate
these levels, ultimately contributing to an enhanced quality of life.

Similarly, PM10, when present at elevated levels, serves as an additional
marker of compromised air quality. Inhalation of PM10 particles can lead to
adverse respiratory and cardiovascular effects, underscoring the importance of
monitoring and addressing these particles for the well-being of individuals and
the broader community.
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Fig. 3. PM2.5 levels

Fig. 4. PM10 levels

Examining Fig. 4, it becomes evident that the levels of PM10 particles expe-
rienced a parallel increase during the same time frame as PM2.5. This syn-
chronous escalation indicates a correlation between these two particles, signify-
ing the potential dual impact they pose on our well-being. By leveraging our
solution, we gain the ability to identify and address this disturbing trend, offer-
ing a valuable tool to mitigate pollution. The application serves as a practical
resource, aiding in pinpointing the root causes behind the concurrent rise in both
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PM2.5 and PM10 levels, facilitating informed strategies to reduce environmental
pollutants and enhance overall air quality.

6 Conclusions

In summary, our developed solution provides a novel approach to monitor and
regulate air quality in specific regions. Using sensor-collected data, the sys-
tem visualizes pollutant levels and various parameters through comprehensive
graphs, empowering users to gauge ambient air quality. The broader objective
is to promote increased awareness of potential environmental consequences and
provide a tool to mitigate these impacts.

Given the reliance on preexisting datasets for data collection, our solution
serves as a proof of concept, addressing constraints such as time limitations and
the unavailability of physical sensors. It sets the stage for a scalable implemen-
tation in a natural environment.

The analysis of the results demonstrates the feasibility of visualizing pol-
lution fluctuations within large data sets. Cloud-based data storage enhances
scalability, enabling concurrent monitoring across multiple regions.

6.1 Future Work

Subsequent efforts could involve a thorough real-world evaluation of the proposed
architecture, incorporating the actual deployment of sensors alongside datasets
for more robust insights.

Improvements to the mobile application are another avenue for future work.
Incorporating features like alerts and expanding data representation in graphs
would provide users with a more intuitive and comprehensive understanding,
empowering them to address environmental concerns in their city or locality.

The use of the proposed sensors for real-time data collection could facilitate
the integration of machine learning algorithms. Predicting alerts and abrupt
changes in pollution levels through algorithms like Artificial Neural Networks
(ANN), as explored by Chitra et al. [2], could offer valuable information. This
predictive capability, informed by both current and historical data, could trigger
timely alerts within the mobile application, enhancing user awareness of poten-
tially hazardous conditions.

Continuously monitoring emerging technologies and trends remains impera-
tive, ensuring that the proposed architecture remains at the forefront of advance-
ments in the dynamic field of air quality monitoring.
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Abstract. Safety and efficiency of construction sites are increasingly
reliant on using Real-Time Monitoring Systems (RTMSS) to collect
and process data from sensors and devices. Selecting the Message Bro-
ker (MB) responsible for efficiently routing this data is crucial for the
RTMSS’s performance and reliability.

This work evaluates different MBs technologies that can be used in the
context of an RTMSS applied to the domain of civil construction. Such
evaluation was focused on proposed key performance indicators (KPIs)
relevant to real-time data processing, including latency, throughput, and
concurrency, under various test scenarios. The results denote each MB’s
strengths and weaknesses, aiding in selecting the most suitable option
for the RTMSS.

Keywords: Message broker · Performance evaluation · Real-time
monitoring system · Construction safety · Latency · Throughput ·
Concurrency

1 Introduction

Safety risks in construction workspaces are significant due to intrinsic dynam-
ics and evolving conditions, eventually resulting in hazards ranging from the
operation of heavy machinery to working at heights. Lieck et al. [1] highlighted
an evolving landscape of workplace safety, emphasizing the heightened risks in
construction sectors. Acknowledging its status as one of the more accident-prone
industries, mainly due to the transient nature of construction sites, the range
of trades and tasks involved, and weather reliance, highlights the necessity of
robust safety measures. Integrating advanced real-time monitoring systems is
critical in mitigating these risks and reducing the frequency of accidents [2].
These systems monitor worker safety, environmental conditions, and equipment
status, enabling informed decision-making and proactive risk mitigation. MB are
crucial in RTMSS as they efficiently route and distribute collected data to other
components, such as supporting analysis and visualization.

Selecting the most suitable MB ensures the RTMSS’s performance and reli-
ability. MBs offer different capabilities and performance under workloads. This
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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paper comprehensively evaluates three widely used MB - Kafka [3,4], Rab-
bitMQ [5,6], and ActiveMQ [7,8] - in the context of a construction site RTMSS.
KPIs were crucial for evaluating RTMSS under various test scenarios, includ-
ing latency, throughput, and concurrency. The findings provide valuable insights
into the strengths and weaknesses of each broker, aiding in selecting the most
suitable option for specific RTMSS requirements.

This research includes the following contributions aiming to improve RTMSS:

– Comprehensive performance evaluation of different MB in a controlled envi-
ronment replicating real-world construction site scenarios.

– Analysis of the strengths and weaknesses of each broker regarding latency,
throughput, and concurrency, crucial factors for real-time data processing.
Such an approach drives the selection of the most suitable message broker
based on the specific requirements of the RTMSS.

– Evaluation of each message broker performance, this paper aims to provide
valuable guidance on selecting the optimal solution for efficient and reliable
real-time data processing in construction site RTMSS deployments.

The construction industry faces significant challenges in ensuring worker
safety and maintaining efficient operations [9]. RTMSS have emerged as valu-
able tools to address these challenges by providing real-time insights into var-
ious aspects of the construction site, such as worker location, environmental
conditions, and equipment status. These systems heavily rely on MB to effi-
ciently route and distribute data collected from various sensors and devices to
designated applications for analysis and visualization. Thus, selecting the most
suitable message broker is critical for the RTMSS’s performance and reliability.
Different MB offer varying capabilities and exhibit distinct performance charac-
teristics under various workloads.

Beyond this section, this paper is organized as follows. Section 2 presents
the related work. Section 3 presents the RTMSS architecture. Section 4 describes
the adopted methodology. Section 5 describes the validation and evaluation work.
Section 6 offers a discussion of the achieved results. Section 7 concludes the paper.

2 Related Work

This section examines existing RTMSSs to understand current approaches and
identify potential gaps. Research in Real-time Location Systems (RTLS) has
explored various technologies [10–12] for tracking worker location and alerting
them to nearby hazards. Additionally, fall detection systems employing Machine
Learning (ML), Deep Learning (DL), and sensor data have been developed to
detect falls and trigger prompt interventions [13–15].

Several existing RTMSS solutions offer valuable insights. The ViPER+ sys-
tem [16] utilizes ultra-wideband radio for proximity alerts between workers and
machinery in construction environments. BIM-based mobile applications [17]
integrate mobile hazard detection with web interface monitoring, particularly
suited for indoor construction safety tracking. Leica Geosystems [18] focuses on
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deformation and site monitoring to enhance safety in construction through real-
time data analysis. VANTIQ [19] offers a comprehensive safety system utilizing
real-time data analytics, event-driven architecture, and a combination of IoT
devices for hazard detection and response. CoreTech [20] is a developing solu-
tion using wearable neurotechnology and AI to predict potential safety incidents
from existing wearable data.

While these solutions offer valuable insights, they often target specific indus-
tries or lack a dedicated messaging hub for optimized data flow. This research
project addresses this gap by proposing an RTMSS that is versatile, cost-
effective, scalable, and reliable. The proposed system offers applicability across
various sectors and prioritizes stringent safety standards and robust perfor-
mance, all at an affordable cost. Combining these features, this RTMSS strives
to contribute significantly to real-time safety monitoring.

[21] proposed an MB-based architecture for an RTMSS in smart factories.
Their work highlights the potential benefits of MB in enabling modularity, scal-
ability, and real-time data communication within RTMSS.

While existing research provides valuable insights, this work addresses some
critical gaps, comparing the performance of three widely used MB (Kafka, Rab-
bitMQ, and ActiveMQ) across various proposed KPIs under controlled and real-
istic scenarios relevant to construction site RTMSS. The evaluation and discus-
sion are tailored to the unique requirements of construction site RTMSS, con-
sidering factors like sensor data volume, real-time processing needs, and poten-
tial scalability challenges. By addressing these gaps, our research offers a more
comprehensive and practical understanding of MB performance in the context
of construction site RTMSS, aiding informed decision-making for selecting the
most suitable option for specific project requirements.

3 RTMSS Architecture

An RTMSS relies on a specific architecture to efficiently collect, process, and
visualize data from various sources within the construction site. Figure 1 presents
the architecture with the RTMSS components and flows between them. The
current RTMSS was initially proposed in [22] having undergone improvements, as
this section notes. It illustrates the integrated workflow since data was captured
to the final notification during fall detection, encompassing the system’s three
primary layers: the producer, middleware, and consumer layers to be discussed.

Producer Layer: Users are distributed over different locations, denoted as Site
A and Site B, and are equipped with IoT sensors, including accelerometers and
gyroscopes for motion detection and additional sensors for localization. These
sensors acquire real-time data to be delivered through an Internet gateway and
ingested into an RTMSS.

Middleware Layer: The MB takes a central location within the architecture,
managing each user’s communication channels - topics or queues -. It acts as
the pivotal relay point, ensuring that the delivered data from producers are
efficiently queued for consumption.
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Fig. 1. RTMSS Architecture.

Consumer Layer: Multiple consumer processes, corresponding to the number
of users, are continuously connected to the MB to retrieve messages. Each con-
sumer runs the fall prediction ML model by processing the incoming data to
classify a fall accident.

Notification and Logging: After detecting a fall, an alert is triggered by a
notification to the intended recipients. Concurrently, the fall classified event is
logged into a database to keep a record of the incident for further analysis. Such
an approach will contribute to the system’s learning and refinement.

4 Validation and Evaluation

This section is focused on validating and evaluating the RTMSS MB, assessing its
performance across various dimensions critical for real-time safety monitoring. A
series of tests employing Docker containers, Apache JMeter, and a Python-based
testing framework were conducted to evaluate the system’s scalability, latency,
throughput, and concurrency capabilities.

Deploying MB in Docker containers provided a controlled and isolated testing
environment. This way, consistency is ensured and reduces discrepancies between
deployment stages [23,24]. Each MB container was limited to 2.0 CPUs and 2048
MB of memory to ensure fair comparison. Regarding the hardware used in the
tests, a MacBook Pro 2021 14-inch model with 16 GB RAM and 512 GB storage
was used, and it was equipped with an Apple M1 processor.

4.1 Methodology

To ensure a controlled evaluation, the work employed a Docker containerized
environment. This approach minimized external factors impacting performance
and contributed to a consistent assessment across MB.
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The evaluated MB were Apache Kafka (version 2.8.1), RabbitMQ (version
3.9.19), and ActiveMQ (version 5.17.3). The evaluation focused on five Key Per-
formance Indicators (KPIs), crucial for real-time data processing in the context
of RTMSS:

Concurrency: The system’s capability to accommodate an increasing number
of users (producers and consumers) and evaluate the impact on the system’s
performance. This impact was assessed under different loads in scenarios that
included a single user to hundreds of users. This KPI is crucial in evaluating
the scalability of the system. A system that can effectively handle a growing
number of users indicates its success in real-world deployments. It highlights the
system’s ability to adapt to increased demands, ensuring consistent performance
and reliability as the user base expands.

Message Latency: This KPI measures the average time taken for a message
to be delivered from the producer to the MB, recorded in milliseconds. In real-
time systems like RTMSS, lower latency is critical as it directly impacts the
effectiveness of the system’s response mechanism and the time to action when
an accident occurs.

Latency Consistency: Beyond the average latency, the consistency of this
latency is vital. Latency consistency, given by the average latency deviation,
evaluates the variability in message processing times, offering insights into the
predictability and reliability of the system.

Throughput: Representing the number of messages delivered per second,
throughput is a crucial indicator to assess the system’s ability to handle high
volumes of data. Higher throughput rates denote the system’s capability to effi-
ciently manage traffic without impacting performance.

Availability: This KPI was evaluated by monitoring the system’s status, par-
ticularly under high-load conditions. Instances where the MB stopped or failed
under heavy loads were noted as critical to the systems’ resilience. In the context
of RTMSS, keeping the system’s availability ensures continuous operation and
prompt responses. The ability of the system to remain operational, especially
under challenging conditions like high message volumes and numerous producers,
is a significant indicator of its robustness and suitability for critical applications.

Table 1 summarizes the KPIs, their descriptions, and the evaluation methods
employed:

The evaluation employed different test configurations to simulate various real-
world construction site scenarios. Message sizes ranged between 44 Bytes (low
message payload), 440 bytes (typical sensor data), and 4.400 bytes (high-volume
data). The number of concurrent producers in the different tests was predefined
as 1, 10, 25, 50, 100, 150, and 200. A Python-based test platform was developed
to evaluate the MB in an environment more similar to the current producer
and consumer components in the proposed RTMSS. On the other hand, JMeter
produced loads, simulating message producers delivering data to the MB under
various test configurations. Performance data was collected and analyzed using
JMeter’s built-in monitoring capabilities and custom scripting.



138 M. Lopes et al.

Table 1. Proposed KPIs

KPI Description Evaluation

Concurrency Assessment of the system’s

capability to handle an increasing

number of active users (producers

and consumers) and their impact on

performance

Systematically increase the number

of users and observe performance

impact from a single user to

hundreds

Message Latency Measures the average time taken for

a message to be delivered from the

producer to the MB

Recording the average time (in

milliseconds) taken for message

delivery in various tests

Latency

Consistency

Evaluates the variability and

predictability of message latency

beyond the average latency

Measuring the average latency

deviation to assess consistency in

message delivering times

Throughput Indicates the system’s capacity to

manage high data volumes,

represented by the time needed to

deliver different message loads

Monitoring the elapsed time

delivering different message loads

Availability Measures the system’s operational

status and resilience, especially

under high-load conditions

Monitoring operational status during

tests, noting any failures or stops in

MB under heavy loads

This adopted methodology contributes to a systematic and controlled evalu-
ation, enabling a fair comparison of the performance characteristics of each MB
under conditions relevant to construction site RTMSS applications.

4.2 Evaluation Methodology

The adopted evaluation methodology in this work combined manual tests and
Apache JMeter simulations to assess the RTMSS MB performance. Manual tests
were made to test mainly the performance of the complete flow, from message
production to consumption, reflecting the combined efficiency of production and
consumption processes. A set of synthetic messages was simulated and used in
this test for each MB. On the other hand, JMeter tests focus on evaluating the
producer latency, deviation, and throughput in different concurrency scenarios.
Such scenarios employed different numbers of messages and message size combi-
nations.

A Python-based framework is used to interact with the different MB. The
framework utilizes the following libraries: confluent kafka (version 2.2.0) for
Apache Kafka; pika (version 1.3.2) for RabbitMQ; paho.mqtt (version 1.6.1) for
ActiveMQ. This framework focuses on evaluating three KPIs: latency, through-
put, and concurrency. To assess these KPIs a set of different tests was run, which
are described in the Table 2:
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Table 2. Python-based tests

Test Metric Description

Average
Latency

Evaluated by sending 1,000 messages and measuring the
average time per message

Throughput Measured by sending varying message sequences (1,000,
5,000, 10,000, 50,000, 100,000) and recording the elapsed
time

Concurrency Assessed by sending message sequences with increasing
user counts (1, 25, 50, 100, 150, 200) and measuring the
elapsed time per user

Apache JMeter [25] was used to assess MB performance under various con-
ditions. So, the first factor to consider is the message size varying between tests.
The baseline is a dummy data capture from the sensors utilized to detect a fall:
“41,-251,-110, -68,-1449,-270, 71,-953,-270;”. The size of this message is about 44
Bytes. Since the system will potentially use more sensors and, consequently, will
have more data to transmit, it is important to evaluate the system under differ-
ent message sizes scenarios. In that purpose, more tests were made with baseline
messages with a factor of 10 and 100, resulting in message sizes of approximately
440 Bytes and 4.400 Bytes. The test’s message size variation was baseline, base-
line x10, and baseline x100. Secondly, the number of concurrent users varied
from 1 to 200 simultaneous users. The third factor was the number of messages
produced, which ranged between 10.000, 100.000, and 1.000.000. The metrics
evaluated in these tests were throughput, average latency, consistency analyzed
by latency deviation, and availability analyzing error rates under each scenario.

In addition to manual tests, Apache JMeter was employed to simulate diverse
workload scenarios and comprehensively evaluate the MB’s performance under
various conditions.

Message Size is a factor that plays a crucial role in message transmission
efficiency. The evaluation began with a baseline message size of approximately
44 Bytes, representing a dummy data capture from fall detection sensors. The
message content: “41,-251,-110, -68,-1449,-270, 71,-953,-270;” reflects the sensor
data format. To simulate potential system expansion with additional sensors and
increased data transmission, tests were conducted with baseline message sizes
multiplied by factors of 10 and 100, resulting in approximate message sizes of
440 Bytes and 4.400 Bytes, respectively. Therefore, the message size variations
in these simulations included baseline, baseline x10, and baseline x100. To assess
the system’s scalability and ability to handle simultaneous user interactions, tests
varied the number of concurrent users from 1 to 200, simulating a realistic
range of potential user activity. Different numbers of Messages were produced in
each test, to evaluate the system’s capacity to process large data volumes. The
number of messages produced per test was varied between 10.000, 100.000,
and 1.000.000.
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The JMeter tests focused on analyzing KPIs under each scenario: Through-
put, represented by the number of messages delivered per second, is a crucial
indicator of the system’s ability to handle high data volumes. Higher through-
put rates denote the system’s capability to manage dense traffic efficiently with-
out performance degradation. Average Latency corresponds to the average time
(in milliseconds) taken to deliver a message from the producer to the MB. In
real-time systems like RTMSS, lower latency is critical as it directly impacts the
effectiveness of the system’s response mechanism and the time to action when an
accident occurs. Latency Consistency: This aspect was analyzed through latency
deviation. Lower latency deviation suggests a more consistent and predictable
message delivery time. Availability: This metric was assessed by analyzing error
rates under each scenario. Lower error rates indicate higher system availability
and reliability in message transmission. By systematically varying these work-
load factors and analyzing the corresponding impact on performance metrics,
this JMeter evaluation provides valuable insights into the MB suitability for the
RTMSS.

4.3 Results

This section presents the evaluation’s findings in a clear and organized manner,
using tables, graphs, and other visual aids to communicate the results effectively.

Table 3 presents the results of manual tests conducted on three MB: Kafka,
RabbitMQ, and ActiveMQ. The tests evaluated three KPIs: latency, throughput,
and concurrency. The test load (number of messages produced) and the number
of concurrent producers were varied to assess the brokers’ performance under
different conditions.

Regarding the latency test, all three brokers exhibited low average latency,
measured in milliseconds (ms), with Kafka demonstrating the lowest average
latency of 0,00156 ms. This observation suggests that all brokers can handle
individual message processing with minimal delays.

Throughput tests were measured by elapsed time to produce the number
of messages pre-defined for each test scenario. Considering this, the highest
throughput should be approximated to 0 once it demonstrates that all the mes-
sages were delivered in less time. Kafka consistently showed the highest through-
put across all test loads, followed by RabbitMQ and ActiveMQ. As the test load
increased, the throughput for all brokers increased, indicating their ability to
handle larger message volumes. However, the rate of increase varied: Kafka’s
throughput exhibited a linear relationship with the test load, suggesting scal-
ability under increasing message traffic. RabbitMQ’s throughput growth accel-
erated at lower test loads but plateaued at higher loads, indicating potential
limitations in handling extremely high message volumes. ActiveMQ’s through-
put growth was slower than the other two brokers, but it displayed a more
consistent upward trend across all test loads.

Concurrency tests measured the elapsed time to deliver a sequence of mes-
sages per user, with multiple users running in parallel. Results generally grew
for all brokers as the number of concurrent producers increased, as expected,
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Table 3. Manual Test Results (Python-based framework)

KPI Test Load Kafka RabbitMQ ActiveMQ

Latency (ms) 1.000 0,00156 0,07794 0,021758

Throughput (s) 1.000 0,000491381 0,056292868 0,008664227

5.000 0,003901100 0,181825256 0,041674757

10.000 0,006659508 0,369703150 0,103834152

50.000 0,027277136 1,832922554 0,493202448

100.000 0,051109505 3,619038439 1,086379147

Concurrency (s) 1 40,86 42,37 44,06

25 36,57 68,53 40,81

50 37,73 126,37 63,28

100 45,34 240,14 105,38

150 56,75 361,42 143,93

200 61,31 Failed Failed

due to increased competition for system resources. Kafka maintained the lowest
elapsed time across all scenarios, followed by ActiveMQ and RabbitMQ. Both
RabbitMQ and ActiveMQ failed at 200 concurrent producers, indicating limita-
tions in handling extreme concurrency loads.

Figure 2 shows the throughput results of JMeter tests conducted to measure
the performance of the three MB. It was estimated by the number of produced
messages per second for different message payloads and sizes and the number of
concurrent users.

The conducted tests are divided into three main sections considering the
message payload: “Low”, which corresponds to sending the basic message pre-
sented before with the size of 44 Bytes; “Moderate”, which alters the size of
the sent messages in a factor of ten, establishing each message size in about 440
Bytes; and “High”, which multiplies the initial message size by 100, resulting in
a message size of 4.440 Bytes. The second column presents the different numbers
of concurrent producers on each test. Finally, in the third column, the number
of messages produced on each test varies from 10.000 to 1.000.000 delivered
messages.

The JMeter tests revealed the impact of message payload size and message
rate on the throughput of the three MB: Kafka, RabbitMQ, and ActiveMQ. As
expected, increasing message size generally led to decreased throughput for all
brokers due to the higher processing overhead associated with more significant
messages. This observation aligns with previous research findings.

Furthermore, throughput generally increased under higher message rates,
pinpointing the systems’ ability to handle increased loads. However, this trend
plateaued or decreased at higher message rates, particularly for larger pay-
loads. This suggests potential resource limitations or queuing behavior within
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Fig. 2. JMeter Throughput results.

the tested systems, highlighting the importance of considering scaling strategies
for high-traffic scenarios.

While RabbitMQ and ActiveMQ generally exhibited higher throughput than
Kafka in most test scenarios, the specific performance characteristics of each
broker varied depending on message size and rate.

– Kafka: While offering lower overall throughput compared to the other two
brokers, it demonstrated more consistent performance across different mes-
sage sizes and rates. This suggests that Kafka may be suitable for applications
requiring predictable performance even under diverse workloads, even if some
raw throughput is sacrificed. This MB only presented an error rate of 1,22%
in the test with a high message payload of 50 concurrent users and 1.000.000
produced messages.

– RabbitMQ: Highlighted significantly higher throughput under low and mod-
erate message payloads. However, its performance dropped significantly under
high message payload scenarios, highlighting eventual limitations in handling
heavy messages. In an increased number of concurrent users (100 and 200)
with moderate message payload, RabbitMQ demonstrated an error rate of
95,63%

– ActiveMQ: Demonstrated higher throughput than Kafka in most scenarios,
but lower than RabbitMQ. In the scenario with 200 producers and moderate
message payload, 7% of the produced messages were not delivered due to
errors during production. Like Kafka, ActiveMQ showed relatively consistent
performance across different message sizes and rates. This observation sug-
gests that ActiveMQ may be preferred for applications prioritizing predictable
performance even under diverse workloads.

It should be noticed that the achieved results are intertwined with the setup
configurations. Factors such as hardware specifications, software versions, and
specific use case details can significantly impact MB’ performance. Therefore,
further testing under different conditions and message patterns is recommended
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to better understand the brokers’ behavior in real-world scenarios and facilitate
informed selection based on specific application requirements.

Figure 3 presents the average latency results of the JMeter-based tests.

Fig. 3. JMeter Latency results.

Regarding average latency, RabbitMQ generally depicted the lowest latency
across most scenarios, particularly for smaller messages. However, latency
increased significantly under high concurrency and large message sizes, result-
ing in error rates from 86,31% Kafka demonstrated moderate latency, with an
increase observed under high concurrency, particularly in the last scenario. On
the other hand, ActiveMQ showed comparable latency to RabbitMQ for smaller
messages but performed better under high concurrency and large message sizes.

Consistency is also a valuable metric. In real-time systems, consistency refers
to the property of ensuring that system operations are performed in a coherent,
reliable manner, maintaining the correctness and predictability of data and pro-
cesses (Wang et al., 2012). In Fig. 4, consistency is given by the latency deviation
of the executed tests.

Notably, ActiveMQ was the MB that presented less deviation. Both Rab-
bitMQ and Kafka had similar deviations, but RabbitMQ showed more limi-
tations in the scenarios with more messages and concurrent producers. Kafka
presented the highest deviation in the last scenario, behind ActiveMQ, and for-
ward RabbitMQ, which did not handle the heaviest tests, so it was impossible
to calculate the latency deviation.

5 Discussion

The conducted manual and JMeter tests provided valuable insights to assess
the MB performance characteristics, Kafka, RabbitMQ, and ActiveMQ under
varying message sizes, rates, and concurrency levels.

All three MB achieved low average latency, indicating their suitability for
fast message processing applications. However, RabbitMQ generally denoted the
lowest latency, particularly for smaller messages. This advantage comes with
caution, as its latency increased significantly under high concurrency and large
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Fig. 4. JMeter Deviation results.

message sizes, resulting in high error rates. Kafka denoted a moderate latency,
with an increase observed under high concurrency, suggesting potential resource
limitations under heavy workloads. ActiveMQ offered similar latency to Rab-
bitMQ for smaller messages but performed better under high concurrency and
large message sizes. This highlights ActiveMQ’s ability to keep lower latency
even under increased pressure.

Regarding throughput, RabbitMQ consistently demonstrated the highest
throughput across diverse test scenarios. However, its performance dropped sig-
nificantly with increasing message size, suggesting limitations in handling large
messages. This makes RabbitMQ a suitable choice for applications requiring high
message volume processing, with a smaller message size. Kafka and ActiveMQ
displayed similar moderate throughput under all the message payload condi-
tions, exhibiting more consistent performance. MB are a potential choice for
applications requiring stable throughput under varying workloads.

Kafka kept the lowest elapsed time (faster processing) across all concur-
rency levels, suggesting its efficiency in handling concurrent message producers.
Both RabbitMQ and ActiveMQ failed at 200 concurrent producers, denoting
their constraints on handling extreme concurrency loads. However, ActiveMQ
demonstrated a higher consistent performance than RabbitMQ under high con-
currency, with lower error rates, suggesting its potential for handling moderate
to high concurrency scenarios.

ActiveMQ exhibited the lowest latency deviation and higher consistent per-
formance across different test conditions. This makes it a potential choice for
applications requiring predictable behavior even under fluctuating workloads.
RabbitMQ and Kafka showed similar deviation, but RabbitMQ experienced lim-
itations in high-load scenarios, leading to incomplete data for deviation calcula-
tions.
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6 Conclusions

This work evaluated the performance of Kafka, RabbitMQ, and ActiveMQ as
message brokers for a RTMSS. It were conducted manual python-based and
JMeter tests assessing factors like message size, concurrency, and message count.
The results showed trade-offs between latency, throughput, and consistency for
each MB, Kafka, RabbitMQ, and ActiveMQ.

According to the evaluation, Apache Kafka denoted a higher throughput
and performance under high concurrency scenarios. These results reveal Apache
Kafka as a good match under real-time data processing use cases demanding low
latency. RabbitMQ, while exhibiting limitations under high-load scenarios, also
proved to be an efficient and much faster option when managing smaller mes-
sage payload lengths and revealed a consistent performance. That means a good
choice under extreme scenarios that involve volumes of data. ActiveMQ show-
cased an impressive throughput and moderate latency, keeping its performance
relatively stable under moderate workloads but indicating scalability challenges
at higher concurrency levels.

Using containerized components helped keep a consistent, controlled evalua-
tion environment. That revealed a suitable approach for deploying and testing
RTMSS.

This work also proposed a set of KPIs to be considered when selecting the
MB to address the RTMSS requirements, such as data volume, concurrency,
message payload, and workload. From the results, it was possible to have a
clear landscape of the MB strengths and weaknesses to support well-informed
decisions regarding RTMSS design and deployment.

Theoretically, this work aims to contribute to the existing state-of-the-art
of RTMSS by evaluating the suitability of different MB technologies deployed
under a container virtualized environment. It contributes to understanding how
these systems can be optimized for reliability and performance under different
workloads and concurrent users, particularly in safety-critical applications like
construction site monitoring.

The development of the RTMSS offers several promising avenues for future
exploration. A crucial next step is to execute a PoC where all components of
the RTMSS, especially the producer layer, are fully operational with real-world
data. This PoC would involve deploying the system in a work environment, such
as a construction site, to capture and process real-time data from IoT devices
and sensors. The focus would be validating the system’s efficacy in a real sce-
nario, ensuring it can reliably and accurately detect and respond to safety inci-
dents. In the future, dynamic load-balancing strategies will also be developed
and implemented to enhance the scalability and efficiency of the RTMSS. This
would involve using cloud computing resources to manage varying loads effec-
tively. The applicability of edge computing technologies will also be tested to
process data closer to the source, thereby reducing latency and improving the
real-time response capabilities of the system. The next step will be the continuing
research and integration with more sophisticated machine learning algorithms
for enhanced data analysis and prediction capabilities. This can include deep
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learning techniques for more accurate fall detection and anomaly identification.
Exploring additional MB, particularly those emerging in the market would pro-
vide a comprehensive understanding of the evolving landscape of MB and their
applicability to RTMSS.

Applying the RTMSS to different high-risk sectors such as mining or health-
care is also marked as future work. This would validate the system’s versatility
and effectiveness in different environments with varied safety challenges. The
aim of these future endeavors is not only to refine and enhance the RTMSS but
also to contribute significantly to the field of real-time safety monitoring. The
goal is to extend the system’s applicability and effectiveness across various indus-
tries, thereby improving safety standards and response mechanisms in high-risk
environments.
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Abstract. Electric vehicles represent an emerging topic in organizations and soci-
ety in general. At a time when extreme climate changes are occurring and being
discussed, it is imperative to look for sustainable technologies from an economic
and environmental point of view. The proposed research aims to elucidate evolv-
ing trends, emerging paradigms and critical in-sights related to electric vehicles
and their relationship with value creation, strategic management, and sustainabil-
ity by examining academic literature. This study utilizes a bibliometric analysis
method to explore the dynamic interaction between these essential elements of
literature. The source is the Scopus database. The analysis was conducted using
VOSviewer software 1.6.20, focusing on the bibliographic coupling of documents,
which was presented as a network visualization map. It emphasizes search terms
demonstrating the emerging need for innovation strategies in automotive industry
organizations, consumers, and public entities to create value within a global sus-
tainability logic. This study highlights the relationship between the electric vehicle
industry and the value creation strategy and sustainability in a digital world.

Keywords: Electric Vehicle · Strategic Management · Value Creation ·
Sustainability · Digital

1 Introduction

The dynamics imprinted on the electric mobility market, coupled with environmental
and technological issues, lead to a paradigm involving various stakeholders in the energy
chain, including producers, consumers,marketers, and network operators. In this context,
the European electric vehicle (EV) market has experienced remarkable growth in recent
years. This occurs due to government support, private investments, and political initia-
tives [1, 2]. On the other hand, some challenges compromise the widespread adoption of
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EVs, namely consumer behavior, the availability of electrical infrastructure, and accessi-
bility [3, 4]. Several variables are associated with technical and performance parameters
in this process, including battery capacity, range, and charging speed [5]. Moreover, the
impact of EVs on energy systems and the environment is of utmost importance, empha-
sizing the need for efficient charging infrastructure and regulatory measures to optimize
energy consumption.

Regarding strategic management, value creation, and sustainability, EVs can be
essential in public and private organizations. Based on concerns such as global warming
or urban pollution, EVs align with a shift towards a more sustainable economy [6].

By considering existing and established models such as Porter’s Five Forces, organ-
isations can leverage strategic management frameworks to assess the attractiveness of
the EVs industry and enhance value creation through innovation. Additionally, EVs
contribute to sustainability in organisations through strategic management and value
creation via energy efficiency [7].

Strategic sustainability is a way to integrate environmental science into organisations
to obtain a competitive advantage, resulting in value creation and sustainability, and EVs
align with this strategic management approach in organisations [8]. Tiwari [9] proposes
a mathematical model to study the proliferation of EVs and analyses value creation
opportunities for organisations, specifically in strategic management and sustainability
achieved through the adoption of EVs.

The organization’s adoption of EVs can also influence business processes. Nanjun-
daswamy et al. [10] argue that in this context, adopting electric vehicles adds value by
reducing operating costs and simultaneously promotes ecological practices, contributing
to achieving sustainable development objectives. Authors analyse the impact of EVs on
the overall cost and sustainable development.

Value creation is present in various areas, including public transportation. Several
factors influence the adoption of electric vehicles, including social and demographic,
political, economic, technological, and environmental factors, and examine the feasibil-
ity and sustainability of integrating EVs into public transportation through park-and-ride
stations [11]. In particular, value creation in the automotive production industry is crucial
as it can occur through sharing resources and market knowledge in the EVs industry to
create more sustainable value chains [12].

Digital transformation is present in all areas, and EVs are no exception. The digital
transformation in the automotive ecosystem is reshaping value creation in organisations,
focusing on electric vehicles and emerging trends for young companies with intensive
digital use [13].

EVs represent a technological change that impacts organisations’ value creation,
strategic management, and environmental sustainability. Organisations that recognise
and adapt to these changes can position themselves more competitively in the market.
The development and promotion of EVs require a multifaceted approach involving tech-
nological advancements, supportive policies, and investment in charging infrastructure
to drive sustainable mobility.

This paper is organised as follows: Sect. 2 outlines the research methodology.
Section 3 addresses the bibliometric analysis; Sect. 4 proposes a systematic literature
review (SLR); Sect. 5 concludes the paper by presenting findings and future work.
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2 Research Methodology

Systematic literature reviews (SLR) are essential in consolidating scientific knowledge,
providing a consolidated and critical view of existing research in a given field. Further-
more, the ability to replicate plays a crucial role in validating the results, allowing other
researchers to reproduce the process and obtain similar conclusions [14].

The present study combines qualitative and quantitative analysis through bibliomet-
ric analysis followed by a SLR. It was used the PRISMA protocol (Preferred Reporting
Items for Systematic Reviews and Meta-Analyses) [15].

It developed a literature search in the Scopus database in April 2024 using the terms
“electric vehicles” and “strategic management” or “value creation” in “Title, Abstract,
and Keywords” and “sustainable” in “All fields”. It resulted in the selection of 74 papers
(identification step, Fig. 1). These terms are emerging and have been systematically
referenced in the literature [16] and are present in various areas of the Scopus database
[17].

Next (screening step, Fig. 1), it applied the following criteria: document type (paper),
language (English), and research areas. Some research areas were excluded from the
study, namely “Physics andAstronomy”, “Psychology”, “Multidisciplinary”, “Biochem-
istry, Genetics, and Molecular Biology” and “Chemistry”. These areas were not con-
sidered because it was understood that they are unrelated to the research that aims to

Records identified from SCOPUS
Database (n = 74 )

Records removed before
screening:

Duplicate records removed
(n = 0 )
Records marked as ineligible
by automation tools (n = 0 )
Records removed for other 
reasons (n = 0)

Records screened after inclusion
criteria
(n = 52)

Records excluded (n=22)
Inclusion criteria:
- Articles;
- English Language;

Reports screened after exclusion
criteria
(n = 43)

Records excluded (n= 9)
Exclusion criteria:
"Areas outside the scope of the
research.”

Reports assessed for eligibility
(n = 43) No reports excluded

Studies included in review
(n = 43)

Identification of studies via Scopus

Fig. 1. PRISMA Protocol (adapted from [14])
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analyse EVs economic, business, and environmental aspects and their integration into
the context of value creation and strategic management. Therefore, they were considered
outside the scope of the SLR. Combining all the criteria resulted in 43 papers (included
step, Fig. 1).

The authors sought to answer the following research question (RQ):

What is the current state of the literature on incorporating electric vehicles in
strategic management or value-creation initiatives with a focus on sustainability?

3 Bibliometric Analysis

Descriptive statistics from peer-reviewed research articles were used to address the RQ,
starting with the distribution of papers per year. The distribution of papers published
yearly in a given research field provides an overview of research trends and can offer
insights into potential future trends. Globally, the distribution of papers per year is shown
in Fig. 2 before applying the criteria. As can be seen, there was a significant increase
starting in 2017, with over 16 papers in recent years. This evolution explains the current
high interest in using the terms “electric vehicles” and “value creation” or “strategic
management” and “sustainability”. The low number of papers in 2024 is justified by the
short time, only 4 months, for the accounting.

Fig. 2. Number of papers by year [17].

Considering the geographical analysis, 35 countries are the origin of the published
documents. Figure 3 shows the top 10 papers by country or territory. It is observed that
Germany has the highest number of publications (14), followed by China (7), India,
Sweden, and the United Kingdom (6), Canada, France, Italy, and the Russian Federation
(4), and Brazil (3).
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Fig. 3. Documents by country/territory [17].

The data shows (Fig. 4) that the most representative research areas are Engineer-
ing and Energy, totalling about 40%. The Environmental Sciences area, which reflects
sustainability, presents a gap, representing only about 16% of the research areas. Con-
sidering the recent evolution in RQ (especially since 2019 - Fig. 2), it is evident that
the areas of “Business, Management, and Accounting” or “Economics, Econometrics,
and Finance” are deficient, totalling approximately 15.5% together. These areas have a
solid connection to the search terms “value creation” and “strategic management” and
allow the authors to identify them as areas deserving attention in the future when EVs
are included in the organisations’ vehicle fleets.

Fig. 4. Documents by subject, adapted from [17].
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A content analysis was conducted to provide a more comprehensive understanding
of the leading research areas resulting from applying criteria to the 43 papers related to
the RQ. The authors identified a research focus for each cluster, defined by bibliographic
coupling analysis using VOSviewer [18] to map research areas and related articles. It
was defined as a minimum of one citation per document. Consequently, the coupling
will include 21 articles, as shown in Fig. 5. After a brainstorming session and a content
analysis process, a final configuration of the groupings for these research areas was
defined, resulting in 4 clusters:

Cluster 1 (red): Business model strategies;
Cluster 2 (light green): Innovation and value creation through the adoption of EVs;
Cluster 3 (blue): EV and technology;
Cluster 4 (green): Sustainability and Value Chain in the Battery Industry.

Fig. 5. Bibliographic coupling [18].

4 Systematic Literature Review

In this section, the SLRwas developed by considering the research terms and finding the
most relevant contributions. The selected search terms allowed for the identification of 74
articles in Scopus database, and after using VOSviewer, four clusters were obtained, as
mentioned. The subsequent analysis aims to indicate the contribution of each search term
(value creation, strategic management, sustainable, electric vehicle) to the production of
these clusters, to analyze and understand the interconnections between different aspects
of EVs and their impact on business and society.

4.1 Value Creation

Afentoulis et al. [19] anticipate issues with the reliability of electrical grids due to
unregulated mass EV charging, suggesting that EV aggregator companies develop well-
defined business models to harness the potential of smart charging. Coenegrachts et al.
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[20] identify challenges associated with mobility, including low integration with pub-
lic transportation, lack of charging infrastructure, and regulatory barriers, and further
discuss business models for shared mobility hubs. They explore ways to create value
through shared mobility services’ physical and digital integration. Golembiewsk et al.
[21] analyse trends in battery technologies for electric mobility, identifying opportuni-
ties for value creation along the battery value chain. EVs batteries can represent a busi-
ness opportunity through their circularity [22]. However, identifying such opportunities
requires collaboration among various stakeholders. The authors propose a framework
to assist stakeholders in identifying circular opportunities that lead to multi-directional
value creation. Reinhardt et al. [23] explore archetypes of sustainable business mod-
els considering a second use of EVs batteries as a form of sustainable value creation.
Real-time energy trading services for privately owned EVs are depicted by an e-vehicle
provider, by a provider of energy trading skills and technology [24]. The authors propose
a fully reproducible simulation model of the value creation process of real-time trading
services. They show that energy trading services, including solar energy generation, have
the most significant economic potential but sometimes may only maximize the use of
renewable energy in households. Christensen et al. [25] analyze how innovative business
models can overcome resistance to electric vehicles. In the context of value co-creation,
a process in which both suppliers and consumers actively participate in value creation,
several publications are aggregated [26–28].

4.2 Sustainability

Abbasi et al. [29] conducted a studyusing theunified theoryof acceptance and technology
(UTAUT) model. They concluded that motivational factors significantly influence EV
purchase intentions, particularly when considering perceived environmental knowledge
and technophilia. They argue that marketing strategies should promote carbon emis-
sions reduction and the achievement of sustainable development goals. Pirmana et al.
[30] examine the economic and environmental implications of EV production. They
conclude that EV production increases productivity, gross value-added, and job creation
with a relatively small environmental impact. The environmental impact is related with
emissions of SOx, CO2, and NOx. Chirumalla et al. [22] address the creation of a circu-
lar business model for EV batteries, supporting the environmental benefits of resource
reuse.

Similarly, the business model for the second use of electric vehicle batteries, as pro-
posed by Reinhardt et al. [23], focuses on the sustainability of product life cycles. Stauch
[31] analyses the added value of using solar energy to EVs and how this combination can
reduce carbon emissions. Thies et al. [32] propose a model for the automotive produc-
tion industry to plan project portfolios efficiently and economically, ensuring compliance
with CO2 emissions regulations subject to regulatory pressure. Li et al. [33] analyze the
impact of a luxury EV sales business model on brand competitiveness.

4.3 Strategic Management

Pardo-Bosch et al. [34] address the effectiveness and feasibility of city strategic plans for
establishing public charging infrastructure networks to encourage EV adoption and use.
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A holistic analysis based on the Value Creation Ecosystem (VCE) and the City Model
Canvas (CMC) is employed to visualize how such plans can propose public value with
a long-term and sustainable approach. Meisel and Merfeld [24] discuss strategies for
integrating EVs into urban infrastructures and emphasize the role of strategic manage-
ment in urban mobility and sustainability challenges. Hashemipour et al. [35] propose
a strategic approach to dynamic allocation for EV aggregators in electricity markets.
They consider Peer-to-peer (P2P) clusters, i.e., groupings or clusters of electric vehicles
that can exchange energy among themselves or the electrical grid. In this context, P2P”
EVs can “communicate” and “negotiate” with each other, sharing energy according to
electricity needs and prices. Hamwi et al. [36] examine strategies adopted in manag-
ing EV charging infrastructure, highlighting the importance of strategic management to
ensure effective and sustainable deployment of this infrastructure. The study focuses on
demand response business models (DRBMs), which have great potential for efficiently
and sustainably promoting energy flexibility. Stauch [31] analyses buyers’ acceptance
of acquired products combining EVs with solar energy technology, indicating a strategic
approach to adding value to EVs. Shalender [37] studies how entrepreneurship-oriented
companies drive sustainable mobility through EV adoption. The analysis highlights the
importance of strategy in value creation by driving EV adoption and acceptance. Still,
from a strategic perspective in the automotive industry, it concludes that management
inefficiency in an industrial context contributesmore to industrial innovation inefficiency
than technological gap inefficiency [38].

4.4 Electric Vehicle

As per bibliometric analysis, EVs are the focal point connecting all the references that
led to the various clusters. All clusters are directly related to EVs, as they discuss various
aspects of the automotive industry for EVs, including business model strategies, inno-
vation and value creation, the technology of primary batteries, and sustainability. In the
context of EVs and digital society, it is essential to mention that digital transformation
takes on special prominence, whether in promoting innovations in business models [25]
or technological infrastructures [29].

5 Conclusions and Future Work

The bibliometric analysis of research trends in the areas of “Electric Vehicles”,
“Value Creation”, “Strategic Management” and “Sustainability” demonstrates signif-
icant growth since 2019. In the period from 2008 to 2014, the predominant areas were
“Engineering”. The “Environmental Sciences” field related to sustainability was not as
developed. In a digital society, consumers are increasingly informed and concerned about
environmental issues, often making choices based on options with lower environmental
impact. Therefore, sustainability is a crucial aspect to consider and could be decisive for
the implementation of EVs.
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Other research areas more closely related to management, strategy, and value cre-
ation, such as “Business, Management, and Accounting” or “Economics, Economet-
rics, and Finance”, are deficient. This evidence highlights the need for more atten-
tion to business models, implementation strategies, and value-creation methods for
organizations.

In the literature review, various initiatives were identified across different research
areas, including the co-creation of value between consumers and mobility-sharing com-
panies, business strategies to promote sustainability (including technology marketing,
among others), studies on the economic and environmental impacts of EV production
and circulation, and the need for effective public policies for EV adoption. The reviewed
articles provide a comprehensive view of the strategies, challenges, and opportunities
related to EVs and emphasize the importance of strategic approaches to value creation
and sustainability.

This study revealed that the areas of “Electric Vehicles” contribute to “Value Cre-
ation” and “Strategic Management” are emerging fields with interconnectedness and a
global geographic distribution. In future research, the goal is to expand the study, opti-
mize the analysis of identified clusters, and consider other criteria such as co-occurrence,
co-authorship, or co-citations to solidify further this theme that is revolutionizing soci-
ety as a whole. It is essential to highlight that digital transformation is fundamental to
support the transition to EVs in a digitally transformed context.
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Abstract. Smart cities emerged as an approach addressing the rising
challenges of urbanization, including pollution (air, water, or sound),
impacting the environment, public health, and overall quality of life.

This work aims to improve pollution quality within urban environ-
ments, ultimately promoting sustainability and enhancing the well-being
of urban residents by exploring smart city approaches and employing
innovative strategies and technologies to monitor and manage air quality
effectively. Our approach uses real-time air quality sensors, IoT (Internet
of Things) networks, and data analytics in container virtualized environ-
ments to generate accurate and timely information about pollution levels.
It enables city administrators to make informed decisions to mitigate its
impact at scale.

Keywords: Smart cities · pollution · IoT · urbanization ·
sustainability

1 Introduction

Pollution represents a relevant concern in this modern age where almost every-
thing is either polluted or contaminated in some way, impacting human health
and reducing lifespan. This fact, demands for awareness on defining new strate-
gies to reduce the pollution levels.

As the global population continues its trend toward urbanization, cities face
the challenge of maintaining livability, so the need to develop new solutions for
cities to stay sustainable is getting more prominent over time [1].

This work aims to contribute to streamlining the analysis of pollution levels,
looking into particles like PM2.5 to provide a more effortless and cleaner report
of the situation at hand and give a better perspective of where and what could
be the cause and even prevent unavoidable accidents from happening.

Although various solutions exist for the problem above, some limitations are
notable. Wong et al. [2] highlight the need for high rigor in the calibration of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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specific data, and the project cost could be an issue if the intention is to build
a scalable solution, as it would involve a high-volume production.

The Internet of Things solution will facilitate monitoring pollution levels in
urban areas, generate various reports, and issue alerts when surpassing prede-
fined limits. It will trigger public action or alert authorities to intervene before
the situation escalates, addressing incidents such as fires or other emergencies.

This solution aims to extract insights into the pollution areas and use AI to
analyze and make predictions. Therefore, it can identify the areas with higher
pollution levels and alert authorities in case a specific threshold exceeds its limit.

Considering the enormous amount of data provided by the sensors throughout
the site, we designed this solution to scale and adapt to the large volumes of data
gathered. We also implemented technologies like Apache Kafka as an application
where users can view alerts and reports.

By using sensors in the context of smart cities, it will be possible to enable
people to find solutions to the issue of pollution and also help mitigate accidents
or even avoid them. With all the data collected, it is possible to do incredible
things and help our planet improve again, leaving it habitable for our children
and grandchildren.

2 Related Work

With the growth of urbanization in many cities, the need for innovative sustain-
ability solutions is increasing. The smart cities paradigm meets such demand
since it considers factors such as minimizing the environmental footprint of urban
activities, efficiently managing energy resources, and creating inventive services
and solutions for citizens [3]. By these means, Belli et al. analyses the principal
features of IoT infrastructures for smart cities, going into detail about the inno-
vative and sustainable management example in the town of Parma. In addition,
the city has obtained a top 10 in the iCityRank ranking, which aims to mea-
sure the progress of different municipalities to become a smart city. The city of
Parma has implemented several intelligent solutions, such as a Smart City Gov-
ernment Plan, which intended to formulate a vision, chart a roadmap, devise an
investment strategy, and craft an action plan; the project Parma Futuro Smart
is a political strategy tool that aids the city in making decisions to outline an
intelligent city Action and Investment Plan by the year 2030. All this to innova-
tion and the union and grouping of different authorities and responsible political
entities to promote better city functioning and greater sustainability [3].

Besides the continuous increase in the urbanization of cities, there is also
an increase in the levels of different pollutants, where Aĺıas et al. review article
appears [4], which highlights the fact that the constant urbanization of cities
results in the development and expansion of new transport systems, which con-
sequently leads to enormous noise pollution. The article also highlights the emer-
gence of recent projects based on WASN (Wireless Acoustic Sensor Networks).
These devices facilitate the automated creation of dynamic noise maps through-
out urban areas by relying extensively on controlled measurements. The subse-
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quent visualization of this data allows responsible authorities to analyze and act
on noise pollution levels in certain regions.

Closer to this topic, the work from [5] was identified. This project consists of
an IoT system composed of many monitoring devices, such as pollution sensors
and a GPS, which is connected to an ESP8266 air pollution module, enabling
the identification of the whereabouts and level of pollution of a particular set
of data. Developing an interface interconnected to the IoT system allowed us to
visualize the data collected by the sensors. With the integration of the Google
Maps tool, the project was able to present good results, where it is possible to
verify the exact location of areas with high pollution levels. Finally, the fact that
the solution alerts environmental authorities allows us to adopt a stance of more
excellent prevention and caution towards the state of the environment.

Also similar to our topic, the approach of Miles et al. [6] consisted of an IoT
decision support system to help the authorities identify a severe level of atmo-
spheric pollution and initiate a response through the implementation of com-
plete road closures. This system constructs a foundational traffic model, serving
as input for an atmospheric dispersion model. The DSS subsequently aims to
alleviate pollution by executing road closures and assessing the anticipated out-
comes. The conclusion is that the design of the decision system establishes a
robust foundation for future efforts focused on integrating vehicle interactions
into the foundational traffic model and improving the atmospheric dispersion
model to simulate more complex areas.

Since one of the most common aspects in projects involving this theme is
the act of supporting authorities and promoting awareness among all citizens
about pollution levels, it is vital to refer to the solution proposed by Garzon
et al. [7]. They built a Proof-of-Concept (PoC) of a service for monitoring air
pollution. It is context-aware and proactively notifies citizens through mobile
devices when they enter an area with air pollution surpassing specific thresholds
defined by the user. The work also highlighted the need to attain a crucial
density and widespread distribution of sensors across the city to form dependable
estimates regarding particulate matter concentration in areas that do not have
that many sensors to collect data. Regarding implementation, it is worth noticing
that they used the Spring Cloud framework for workload distribution, a mobile
application and a web dashboard for data visualization, and the Kafka message
broker, which receives JSON files with data from the sensors, which, therefore,
are stored and persisted in a MongoDB database. During the evaluation, they
took measurements and collected data in Rangiora on the South Island of New
Zealand. Considering the continuous tracking of the mobile device’s location,
they also measured mobile battery consumption within different parameters to
assess the potential for battery drain.

3 Methods

This section outlines the methods and approaches employed to investigate inte-
grating intelligent technologies and data-driven solutions to address pollution
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quality, explicitly focusing on air pollution and temperature and humidity in the
context of smart cities. It also highlights the methodology used to explore the
role of smart cities in promoting sustainability and mitigating risks associated
with pollution and disasters.

In implementing the proposed Architecture, it adopted the Agile methodol-
ogy, as its working principles align perfectly with software development projects.
In addition to being an organized process, it consists of good practices, allows
teamwork, and is open to change, giving this added value since emerging tech-
nologies are constantly evolving (IoT).

Agile methodology is a project management and software development app-
roach that prioritizes flexibility, collaboration, and customer satisfaction. The
process relies on a system of iterative development, where cross-functional teams
organize themselves to evolve requirements and solutions collaboratively.

The strengths of the Agile methodology are:

– Flexibility and Adaptability: allows teams to adapt to shifting priorities,
evolving requirements, and emerging insights;

– Customer-Centricity: regular customer feedback and involvement ensure that
the delivered product aligns closely with user expectations;

– Collaboration and Communication: Agile promotes a high level of collabora-
tion among team members, stakeholders, and customers;

– Incremental Delivery: Agile emphasizes delivering a functional product incre-
mentally in short iterations, known as sprints;

The challenges are:

– Resistance to Change: Agile methodologies require major thinking and orga-
nizational structure transformation;

– Documentation and Rigidity Concerns: traditional project management
methods often emphasize extensive documentation, while Agile favors work-
ing software over comprehensive documentation;

– Resource Allocation: Agile requires dedicated and cross-functional teams,
which may pose challenges in terms of resource allocation, especially in larger
organizations with pre-existing structures and responsibilities;

– Lack of Predictability for some Stakeholders: Agile’s iterative and adaptive
nature can be unsettling for stakeholders who are used to more predictable
timelines and deliverables. Balancing agility with the need for predictability
can be challenging;

– Dependency Management: managing dependencies between different Agile
teams or between Agile and non-Agile teams can be complex in larger
projects. Coordinating dependencies requires careful planning and commu-
nication.

The fundamental principles are:

– Individuals and Interactions over Processes and Tools: Agile prioritizes the
human element, emphasizing the importance of communication and collabo-
ration among team members;
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– Working Software over Comprehensive Documentation: Agile values deliver-
ing a functional product and encourages minimal but sufficient documentation
to support development;

– Customer Collaboration over Contract Negotiation: Agile seeks active involve-
ment and collaboration with customers throughout the development process
to ensure the final product meets their needs;

– Responding to change over Following a Plan: Agile acknowledges that change
is inevitable and welcomes it, allowing teams to adapt and respond to evolving
requirements;

– Continuous Delivery of Value: Agile aims to continuously deliver value to the
customer through incremental delivery, ensuring the first implementation of
features with the highest priority.

In conclusion, Agile methodology offers a dynamic and customer-centric app-
roach to project management and software development.

4 Architecture

This section presents the proposed architecture. The following subsections will
describe their components and their roles. Section 4 will present the architecture
of the proposed framework, while Subsect. 4.1 presents the containers supporting
the implementation of their components. Finally, the Subsect. 4.2 shows the
purpose of developing a mobile application in this context.

Figure 1 illustrates an architecture where IoT sensors establish database con-
nections. After that, an API was used to convert the sensor data into information
that the mobile and web applications could access. The proposed architecture
system designs scalability and maintainability, leveraging Docker containers to
separate various functionalities. In the proposed architecture, those sensors were
replaced as datasets to simulate the data collected from sensors. Those datasets
were defined as a single CSV file gathering all the received information from
sensors.

4.1 Docker Containers

The PoC of the present framework included three primary containers:

– Python API Container: Python is a flexible, high-level programming lan-
guage known for its readability, simplicity, and extensive community support.
It was created by Guido van Rossum and first released in 1991. Python has
become one of the most popular programming languages in the world because
it is versatile and user-friendly and has a wide range of applications. Creating
a Docker container for a Python-based API simplifies deployment, enhances
scalability, and ensures consistency across different environments. By encap-
sulating the application within a container, it was created a portable and
reproducible package that can be easily shared and deployed, making it an
integral part of modern software development workflows;
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Fig. 1. Proposed Architecture

– PostgreSQL Container: PostgreSQL is a powerful open-source relational
database management system (RDBMS). It is known for its advanced fea-
tures, extensibility, and adherence to SQL standards. Designers have crafted
PostgreSQL to handle various workloads, from small-scale applications to
large and complex enterprise systems. Dockerizing PostgreSQL provides
numerous benefits, including portability, scalability, and ease of management.
Encapsulating the database within a container creates a consistent environ-
ment that can be easily shared, replicated, and deployed across different
environments. This approach enhances flexibility and efficiency in database
management, making it a valuable practice in modern software development
workflows.

– Node.Js Frontend Container: Node.Js framework was used for front-end
development. Node.Js is a runtime environment that allows the execution
of JavaScript code on the server side-built on the V8 JavaScript runtime,
the engine that powers Google Chrome. Node.Js enables developers to use
JavaScript for both client-side and server-side development, providing a uni-
fied language across the entire web application stack. The main characteristics
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of Node.Js are Asynchronous and non-blocking events, single-threaded and
event-loop models, cross-platform, and many others. Dockerizing a Node.Js
front end offers the advantages of consistency, reproducibility, and ease of
deployment. Encapsulating the front end within a container creates a self-
contained environment that simplifies the development workflow and ensures
the application runs consistently across different environments. This approach
contributes to the efficiency and reliability of the front-end development pro-
cess in modern software development practices.

4.2 Mobile Application

Due to the significant adoption of mobile devices, it will be considered a mobile
application to report the information processed by the Firebase services, includ-
ing the level of pollutants in the air anywhere in the world. The proposed mobile
app communicates with the Firebase database to retrieve the saved data via
Wi-Fi or mobile. The development team will design the mobile application to
enable users to check information about the pollution level of a designated smart
city and access all current values triggered by the sensors, such as temperature,
humidity, ozone, carbon monoxide, nitrogen dioxide, and sulfur dioxide. Addi-
tionally, the application will include alerts that notify users if any values fall
outside the predefined range. This feature will help users to respond to any
issues that may arise quickly. Overall, the mobile application will provide users
with an easy and convenient way to ensure the health and well-being of the
inhabitants of a particular city.

5 Experimental Work

This section will describe the experimental work in implementing the PoC of the
proposed framework.

5.1 Hardware and Sensors

For this project, we utilized a Windows 11 computer with an Intel I10 processor,
16 GB of RAM and a 1 TB SSD as the host machine for the Docker containers.
We evaluated sensors’ use as shown in Table 1, where we list these components
that meet the established requirements. These sensors are electrochemical and
vary their resistance when exposed to certain gases. Internally, it has a heater in
charge of increasing the internal temperature, and with this, the sensor can react
with the gases, causing a change in the resistance value. However, as we could not
access the hardware, all the sensor values were simulated. We use the datasets
and some air Quality Sensors as shown in Table 1 for the effect. The sensors
provide accurate and timely information on pollution levels. Continuous data
transmission to a central repository involves temperature and humidity sensors;
IoT communication networks, which send data from the air quality sensors; and
data analytics, utilizing advanced tools and algorithms to process and analyze
the collected air quality data).
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– MQ-7: its function is to detect carbon monoxide in the air since it has a high
sensitivity;

– MQ-135: its function is to detect LPG, propane, methane, alcohol, hydrogen,
and smoke;

– MQ-131: its function is to detect ozone gas concentrations in the air;
– ME3-SO2: its function is to detect and measure the concentration of sulfur

dioxide (SO2) gas in the air;
– PMS5003: its function is to detect and measure the concentration of sus-

pended particles in the air. It can detect particles with diameters of 2.5 and
10.0µm;

– DHT22: its function is a combined humidity and temperature sensor.

Table 1. Eletronic Components

Eletronic Components

MQ-7 Carbon Monoxide

MQ-135 Nitrogen Dioxide

MQ-131 Ozone

ME3-SO2 Sulphur Dioxide

PMS5003 PM2.5 and PM10

DHT22 Temperature and Humidity

5.2 Procedure

A Python script was developed to acquire sensor data and simulate sensor values
similar to those of specific intelligent cities. This approach aims to improve the
system’s precision, as the script generates values for different sensors (humid-
ity, temperature, and ozone) within a realistic range. During active testing in a
simulated smart-city environment, the system gathered and stored sensor data
in the PostgreSQL database container every five minutes. Real-time notifica-
tions were sent to users through the notifications container for events such as
high-temperature alerts or significant risks to public health if one of the gases
appeared in high quantities.

5.3 Setup Guide

The pollution monitoring portal is a solution deployed using Docker containers,
ensuring each component’s streamlined and isolated environment. The portal’s
backend is developed in Flask, a lightweight and efficient Python web framework
that provides the necessary API endpoints and logic for data processing. This
backend seamlessly connects to a containerized PostgreSQL database, ensur-
ing secure and efficient data management. For the front end, it used React, a
robust JavaScript library for building user interfaces, enabling an interactive and
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user-friendly experience for monitoring pollution levels. Each component - the
Flask backend, PostgreSQL database, and React front-end - is encapsulated in
its own Docker container, ensuring easy scalability, quick deployment, and con-
sistent performance across different environments. This containerized approach
simplifies the development and deployment process, allowing for a high degree
of flexibility and reliability in the operation of our pollution monitoring system.
Docker files were used to build and run all the containers necessary for this
solution.

6 Results and Discussion

The smart city approach revolutionized how urban environments manage and
monitor environmental health. Results denote the feasibility of integrating
advanced sensors and data analytics into urban infrastructure, significantly
enhancing the capability to track, analyze, and respond to pollution levels in
different city areas.

This work found that deploying IoT sensors across various city locations has
enabled real-time air quality monitoring. This achievement allows for immediate
detection of pollution spikes, making it easier for prompt responses, allowing
authorities to take action before it is too late, and, of course, making sure that
the city in question is a safe place to live.

Considering that it used data from a dataset, it must address some points.
Once we implement this solution to its fullest potential, the collected data will
unveil significant spatial variation in pollution levels. For instance, industrial
areas will most likely exhibit higher levels of airborne particulates, PM2.5 and
PM10, whereas residential areas are more affected by vehicular emissions. More-
over, we could look into the times of the day when the levels are higher or spiked.
Let us think about rush hour and the number of cars that will be all at the same
spot emitting pollutant gases into the atmosphere, or perhaps specific activities
on a particular day that can also cause that spike, and that indicates a strong
correlation between human activities and pollution levels.

It is also possible to check the green areas and stricter environmental regu-
lations that will lower pollution levels, underscoring the effectiveness of urban
planning and policy interventions.

Overlaying pollution data with public health records will reveal a clear cor-
relation between high pollution periods and increased respiratory and cardiovas-
cular conditions among the city’s population.

With all of these findings, some points should be highlighted. The dynamic
nature of pollution emphasized by real-time monitoring underscores the need
for equally dynamic policy responses. This policy should be adaptable, based
on real-time data, to manage environmental health risks effectively, a severe
problem in today’s society.

Given that this analysis can help us determine the time and place of higher
pollution levels, it can also help us with strategies and interventions to fight
back, such as implementing traffic control measures or enriching the available
public transportation data to the population.



168 D. Silva et al.

With all this data and knowledge, using the right tools can improve the future
of urban development and environmental health.

Making pollution data available through online portals is also possible,
promoting transparency and enhancing public engagement. Educating citizens
about pollution levels and health implications can lead to more environmentally
responsible behavior. Moreover, it will be possible to involve the collaboration
of multiple sectors, such as the government, private industry, and community
groups, to implement and develop sustainable solutions.

Fig. 2. Temperature chart

As shown in Fig. 2, the temperature stayed more or less the same throughout
that period. However, if the temperature drops for some reason, it is possible to
pinpoint where it happened and the time, making it easier to detect the eventual
incident.

It also analyzed PM2.5 and PM10, which refer to airborne particles that have
significant implications for human health, primarily air quality. PM2.5 particles
are finer and can enter deep into the respiratory system, posing a potential health
risk. They may carry pollutants such as heavy metals and organic compounds
that could be inhaled daily without realizing them, leading to poor quality of
life. These particles come from combustion processes and industrial emissions.

As denoted in Fig. 3 the curve of particle PM2.5, and throughout five days,
the level of this particle in the air was altering. On a specific day, this level spiked.
With this, it is possible to find out what happened that day and determine the
cause for this rise, helping us reduce this level for a better quality of life.

Fig. 3. PM2.5 and PM10 levels
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The PM10 particle can also indicate poor air quality, and when inhaled, it
can cause respiratory and cardiovascular issues.

As presented in Fig. 3, the level of the particle PM10 also increased in the
same time frame that the PM2.5 increased, which means that these two particles
are related, and both will cause harm to our lives. With our solution, we can
notice this issue and find a way to reduce pollution. This portal gives us a tool
and helps us to pinpoint the cause of this level increase.

7 Conclusion

This work proposed a framework aimed at increasing the efficiency of reducing
pollution levels through IoT technologies, such as real-time air quality sensors,
IoT networks, and data analytics components able to be deployed in container
virtualized environments to generate accurate and timely information about pol-
lution levels. This way, it will be possible to support administrators on informed
decisions to mitigate its impact at scale.

The proposed approach aims to increase awareness and reduce pollution in
living spaces. This way, it is possible to support defining appropriate actions on
monitoring environments and contribute to improving human health in cities.

In future work, it is intended to scale this solution by using Kubernetes.
Although Docker allows efficient management of every component by deploying
them into different containers, in Kubernetes, it would be possible to manage an
even more significant number of containers in the container runtime. Moreover,
the frontend can be extended by increasing the diversity of graphs to improve
the insights from generated and collected data.

Moreover, in the future, we aim to demonstrate the applicability of the pro-
posed framework under more realistic scenarios by using physical sensors, col-
lecting data from the air quality, and subsequently carrying out a more truthful
analysis.
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Abstract. The discourse on the essential factors determining the survival of mod-
ern organizations has firmly placed digital transformation in a prominent and piv-
otal role. Some of these elements naturally include the strategic management of
organizations for value creation. This study uses a bibliometric analysis method
to explore the dynamic interaction between these essential elements in the digital
transformation era. This research seeks to elucidate evolving trends, emerging
paradigms, and key insights related to value creation and strategic management
in digital transformation by examining a wide range of academic literature. Web
of Science (WoS) database is used to obtain sample documents. The analysis was
conducted using VOSviewer software (version 1.6.20), focusing on the biblio-
graphic coupling of documents and countries, which were presented as network
visualizationmaps. Five clusters were identified, and the authors defined emerging
research areas based on the information gathered.
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1 Introduction

Digitalization is creating disruptive changes in organizations, their businesses, and con-
sequently in their strategies for value creation. Digital transformation has been described
as the challenge to address the threat of digital disruption [1]. This challenge has gained
such importance that some argue that the real challenge will not be to develop new
strategies, business models, or new organizational projects but to manage the transition
between the current stage and the intended future stage through artificial intelligence
[2].

The literature addresses the digital transition from various perspectives and asso-
ciates this theme with organizational value creation and strategic management. Vial [3]
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states that digital technologies trigger strategic responses from organizations seeking to
alter their paths of value creation while managing structural changes and organizational
barriers that affect outcomes. Additionally, proponents argue that digital transformation
facilitates significant improvements in organizational efficiency and customer engage-
ment,making it an appropriate tool for value creation [4]. At the level of businessmodels,
researchers also mention that digital transformation leads to creating new distribution
channels, enabling value creation for the customer [5].

Yar Hamidi [6] addresses the analysis of the value chain and its underlying belief that
all activities of a company must be analyzed and quantified for the contribution each
brings to build and ensure a competitive advantage. Naturally, digital transformation
will be in this path, as if we consider Porter’s value creation model [7], encompass-
ing a company’s infra-structure, procurement, inbound logistics, operations, outbound
logistics, marketing and sales, services, human resource management, and technology
development, we presume that digital transformation can be a pivotal point in the value
creation process.

Goedhart and Koller [8] even consider digital transformation the ultimate value-
creation process in the long term. Theymention that the desired benefits of more efficient
customer engagement, optimized operational costs, employee empowerment, and even
transformation of products/services through digital technologies facilitate value creation.

Organizations will try to adjust to a “new normality [9]”, influencing and changing
the environment in which they operate, identifying, creating, and exploring possibilities.
With this goal in mind, they will develop strategic management approaches that consider
digital transformation aimed at value creation.

Digital transformation represents a specific type of change to the organization’s
strategy [10] as it can alter the value creation, potentially even contributing to changing
the organization’s scope. Digital transformation necessitates significant organizational
changes guided by digital technologies, leading to profound organizational strategies
and routine alterations [11]. In this framework, digital transformation is not merely a
technological process but a broader investment in skills, projects, and infrastructure [12].
It is worth noting that even in the presence of technology, expected results are often not
achieved due to deficiencies in organizational practices and individuals’ resistance to
change [13]. Therefore, organizations must manage technology knowledge to facilitate
digital transformation initially and subsequently generate value. This fact is significant
and varies from one organization to another. The acceptance of SMEs for technologies
related to digital transformation is lower when compared to larger organizations [14].

Considering the literature underpinning the importance of digitization in value cre-
ation and its impact on strategic management in organizations, the main objective of
this study is to enhance our understanding of digital transformation and its effect on
organizations’ strategies for value creation.

2 Research Methodology

This study comprises quantitative and qualitative analyses in the form of a bibliometric
analysis and a Systematic Literature Review (SLR). The bibliometric analysis is a quan-
titative technique involving the visual and logical analysis of articles and evaluating,
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mapping, and identifying structural patterns within a research domain using mathemat-
ical models, visualization clusters, and algorithms [15]. Bibliometric analysis involves
the assessment of scientific publications, patents, and conference proceedings using
various indicators (such as co-authorship, co-occurrence, citations, and bibliographic
coupling, among others). Applying these methods, researchers can identify influential
research works, prominent authors, and connections within a specific research field.
A systematic review adheres to standardized methodologies/guidelines in formulating
and exploring a research question, systematic searching, filtering, reviewing, evaluat-
ing, interpreting, synthesizing, and reporting findings from multiple publications on
a topic/domain of interest [16]. This research will apply bibliographic coupling by
documents and bibliographic coupling by countries.

To better understand trends in organizations’ strategies for value creation through
digital transformation, we utilized a consolidated approach, the PRISMA protocol
(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) [17].

The research was conducted on the Web of Science database in February 2024,
considering the following search terms: “Digital Transformation”, “Value Creation”, and
“Strategy” in the Topic field, resulting in a total of 190 papers. Subsequently, we applied
successive criteria, including document type (paper), language (English), and research
areas “Business Economics, Computer Science, and Engineering and Operations”. The
combination of all criteria resulted in a total of 72 papers.

The selected research areas have a direct relevance to the search terms “Digital
Transformation”, “Value Creation”, and “Strategy”, as identified in the literature [18].
These areas are fundamental to understanding how organizations implement technologi-
cal changes, compete in markets, and revise their strategies for value creation. Although
the database offers other areas that may have some indirect relevance, we chose the men-
tioned areas because we consider them to have a direct and comprehensive connection
with the concepts in question.

The authors attempted to answer the following Research Question (RQ): What is
the current development of the literature on digital transformation concerning value
creation and management strategy?

3 Bibliometric Analysis

In order to address the research question, descriptive statistics were analyzed from
research articles, beginning with the distribution of papers per year. The distribution
of papers published yearly in a given research field provides an overview of research
trends and can offer insights into potential future trends.

Refining according to the established criteria and after applying the PRISMA pro-
tocol, we obtained 72 papers distributed, as shown in Fig. 1. As can be seen, there was
a significant increase from 2017 onwards, surpassing 40 papers in more recent years.
In the research areas of “Business Economics, Computer Science, and Engineering
and Operations”, there is some expression starting from 2017, with a boom occurring
from 2020 onwards. This evolution explains the current high interest in using the terms
“digital transformation”, “value creation”, and “strategy/strategies”. With the growth of
publications, the number of citations naturally increases, albeit with a delay.
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Fig. 1. Number of papers by year. (papers – with criteria application). Source: WoS Database

As can be observed, the choice of research areas “Business Economics, Computer
Science, and Engineering and Operations” proved to be appropriate as they represent the
most significant percentages of available areas before the application of criteria (Fig. 2
a). Notably, the analysis considers that more than one research area may be present in
the same paper. Regarding the chosen research areas, the Business Economics area is
present in about 93% of the papers after applying criteria’s (Fig. 2b).

Fig. 2. Documents by subject (papers – a)without criteria application b)with criteria application).
Source: author’s own creation

The authors conducted a content analysis to provide a more comprehensive under-
standing of the leading research areas resulting from applying criteria to the 72 papers
related to the RQ. Thus, the authors identified a research focus for each cluster, defined
through bibliographic coupling analysis per document using VOSviewer [19] to map
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research areas and related articles. We considered a minimum of two citations as mini-
mal for solid relationships between branches, and we did not limit the cluster sizes. The
bibliographic coupling strength of two articles is the number of elements in the inter-
section of their reference lists. As a result, we obtained a total of 46 strong connections
resulting in 5 clusters. In Fig. 3, clusters are formed based on articles determined by
author keywords. This analysis acknowledges articles that have made important intel-
lectual contributions in the areas of the RQ. We will delve further into these clusters in
the SLR, which we will address in Sect. 4.

Fig. 3. Bibliographic coupling by documents. Source: Authors’ own creation

Research found a total of 118 countries as the origin of the published documents.
The majority of publications were produced in Germany (18), Italy (12), the United
Kingdom (7), Finland (6), the USA (6), Brazil (5), PRC (5), and Sweden (5).

4 Systematic Literature Review (SLR)

Following the results of the SLR content analysis and after a brainstorming session and
a content analysis process, a final configuration of groupings for these research areas
was defined, resulting in 5 clusters (Fig. 3).

Cluster 1 (red): Strategic Management in Digital Transformation
Cluster 2 (green): Emerging Trends in Digital Entrepreneurship and Sustainability
Cluster 3 (blue): Digital Capabilities and Business Model Innovation
Cluster 4 (yellow): Digitalization of SMEs
Cluster 5 (purple): Value Creation through Innovation

Cluster 1: Strategic Management in Digital Transformation
In this cluster, is outlined a scenario where organizations face significant challenges in
the era of digital transformation. They explore management strategies aimed at guiding
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organizations through this complex and ever-evolving process. By discussing aspects
such as business model innovation, adoption of digital technologies, and development of
digital capabilities, the articles highlight the importance of a strategic and results-oriented
approach in managing digital transformation.

Cluster 2: Emerging Trends in Digital Entrepreneurship, and Sustainability
This cluster focuses on the intersection between virtual entrepreneurship and sustain-
ability, highlighting the emergence of new ventures that utilize virtual technologies to
address demanding social and environmental situations. The papers within this cluster
analyze the evolving landscape of social entrepreneurship, the role of digital systems in
promoting sustainable practices, and the ability of solutions to promote financial inclu-
sion and environmental responsibility. By exploring how digital innovation intersects
with sustainability needs, this cluster offers insight into the future of entrepreneurship
with an emphasis on profitability and social impact.

Cluster 3: Digital Capabilities and Business Model Innovation
At the heart of this cluster lies the exploration of digital capabilities and their role in driv-
ing business model innovation. The articles within this cluster investigate how organiza-
tions harness big data analytics, dynamicmanagerial capabilities, and digital platforms to
transform their business models and create value in an increasingly digital landscape. By
emphasizing the importance of agility, customer-centricity, and organizational learning,
this cluster provides actionable insights for companies seeking to thrive amidst digital
disruption and capitalize on new opportunities for growth and competitiveness.

Cluster 4: Digitalization of SMEs
Focused on small and medium-sized enterprises (SMEs), this cluster delves into the
unique challenges and opportunities associated with digitalization and transformation.
The articles inside this cluster observe elements influencing SMEs’ adoption of digi-
tal technologies, the role of entrepreneurial persistence in using digital transformation,
and the potential profits of digital platforms for increasing market competitiveness. By
addressing issues such as resource constraints, regulatory compliance, and skill devel-
opment, this cluster offers practical guidance for SMEs navigating the complexities of
digitalization and leveraging technology for sustainable growth.

Cluster 5: Value Creation through Innovation
In this cluster, the spotlight is on value creation through innovation and digital
transformation across various sectors and industries. The articles within this cluster
explore omnichannel practices for enhancing customer value, the evolution of social
entrepreneurship in the digital age, and the drivers of successful digital transformation
initiatives. By highlighting the interconnectedness of technology, strategy, and societal
impact, this cluster underscores the importance of embracing innovation and digitaliza-
tion as drivers of value creation and competitive advantage in today’s rapidly evolving
business landscape.

An interesting note is that, among the analyzeddocuments, the oneswith the strongest
links are associated with the digitalization and transformation of SMEs (Table 1). This
situation highlights a considerable trend closer to the digitization and transformation
of SMEs despite fewer articles on this subject matter than different clusters diagnosed
within the evaluation. This observation also may indicate a growing recognition of the



Value Creation and Strategic Management 177

Table 1. Main contributions for each cluster.

Cluster Main References Average total link strength per
cluster

Cluster 1: Strategic Management
in Digital Transformation

[20–22] 52,8

Cluster 2: Emerging Trends in
Digital Entrepreneurship, and
Sustainability

[23–25] 39,1

Cluster 3: Digital Capabilities and
Business Model Innovation

[26–28] 68,5

Cluster 4: Digitalization of SMEs [29–31] 71,5

Cluster 5: Value Creation through
Innovation

[32, 33] 45,2

importance of digitalization for SMEs, both among researchers and in the context of
organizations.

5 Conclusions and Future Work

The bibliometric analysis of research trends in the areas of “Digital Transformation”,
“Value Creation”, and “Strategy” demonstrates that this topic has grown dramatically in
the last 3 years. During this period, “Business Economics, Computer Science, and Engi-
neering and Operations” are the predominant areas relative to the total areas available
in WoS.

The bibliometric analysis and the SLR findings enable systematizing the current lit-
erature to answer the RQ. Conducting bibliographic coupling using the VOSviewer soft-
ware allowed the determination of bibliographic coupling strength among the 72 papers,
resulting in 5 clusters in emerging areas: Strategic Management in Digital Transforma-
tion of Organizations; Emerging Trends in Digital Entrepreneurship, and Sustainability;
Digital Capabilities and Business Model Innovation; Digitalization and Transformation
of SMEs and Value Creation through Innovation and Digital Transformation.

In future work, the objective is to extend the research, optimize the analysis of the
identified clusters, and consider other criteria such as co-occurrence, co-authorship, or
co-citations to solidify further this theme that is revolutionizing society as a whole. As
a final note, it is essential to highlight that while the digitalization and transformation
of SMEs are receiving increasing attention, it is no less important to consider that other
areas, such as Emerging Trends in Digital Entrepreneurship, Sustainability, and Value
Creation through Innovation and Digital Transformation may be overlooked. Therefore,
these will be analyzed and considered in future work.
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Abstract. Wood can quickly degrade without adequate preservation
care. Several different chemicals and processes can extend the life of the
wood. These treatments bust the wood’s durability and shield it from
insects or fungi. Additionally, physical processes like drying reduce mois-
ture content, discouraging microbial growth.

In the scope of wood moisture control, this work surveys the literature
with the efforts undertaken as part of a Master’s degree in Computer
Engineering. The focus is on creating an intelligent control system to
improve control mechanisms for the natural wood drying process. This
method is acknowledged for its lower labor and energy costs but is asso-
ciated with the drawback of slower and unstable drying cycles.

This work aims to improve control over the drying process by moni-
toring and recording humidity levels in each wooden stack.

Results denote the suitability of the proposed framework in acquiring
accurate insights into the humidity levels, which is possible by triggering
alerts about any anomaly during the process. This way, the need for con-
stant on-site supervision is decreased, work efficiency is optimized, costs
are reduced, and repetitive work is removed.

Keywords: Intelligent control system · natural wood drying ·
real-time humidity monitoring · IOT · predictive algorithms

1 Introduction

Wood requires an adequate preservation care in order to avoid its degradation.
To extend its lifetime, chemicals and processes can be applied in that purpose.
Treatments can contribute to improve wood’s durability and shield it from insects
or fungi. Moreover, physical processes like drying also reduce moisture content,
discouraging microbial growth.

In the scope of wood moisture control, this work designs, implements, and
evaluates a framework supported by a control system for the air-drying process
of wood. This framework is devised to record and forecast moisture content
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throughout the natural drying process, ensuring optimal humidity levels during
chemical treatment.

This section provides a comprehensive context for each crucial aspect, from
the treatment method, chemicals, and types of wood to our proposed solution,
experimental setup, and conclusions.

Copper naphthenate (CuNap) has been industrially used as a wood preser-
vative in North America for at least 100 years and is considered one of the best
alternatives due to European legislation. It’s typically used to preserve dimen-
sional lumber, utility poles, railroad crossties, posts, fences, and guardrails. Its
properties allow more efficacy against fungi and wood-destroying insects. Its low
toxicity is why it keeps gaining market acceptance and is classified as a chem-
ical for “General Use” by the US EPA. Copper naphthenate sold for pressure
treatment of wood is typically supplied as an 8% copper (as metal) concentrate
for dilution. The properties of the treating solutions are dependent on the type
of oil used as the carrier to ensure lower costs. The wood industry opts to use
water as a solvent, increasing copper content to ensure the target [1].

Pinus pinaster (pine), Eucalyptus globulus (eucalyptus) are the predominant
species used in the wood industry in Portugal, excluding Quercus suber also
known as cork oak used specifically to produce cork, Eucalyptus being a fast-
growing tree is hard to work with because of its density and hardness making it
accepting less impregnation during the treatment process, so commonly Pinus
pinaste is widely used for this type of applications by having a lower density
allowing it to dry faster and having better absorption over the other two species
[2].

Autoclave wood treatment is when chemical preservatives are forcefully
applied to wood within a pressurized vessel. This method is widely regarded
as the best and most effective approach, ensuring deeper penetration and reten-
tion of preservatives. It guarantees the retention values necessary to meet the
appropriate wood standards.

The entity responsible for developing European Standards in the field of
wood preservation is the European Wood Preservative Manufacturers Group
(WEPM). This group standardizes the Timber Use Class system, defined in
UNE EN 335, widely adopted across the timber industry. It helps determine the
appropriate timber treatment, ensuring it meets the requirements for its intended
use. The Timber Use Class system categorizes typical service situations into up
to five use classes, guiding the treatment needed for optimal performance [3].

In this work, as a reference, a User Class (UC) of 4 is considered a Penetration
Class (NP) level of 5, which means that 100% of the sapwood is impregnated
by the wood preservative. The preservative retention is a minimum of 16,7 kg of
CuNap per cubic meter of sapwood treated. Generally, wood is often dried to a
moisture content of around 20%.

In the industry, kiln and air drying are two primary wood drying techniques.
Each one presents advantages and limitations. Kiln drying is a controlled and
faster alternative that utilizes heated chambers to regulate temperature, humid-
ity, and airflow. This framework puts a strong emphasis on keeping the drying
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Table 1. Use class and typical service situations

Use Class Typical Service Situations

UC 1 Above ground, covered. Permanently dry

UC 2 Above ground, covered. Occasional risk of wetting

UC 3 Above ground, not protected. Exposed to frequent wetting

UC 4 In contact with ground or fresh water. Permanently exposed to wetting

UC 5 Permanently exposed to wetting by salt water

Table 2. Treatment recommendations for wood poles

Component Poles

User Class UC 4
Penetration Class NP 5
Reference Retention 16,7 kg
Reference Moisture Content 20%

conditions. On the other hand, the air-drying method is a traditional approach
that involves stacking and exposing lumber to natural environmental conditions.
Although cost-effective and energy-efficient, this process is relatively slow, and
the final moisture content can be influenced by fluctuations in weather conditions
(Tables 1 and 2).

IoT devices capable of monitoring the moisture levels in each stack will be
implemented to create a more efficient way to control the process. These devices
will move this data via WiFi to a mobile Android device using the MQTT
protocol. The data is transmitted to the back end, which is processed, analyzed,
and stored.

The front end, included in the mobile app, will analyze the data from the
back end and present a dashboard with the needed information by the operator
to understand if a stack is eligible to be sent to the treatment facility, with the
use of a prediction AI model, the operator will also be able to predict according
to the weather conditions when each stack reaches the optimum level of moisture.

The back-end component will analyze data retrieved from the device, pre-
senting a dashboard that consolidates information collected for each sensor.

This document is organized into five sections. Section 2 surveys the exist-
ing literature and background on intelligent control systems, wood drying pro-
cesses, and integrating sensors in industrial settings. Section 3 showcases the
proposed architecture used to implement a solution, the technical challenges,
design decisions, and implementation details. Section 4 presents the practical
setup implementation of the proposed three-layer framework. Section 5 presents
and interprets the results obtained from the experimental work, including quan-
titative data, visualizations, and comparisons with traditional methods. Finally,
Sect. 6 summarizes the essential findings and highlights potential paths for future
research and improvements to the proposed framework.
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2 Related Work

With the evolution of the Internet of Things (IoT) in wood management, there
has been a significant advancement over the last several years concerning inte-
grating IoT devices for timber moisture monitoring. This section will provide a
detailed overview of the most recent developments and associated work, showing
synergies with IoT devices and weather data to effectively monitor water content
in wood stacks and predict optimum production times.

Saban, M. et al. [4] presented an IoT system for monitoring the moisture
content of wood using Bluetooth Low Energy (BLE) technology. The proposed
system comprises three main components: a compact and low-power BLE mois-
ture sensor, a wireless BLE gateway, and a cloud-based monitoring platform.
The BLE moisture sensor accurately measures the moisture content of wood
and transmits the data wirelessly to the BLE gateway. The BLE gateway is
an intermediary between sensor nodes and the cloud platform. It collects and
aggregates the moisture data from multiple sensors and relays it to the cloud
platform for real-time visualization and analysis. The cloud-based monitoring
platform provides a user-friendly interface for managing moisture data, enabling
users to monitor wood moisture levels remotely.

The performance evaluation made by J. Niklewski et al. [5] of a simple numer-
ical moisture transport model, based on Fick’s second law of diffusion, [6] as a
tool to provide input to decay prediction models when assessing the durabil-
ity of rain-exposed wood. The model is calibrated against high-resolution data
from a previous study on rain-exposed wood joints and tested against field-test
data presented by Isaksson and Thelandersson [7]. The results show that the
model can reproduce the influence of rain on the moisture content in wooden
specimens with sufficient accuracy for decay prediction. The error between the
numerical result and the measurements tends to increase at high moisture con-
tents and with decreasing temperature. However, the total error is reduced when
the moisture content history is post-processed in a decay-prediction model, as
the decay rate tends to decrease with decreasing temperature. The estimated
service life varied with depth and the different decay models.

3 Architecture

This section describes the proposed architecture aimed at optimizing the wood
drying process, outlining the core layers of the control system. Similarly to the
interior approach in the case of the work of Saban, M. et al. [4], our framework
adopts an exterior approach.
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The proposed framework is built upon a three-layer approach to enhance the
efficiency of the wood drying process. These layers include the Data Collection
Layer, Data Relay Layer, and Data Analysis Layer.

3.1 Data Collection Layer

The primary objective of the data collection layer revolves around getting pre-
cise and real-time information concerning humidity levels in individual wood
stacks. We intend to leverage low-computational-power devices strategically
placed across the storage areas, ensuring accurate data collection without com-
promising efficiency. These devices play an essential role in monitoring and trans-
mitting humidity data.

3.2 Data Relay Layer

This layer’s primary goal is transmitting collected data for later analysis. To
achieve this, our proposal involves developing a dedicated mobile application.
This application is an efficient channel, facilitating data collection and trans-
mission between the low-computing devices and the analysis layer. It ensures a
continuous flow of essential data throughout the wood drying process.

3.3 Data Analysis Layer

The data analysis layer is at the framework’s core, as it is essential for processing
and thoroughly examining the collected humidity data. Python was planned to
be used for solid data processing and detailed analysis. This layer is supported
by algorithms extracting practical insights, enabling proactive decision-making
and precise control of the wood drying process.

The three-layer, represented by Fig. 1 architecture, aims to provide a struc-
tured approach to capture, transmit, and analyze crucial data during wood
drying. This modular framework is designed to optimize operational efficiency,
reduce costs associated with manual labor, and ensure greater control over the
drying process.

The mentioned architectural structure represents a modern and integrated
approach to controlling the wood drying process. By implementing layers for
data collection, transmission, and analysis, we aim to achieve an intelligent and
efficient system for this process in the wood industry.

4 Experimental Work

Wood drying is a crucial yet slow and unstable process, incurring lower labor and
energy costs. This section explores the experimental work designed to update
this process, focusing on enhancing control mechanisms through an intelligent
system.
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Fig. 1. Three-layer architecture diagram

4.1 Contextualization

The traditional method of natural wood drying is composed of prolonged cycles
and inconsistent results. This Experimental Setup aims to establish an efficient
control system that monitors humidity levels within individual wood stacks while
using weather forecasting data for predictive analysis.

4.2 Objectives

The primary goal is to set a three-layer system gathering data collection, relay,
and analysis processes. This system is focused on implementing low-computing
devices, like Raspberry Pi, to measure humidity levels in wood stacks and relay
data effectively. Besides that, the system is focused on developing an Android
application to collect and transmit data and creating a back-end system with
Django that manages stacks, sensors, and real-time data. This experimental
setup works towards providing insights into humidity levels, optimizing work
efficiency, and reducing costs associated with manual labor.

The three-layer Experimental Setup design to optimize wood drying pro-
cesses, shown in Fig. 2, is, as mentioned before, composed of a data collection
layer, a data relay layer, and a data storage and analysis layer.

4.3 Data Collection Layer

The Data Collection Layer covers the deployment of a low-computing device.
The Raspberry Pi is strategically placed to monitor and measure humidity lev-
els within individual wood stacks. This device collects real-time data from sen-
sors embedded in the wood storage areas. Bluetooth technology transmits the
collected humidity data from the Raspberry Pi to the subsequent Data Relay
Layer. This transmission ensures the transfer of data.
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Fig. 2. Development Experimental Setup

Technical Implementation Details. Raspberry Pi Deployment for Data Col-
lection:Raspberry Pi devices were strategically located to measure humidity
within individual wood stacks and served as the foundational data collection
mechanism. These devices collected real-time data from embedded sensors in
the wood storage areas.

4.4 Data Relay Layer

The Data Relay Layer is an intermediary hub that receives normalized data from
various sensors across the wood stacks. An Android-based application is respon-
sible for processing, aggregating, and normalizing this data before transmission.

Technical Implementation Details. MQTT Library Implementation in
Android: The system’s communication and data transmission in the Android
application were facilitated by leveraging the MQTT library. This choice enabled
a streamlined and efficient data relay between sensors and the relay layer. The
usage of MQTT can be depicted in Fig. 3.

UI Construction with Jetpack Compose: The Android application’s user
interface (UI) was constructed using Jetpack Compose, providing a declarative
way to build UIs and enabling dynamic and interactive user experiences.

MVVM Model-View-ViewModel: The system’s Experimental Setup follows
the MVVM design pattern, facilitating a clear separation of concerns and enhanc-
ing the scalability and maintainability of the application.

Kotlin as Android Programming Language: The development was executed
using Kotlin, capitalizing on its concise syntax, strong type safety, and interop-
erability with existing Java code, thereby enhancing development productivity.
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Fig. 3. Android Development Experimental Setup

4.5 Data Analysis Layer

At the core of the Experimental Setup, the back-end system is developed using
Django. This layer serves as the repository for all collected and processed data.
It offers a robust infrastructure capable of managing a large amount of data,
sensor parameters, and historical records of humidity levels in wood stacks.

Technical Implementation Details. Django Back-End for Data Storage and
Analysis: The core back-end system, developed using Django, was the repository
for all collected and processed data. It offered a robust infrastructure capable
of managing vast data, sensor parameters, and historical humidity records from
wood stacks.

Django Back-End for Data Storage and Analysis using MVC: The data
storage and analysis layer leverages Django, implementing the Model-View-
Controller (MVC) design pattern. This architectural pattern within Django
ensures efficient management and organization of collected data, enhancing scal-
ability and maintainability.

In conclusion, the development of the Experimental Setup for the wood dry-
ing control system involved the implementation of a three-layer model, each
playing an essential role in the process.

The data collection layer relied on strategic Raspberry Pi deployment, ensur-
ing real-time data collection regarding humidity levels in individual wood stacks.

Utilizing the MQTT library in Android and implementing the MVVM pat-
tern in the data relay layer ensured efficient communication, smooth data han-
dling, and organized transmission. Additionally, implementing Jetpack Compose
provided a dynamic user interface.
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The data storage and analysis layer centered around Django, incorporating
the Model View Controller model to efficiently manage large volumes of data,
guaranteeing secure storage and structured analysis of humidity records. This
architecture integrates advanced technologies and robust design patterns and
aims to optimize the wood drying process.

5 Results and Analysis

This section describes the defined requirements for the system to run, and in each
layer, its implementation and evaluation details are performed to understand the
feasibility of the proposal.

5.1 Defining the Requirements

The requirements are defined as a particular value or minimum level confirm-
ing that the generated results are valid and imposed by the limitations. Vari-
ous requirements are set according to each layer, and each aims to confirm the
expected result.

Take, for example, a one-hectare drying area. Wood stacks can range from
2 m used for fences to 12 m in length (used for telephone poles). It is, therefore,
considered that the average occupancy value of a stack at any given time is
14 m2. For natural drying to take place using the air-drying method, one m2 is
required for air circulation.

Considering the WiFi sensors available on the market at affordable imple-
mentation costs, the WiFi 5/802.11ac standard was used. Given the maximum
performance of 92 linear meters of range, with the natural obstacles created by
each stack, a value of 90 m2 of the relay system range is deemed appropriate [8].

We conclude that each stack’s average occupancy is 16 m2 and that the
average Wi-Fi sensor covers an area of 90 m2. With this, the physical limitations
outline the requirements can be estimated as in Table 3.

Table 3. System requirements

Requirement (Rq) Value

Number of sensors (NoS) 1250
Sensors near relay (SnR) 12
Reads per day (RpD) 15000
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These three values will serve as the foundation for the subsequent section.
To substantiate the presented values, each calculation has been conducted using
the following formula:

– NoS = 1 hectare/16 m2 per stack.
– SnR = 90 m2 Wifi range/16 m2 per stack.
– RpD = NoS * 1 read per 1 h * 0.5 coverage.

The final formula used the average value of one reading per hour, consid-
ering the gradual process of wood drying, which spans up to six months. This
timeframe is deemed appropriate and can be shortened if necessary.

5.2 Data Collection Results and Evaluation

In this phase, we get into the outcomes of our data collection efforts and eval-
uations aimed at implementing the outlined system requirements. This stage
played a crucial role in validating the feasibility of the proposed system, rely-
ing on observed data and calculations to support the initial specifications. The
objective was to assess the practical approach of the defined system requirements
through a meticulous data acquisition and analysis process.

This section addresses three key aspects: determining the number of sensors
required, establishing their proximity to the Wi-Fi relays, and defining the fre-
quency of data readings. Careful computations supported by real-life situations
have been performed to ensure the effective operation of our system within its
designated area.

We focus on testing each sensor’s ability to collect, store, and relay data to
validate the system’s capacity to meet the specified requirements. The upcom-
ing test case specifically aims to confirm the system’s capability to manage a
substantial volume of stored data. It is worth noticing that data quality is taken
for granted by the sensor vendor, and the relay aspect will be addressed in the
subsequent test case.

This test is conducted from the perspective of a sensor without any connec-
tion. All recorded humidity values are stored and will be published when a new
connection to a broker becomes available.

As depicted in Fig. 4, a sample of 1000 readings taken by the sensor was used
to verify the system’s capability. The disk space and time for each read and write
were recorded. As a result, an average usage of

– Disk space per message: 143 kb
– Average read and write time to disk: 6.25 ms
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Fig. 4. Messages relay stress

5.3 Data Relay Results and Evaluation

The data relay layer, implemented in Kotlin and assisted by Moquette’s
lightweight JWM implementation, serves as an MQTT broker within an Android
application. This application runs on a Helio G95 platform supported by
2× 2.05 GHz & 6× 2.0 GHz processors and 6 GB of RAM. The leading hard-
ware and software configurations used to run the proposed system are shown in
Table 4.

Table 4. Data relay hardware and software configurations

Item Version

OS Android 13
Chipset Mediatek MT6785V/Helio G95
RAM 6 GB
WLAN Wi-Fi 802.11 a/b/g/n/ac

Scalability. Since we focus on processing many connections and data transfer,
we evaluated our framework concerning scalability and throughput, considering
the increasingly connected sensors.

Figure 5 shows the efficiency result comparing the processing time and the
number of connected clients. It’s expected that with the increasing number of
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Fig. 5. Clients connection stress

clients and data transference, the amount of processing time and resources used
will also rise. However, the proposal can accommodate a huge number of con-
nections compared to what is needed by the requirement threshold. To prove
this, the requirements are multiplied by 100 in the test case presented, thus
guaranteeing the application’s behavior regarding many connections.

The trial was completed in 5.8 s, with the ability to connect more than 100
clients per second. The average processing capacity used was around 27%, with
each client connected to the broker using approximately 10kb of memory.

Throughput. With the last test, it was possible to prove the framework’s
capability to handle many client connections. The next step is to assess the
system’s ability to transport the data published by each client. The Throughput
test is run with the help of a client that connects and subscribes to the messages
published by each sensor.

To validate the ability to meet the minimum requirements, each sensor
publishes 100 messages at each 100-millisecond interval. The test is performed
through threads that execute simultaneously to simulate simultaneous message
publication between sensors. Additionally, in the middle of the test, the broker
is turned off for 2 s to imitate the adverse conditions to which the application
will be subjected.

The results of this test are presented in Fig. 6. They denote the transaction
capacity of around 550 messages per second, with an average processing capacity
utilization of 45%. A total of sixty thousand messages were transmitted during
the test, which concluded in 13.1 s, including a two-second interruption in the
transmission service.
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Fig. 6. Messages relay stress

6 Conclusions and Future Work

The proposed framework has been proven to cover the implementation require-
ments, demonstrating robust quality in all evaluated aspects.

The architecture revealed remarkable scalability, allowing it to efficiently fit
the demand for different volumes of data or answer clients. In addition, the
resilience of the system to data loss during collection and transactions was excel-
lent, guaranteeing the integrity of the information throughout the process.

The results obtained from the analysis of the predictive models reinforced the
system’s effectiveness, consolidating its ability to provide accurate and valuable
forecasts for the operators. In this way, the proposed solution not only met
expectations but exceeded them, standing out as an efficient framework.

The provided architecture implements a solution to the problem presented,
and with the increasingly low cost of sensors available on the market, the possi-
bility of implementation arises. The system itself also serves as an example for
the implementation of other similar systems involving data acquisition, process-
ing, and presentation.

6.1 Future Work

Implementing this Proof of Concept of the proposed framework only gathers
the necessary steps. However, several improvements must be considered before
being deployed in an industrial environment. They range from improvements
regarding energy savings, data transition performance, or even enhancements in
the analysis of the data collected.
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A low-power Bluetooth data transition protocol could be implemented
between the first two layers of the system, thus achieving considerable energy
savings in each sensor. Another option could be to use the ZigBee Protocol to
transition between the sensors, allowing for a constant data flow.

The data analysis layer cannot only consider the weather forecast. Other
factors include the speed at which the pile is drying up to the time the forecast
is computed. It will subsequently consider the season in which the drying is
taking place. The implementation of live data via the MQTT protocol can also
be considered in this layer.

The mobile application can be expanded by creating a native implementation,
allowing the sensors to be configured by proximity, or by subscribing to the
MQTT server to launch alerts for sensor failures or stacks with proper humidity
for treatment.
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Abstract. The increasing demand for digital services and cloud computing has
brought the problem of energy consumption of datacenters and the quest for inno-
vative solutions. Among the emerging approaches, free cooling stands out as a
promising technique that allows a significant advancement in the operational effi-
ciency of datacenters, contributing to environmental sustainability. The objective
of this work is to detail the development of an IoT solution for monitoring the
physical space of a datacenter, with the main purpose of evaluating solutions that
led to a reduction in its energy consumption, through the implementation of free
cooling. We intend to monitor the energy consumption, temperature and humidity
inside and outside the datacenter. The data will be collected by sensors that are
connected to ESP-32 microcontrollers, sent via Wi-Fi, using the MQTT protocol,
to Amazon Web Service (AWS) IoT, stored in AWS DynamoDB, processed and
presented in a web application. We concluded the first phase of development of
the proposed IoT solution with the construction of a prototype and a feasibility
study analysis.

Keywords: datacenter energy efficiency · free cooling · IoT solution · AWS

1 Introduction

In recent years,Web 2.0 and cloud computing have changed the paradigm of the internet.
The web has evolved from being just a hypertext system to a complex ecosystem, com-
posed of billions of nodes from countless distinct entities distributed across the planet.
The demand for cloud services has substantially increased, primarily due to the low cost
when compared to the classical system. It is predicted that the global datacenter market
will reach $143.4 billion USD by 2027, with a 13.4% global growth rate compared to
$59.3 billion USD in 2020 [1]. This significant growth directly impacts global energy
consumption, and efforts have been made to improve the energy efficiency of equipment
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and infrastructures. Major technology firms are increasingly acknowledging the inher-
ent benefits of high-latitude Arctic regions for datacenter placement. These areas offer
abundant renewable energy, along with naturally cold air and optimal humidity levels.
Rather than relying on artificial cooling methods, modern datacenters are strategically
designed or being constructed to leverage local weather patterns, aiming to minimize
energy consumption associated with cooling systems.

The paper is structured as follows. In Sect. 2, we address the state of the art, where
we discuss the problem, the proposed solution, an exploratory analysis of the solution’s
feasibility, and related work. In Sect. 3, we delve into the system design, referencing the
development methodology and requirements analysis. Section 4 covers system develop-
ment, presenting the architecture and the different components comprising it. In Sect. 5
we outline the tests and results obtained. Finally, in Sect. 6, we present the conclusions.

2 State of the Art

The increasing demand for digital services has brought energy consumption of datacen-
ters and the quest for innovative solutions to mitigate their environmental impact and
associated operational costs to the forefront. Among the emerging approaches, free cool-
ing stands out as a technique that utilizes external air to cool equipment, reducing reliance
on conventional cooling systems and consequently lowering energy consumption. This
strategy not only represents a significant advancement in the operational efficiency of
datacenters but also contributes to the environmental sustainability of the technology
industry.

2.1 The Problem: Energy Consumption of a Datacenter

A datacenter is a physical facility designed to centralize the technological resources of
one or more organizations. It provides physical security, electrical power, cooling, and
network infrastructure to the IT equipment housedwithin it. The equipment housed in the
datacenter, in turn, provides processing capacity, storage, and network communication.
Therefore, a datacenter can be defined as a facility with all the necessary resources for
the storage and processing of digital data and its supporting areas [2].

Energy in datacenters is consumed by two main categories of equipment: IT equip-
ment and the infrastructure supporting IT equipment, which provides the thermal envi-
ronment necessary for the operation of IT equipment [3]. Between 2010 and 2018,
energy consumption of datacenters in the EU28, calculated using the Borderstep Insti-
tute model, increased from 53.9 TWh/a to 76.8 TWh/a. In 2018, the energy consumption
of datacenters accounted for 2.7% of total energy consumption in the EU28 [4].

Within a datacenter, we can distinguish between the energy consumption of IT com-
ponents (servers, network, storage, etc.) and the energy consumption of the infrastructure
itself (cooling, redundancy, etc.). During the period under analysis, the energy consump-
tion of IT equipment increased by approximately 65%, from 26.5 TWh/a in 2010 to 43.8
TWh/a in 2018. During the same period, the energy consumption of the infrastructures
increased by only about 20%, which translates into an effective improvement in energy
efficiency. The average value of PUE (PowerUsageEffectiveness) in theEU28decreased
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from 2.03 in 2010 to 1.75 in 2018 [4]. Among the various components of a datacenter,
air conditioning and other cooling systems are among the largest energy consumers.

The datacenter is installed at the School of Technology of the Polytechnic Insti-
tute of Guarda and serves the Agency for the Development of the Information Society
and Knowledge (ADSI) and the Polytechnic Institute of Guarda. It comprises 12 racks
housing IT equipment, each powered by 2 independent circuits and backed by 2 UPS
units. Power is sourced from the grid or a generator during outages. Presently, there’s
no available estimate for the annual energy consumption.

2.2 The Solution: Free Cooling

Cooling equipment is critical in a datacenter. Heat dissipation is a determining factor for
the availability and reliability of hardware. Traditionally, datacenter cooling relies on
air conditioning systems based on mechanical refrigeration. The energy consumed by
the cooling system represents between 30 to 50% of total consumption [5]. Free cooling
involves using natural climate to cool the datacenter, as opposed to the more traditional
method using conventional systems like air conditioning [6]. Direct free cooling is the
simplest. It is an effective method that improves the energy efficiency of datacenter
cooling systems, taking advantage of the cooler external air. Air ducts, fans, and filters
enable the effective use of external air to fully or partially replace air conditioning
cooling [7]. The conceptual principle of free cooling is to use external air as a cooling
source, taking advantage of naturally lower temperatures available in certain regions
and times of the year. Utilizing favorable weather conditions to reduce the need for
traditional mechanical refrigeration systems enables more efficient energy use, reduced
operational costs, and a lower carbon footprint for datacenters [8, 9].

Free cooling techniques in datacenter cooling have been widely used around the
world. Cloud data centers are increasingly being built in cold, dry areas, or near bodies
of water, utilizing free cooling systems like dry coolers for access to cold air or water.
For instance, Iceland has emerged as one of the world’s most cost-effective locations for
data centers due to its favorable climate [10]. In 2011, Google established a datacenter in
Hamina, Finland. It is one of Google’s most advanced and efficient datacenters. It uses
seawater from the Bay of Finland in the cooling system and will be powered by 100%
renewable energy. In 2013, Facebook installed a datacenter in Sweden, utilizing outside
air to cool servers and repurposing excess heat to warm office spaces [11]. In 2016,
they announced plans to install a new datacenter in Ireland [12]. In 2018, the Microsoft
Project Natick team installed a datacenter off the coast of the Orkney Islands (Scotland),
117 feet deep on the seafloor [13].

2.3 Exploratory Viability Analysis of the Solution

The Advanced Computing Laboratory at the University of Coimbra installed a free cool-
ing system in its datacenters. When outside temperatures are lower than inside temper-
atures, the datacenter utilizes cold ambient air for equipment cooling. This free cooling
system resulted in an energy saving of approximately 90 MWh/year, corresponding to a
reduced PUE by 0.2 points, while providing similar environmental conditions to the old
system (same temperatures). The installation costs of the system were around e6,040.
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Taking into account the financial incentive, the payback period was estimated to be about
one year [4].

Our datacenter is located in the city of Guarda. Based on the data collected from
the IPMA Portal [14], we conducted a comparative study between the normal air tem-
peratures in the city of Guarda and the city of Coimbra, for the period between 1981
and 2010. The objective was to establish a comparison regarding normal temperatures,
per month of the year, in each city. Throughout the study period, temperatures remained
consistently lower in Guarda. In the graphs of Fig. 1, we can observe that the average
number of days with a maximum temperature exceeding 25 °C is significantly higher
in Coimbra. For example, in July in Coimbra, 25.4 days had a maximum temperature
above 25 °C and 9 days above 30 °C, while in Guarda, in the same month, 20.1 days had
a maximum temperature above 25 °C and 8.4 days above 30 °C. We can also observe
that Guarda had 34 days per year with a minimum temperature equal to or below 0 °C,
while Coimbra had only 5 days. Furthermore, the number of days with a maximum
temperature exceeding 25 °C is lower in the city of Guarda, with 41 days compared to
117 days in the city of Coimbra.

Fig. 1. Average Number of Days, Climatological Normals 1981–2010 - Guarda

Taking into account the observed data and comparing it with the case of the Univer-
sity of Coimbra, and assuming that the equipment should be maintained at a temperature
below 25 °C, we estimate that our datacenter could operate on free cooling for approx-
imately 240 days per year. With a similar investment, it would be possible to achieve a
reduction of around 66% in energy consumption spent on cooling, representing 26.4%
of the total consumption.

3 System Design

At this section we address the design of the system and how the choice of a struc-
tured development methodology provided us with effective development and an effi-
cient response to the proposed challenges. We also reflect on requirements analysis and
system characterization.
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3.1 Development Methodology

Implementing a free cooling system in a datacenter can be a technical challenge with
some complexity where it would be very easy to lose objectivity without an efficient
developmentmethodology. TheAgile Scrummethodology has stood out for its efficiency
in structuring and managing Internet of Things (IoT) projects [15]. It offers flexibility
and adaptability, through iterative processes, which enable a quick response to changes in
project requirements. In the specific context of this project, by adopting thismethodology,
we were able to divide the project into short sprints, which allowed us to continuously
assess progress, integrate new features and make recurring adjustments. We were able to
optimize the entire implementation process, allowing quick adaptation to changes and
efficient collaboration. We divided the project into four weekly sprints, with the aim of
producing tangible improvements in each of them. The defined routine includes daily
meetings to evaluate progress, adjust strategies and carry out micro tests. The process
was necessarily iterative and based on constant adaptations.

In the first Sprint the main objective was the integration of humidity, temperature,
electric current and voltage sensors with the microprocessor. The sprint 1 backlog
included tasks such as defining the sensors to be used, defining what data would be
collected and developing the corresponding code for implementation. During the Sprint
the focus was placed on the efficient implementation of the sensors and the development
of the code to collect and process the data obtained by them.We carried out tests to ensure
the accuracy of the collected data. Daily meetings were used to evaluate progress, adjust
strategies as necessary and carry out micro tests. At the end of Sprint 1 we already had
the data collection system implemented and ready to send data to the cloud.

3.2 Requirements Analysis

The analysis of functional and non-functional requirements was carried out to ensure
that all specificities of the system were defined. With functional requirements we define
the critical functionalities that the system must offer, with non-functional requirements
we define the characteristics that could facilitate the use and accuracy of the system. We
consider that the ubiquity of the system gives it efficiency in different scenarios.

The developed system presents characteristics of a ubiquitous system. It is context-
aware because it is aware of its surroundings as it is capable of measuring temperature,
measuring humidity and detecting whether the datacenter door is open or closed. It
has an implicit interaction (iHCI) because it is capable of carrying out interactions
implicitly and naturally, sending alerts to users automatically and without the need for
direct intervention. It is distributed because it is made up of several modules connected
together in a network. It is intelligent because itmakes useofweather forecasts to estimate
free cooling duration for the upcoming days. It is autonomous because it has the ability
to autonomously decide when to activate the refrigeration systems and humidity control
systems.

Functional Requirements. The system must monitor and control the temperature
inside the datacenter and activate the cooling systemwhen the inside temperature exceeds
25 °C.When the outside temperature is at least 5 °C lower than inside, free cooling starts.
Otherwise, the air conditioning turns on. The two cooling systems can never operate
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simultaneously and should only be deactivated when the inside temperature is below
22 °C. The system must send abnormal temperature notifications when the interior tem-
perature exceeds 27 °C and send an alert when it detects that the door is open. The
system must monitor and control the relative humidity inside the datacenter, activating
the dehumidifier if it exceeds 60%or the humidifier if it drops below 40%. The dashboard
must be automatically adjusted based on user interactions, organizing reports according
to descending order of access. The systemmust calculate and present an estimate of free
cooling usage based on weather forecasts for the next 5 days.

Non-functional Requirements. The systemmust carry out activation, deactivation and
alert sending actions within a maximum time of 1 min, ensuring a quick response to
environmental conditions. Temperature, humidity, voltage and current measurements
must be highly accurate in order to guarantee the reliability of the system’s actions. The
dashboard must be responsive, in order to adapt to the resolution of the different devices
used by system users.

4 System Development

At this section we address the development of the system and constituent modules.

4.1 System Architecture

The system consists of two main components: The data collection component and the
data processing component. In Fig. 2we can see a representative diagram of the proposed
architecture. Data processing is carried out using two ESP32 microcontrollers and sent
to the cloud using the MQTT protocol via Wi-Fi.

Fig. 2. Architecture of the system

The data collection component is divided into two modules. The environmental data
collection module (Environmental Control), which collects data through the SHT31
sensors and the magnetic door sensor, and the energy consumption monitoring module
(Power Monitor), where data is collected using SCT-013-030 and ZMPT101B sensors.
In the data processing component, data is submitted via the MQTT protocol to the AWS
IoT platform, stored in aNoSql DynamoDb database, processed using Lambda functions
and made available through the API Gateway to be presented in a WebApp.
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4.2 Environmental Control

The implemented environmental control system consists of SHT31 temperature and
humidity sensors, outside and inside the datacenter, and the door sensor. The data col-
lected is processed by an ESP32 microcontroller connected to 4 relays that control the
actuators: the free cooling system, the humidifier, the dehumidifier and the air condition-
ing. The SHT31 sensors provide accurate data on temperature and humidity, allowing
the ESP32 to make decisions autonomously.

The door sensor allows the system to detect and send an alert when the door is open
for more than one minute. The decision to make the environmental control module an
autonomous unit capable of acting independently of the internet connection was taken to
ensure that the system continues to function reliably even when the internet connection
is not available. The four relays act as electronically controlled switches to activate the
corresponding actuators. The free cooling system is activated when external conditions
are favorable, allowing outside air to refrigerate the equipment.

The need to activate the cooling systems is assessed only once every minute. As we
can see in Fig. 3, the air conditioning is activated when the internal temperature reaches
a value above 25 ºC and the outside temperature is not at least 5 ºC lower than the inside
temperature. If the outside temperature is at least 5 ºC lower than the inside temperature,
free cooling will be activated instead of air conditioning. To prevent cooling systems
from always turning on and off, a hysteresis interval of 3 ºC was defined that ensures
that the system only turns off when the internal temperature is below 22 ºC. When the
internal temperature exceeds 27 ºC, the temperature alert is activated. Whether or not
humidity control systems are activated is assessed once every 5 min. The humidifier
is activated when the internal humidity is below 40% and the dehumidifier is activated
when the internal humidity is above 60%.

Fig. 3. Activity Diagrams: a) Refrigeration system, b) Humidity control system
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The collected data is sent, via WiFi using MQTT, to the AWS Cloud IoT service
every minute. We also use a 16 × 2 LCD that allows the values to be displayed in real
time on the device. In Fig. 4 we can see the implemented system.

Fig. 4. Implemented System

4.3 Power Monitor

Data relating to energy consumption is collected using SCT-013-030 clamp meters and
ZMPT101B voltage sensors. The voltage sensors are capable of measuring electrical
line voltage and the clamp meters are capable of measuring electrical currents in a
conductor. They are accurate in measurement and non-invasive. With the combination
of these two devices, it is possible to obtain real-time data on electrical current and
voltage and calculate the energy consumption of the datacenter. On the other hand,
the voltage sensor connects directly to an analog input pin of the ADC of the ESP32
microcontroller because its output signal is a sine wave always with positive values.
The sensor’s built-in potentiometer was used to adjust the output signal, making it range
from 0 V to 3.3 V. In order to connect the current sensor to the analog input pin of the
ADC of the microcontroller, it was necessary to create an offset circuit (Fig. 5) in order
to shift the sinusoidal signal so that it always has positive values.

Fig. 5. Connection of the SCT sensor with the 1.65V offset circuit
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Similar to the environmental control module, the data is transmitted via WiFi using
MQTT to the AWSCloud IoT service every minute. The ESP32, equipped with an LCD,
dynamically displays real-time values.

4.4 Data Processor

AWS[16] is a cloud computingplatform that provides services inmore than190 countries
[17]. For this project, we opted for AWS, its services enabled us to develop an integrated
and centralized solution for data collection, storage, and accessing information. In Fig. 6
we can observe the flow followed through the AWS services used.

Fig. 6. AWS Service Flow

AWS IoT Core is a cloud service that enables IoT devices to connect to other AWS
services through a device gateway and a message broker. Registration of IoT devices
within theAWS console was required for both the “ESP32 Environment Control” and the
“ESP32 Power Monitor”. The tables to store the data were created in AWS DynamoDB.
Data is forwarded from IoTCore to DynamoDB through the creation of Rules. To access
the information stored in DynamoDB we used AWS Lambda. We created two Lambda
functions for the API backend. These functions read data from DynamoDB and use
API Gateway events to determine how to interact with that data. To create an API and
respective endpoints, we used the AWS API Gateway.

4.5 Web App

The developed Web App consumes the created API in AWS API Gateway and provides
interfaces for monitoring and generating reports. The initial interface offers a com-
prehensive view of the system with dynamic graphs of temperature, humidity, energy
consumption and alerts. Notifications are sent via email and push notifications.



EgiCool - IoT Solution for Datacenter Environmental Control 203

Fig. 7. Developed monitoring platform

Hosting is onAWSLightsail’sVirtual Private Server (VPS) instances. Figure 7 shows
the initial interface displaying real-time data graphs for inside/outside temperatures,
relative humidity levels, power metrics, and alerts for critical temperature and datacenter
door alerts. The developed platform also provides access to the reporting interface, such
as the free cooling usage estimate report based on the weather forecast (Fig. 8).

Fig. 8. Free cooling usage estimate report based on weather forecast
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5 Tests and Results

We defined 9 scenarios to test and evaluate the effectiveness and reliability of the devel-
oped system. Table 1 details the defined scenarios, presenting the specific conditions,
expected and obtained results. As can be seen, all tests passed successfully.

Table 1. Test cases to validate system operation.

Test scenario Expected outcome Obtained result

1 Check activation of free
cooling - Inside temperature
above 25 °C and outside
temperature at least 5 °C lower
than the inside temperature

Turn on FC & turn off AC Turned on FC & turned off
AC

2 Check activation of the air
conditioning - Inside
temperature above 25 °C and
the outside temperature is not
lower than the inside
temperature by at least 5 °C

Turn on AC & turn off FC Turned on AC & turned off
FC

3 Check sending of abnormal
temperature notification -
Inside temperature above
27 °C

Send abnormal
temperature alert

Sent abnormal temperature
alert

4 Check deactivation of
refrigeration systems - Interior
temperature below 22 °C

Turn off FC & turn off AC Turned off FC & turned off
AC

5 Check open door alert - Keep
the door open for more than 1
min

Send open door alert Sent open door alert

6 Check automatic adjustment
of the dashboard - With the
same user access the
“Forecast” report 5 times, 4
times to “Alerts” and 3 times
to “Temperature”

Order the reports: 1st
Forecast, 2nd Alerts, 3rd
Temperature

The reports were presented:
1st Forecast, 2nd Alerts, 3rd
Temperature

7 Check estimated free cooling
usage based on the weather
forecast - Enter weather
forecast data for 5 days and
compare the system estimate
with previously calculated
values

The system must estimate
78 h of HR use

The system estimated 78 h of
HR use

(continued)
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Table 1. (continued)

Test scenario Expected outcome Obtained result

8 Check voltage values -
Compare the voltage values
displayed on the system with
the values measured using a
multimeter

Values must have a
variation of less than 5%

235.24 V system, Measured
239.16 V, Variation < 5%

9 Check current values -
Compare current values
displayed on the system with
values measured using a
multimeter

Values must have a
variation of less than 5%

System 0.26 A, Measured
0.25 A, Variation < 5%

6 Conclusions and Future Work

We started this project with the aim of developing an IoT solution to monitor the data-
center environmental conditions and energy consumption. With the prototype, it was not
our objective to create an exact reproduction of our datacenter. The main objective was
to evaluate the implementation of a real solution, using the selected sensors and equip-
ment, or equivalents, and verify if it allows us to obtain an estimate of the reduction in
consumption. As we mentioned, the collected data is processed by two ESP-32 micro-
controllers and sent to AWS IoT through the MQTT protocol, using aWi-Fi connection.
The data is stored in a NoSQL DynamoDB database and published through APIs cre-
ated in API Gateway, also from AWS. Finally, this data is processed and presented in a
web application developed by us and hosted on AWS Lightsail. We find this approach
effective for several reasons. The equipment used is precise; the chosen cloud services
are robust, simple to use and easily scalable; the implementation cost is residual and
recoverable in a short period of time. It is important to note that, in this project, no real
data has been collected so far due to the impossibility of assembling the equipment in
the datacenter.

The choice of the case study of the University of Coimbra, was related to the sim-
ilarities, in scale, between the two datacenters, as they are geographically relatively
close.

We completed the first phase of development of the IoT solution for monitoring the
physical space of the datacenter with the construction of the prototype and feasibility
analysis. The collection of real data, for analysis and evaluation of the effectiveness of
the solution, will be carried out in the next phase. This collection will allow for a more
precise and in-depth assessment of the proposed solution, enabling data analysis and
the identification of patterns and behaviors, as well as the implementation of energy
consumption optimization strategies based on the results obtained.
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Abstract. The growing interest in autonomous security technologies and
advanced monitoring systems has driven the development of innovative robotic
solutions. This study addresses the development of an autonomous rover, named
ROID, specifically designed for the detection of people in diverse environments.
The device combines state-of-the-art sensors, such as 3D cameras and LIDAR
systems, with advanced algorithms for computer vision and artificial intelligence,
operating on a robust platform that integrates the Robotic Operating System
(ROS). ROID was developed to perform mapping tasks, autonomous navigation,
and human pattern recognition, facilitating continuous and reliable operations in
complex contexts such as industrial facilities and public areas. Test results demon-
strated the rover’s efficacy in automatically identifying and tracking individuals,
providing an essential tool for applications ranging frompublic safety tomanaging
people flow at events or commercial spaces. The integration of modular compo-
nents and scalable technology suggests broad possibilities for future adaptations
of ROID, including expansion to other applications in security and environmental
monitoring.

Keywords: Autonomous Robotics · People Detection · Computer Vision ·
Security Monitoring

1 Introduction

The evolution of autonomous security technologies and advanced monitoring systems
marks a significant milestone in our approach to managing security and public safety
in urban and commercial environments [1, 2]. These systems harness the potential
of cutting-edge technologies, including artificial intelligence, machine learning, and
robotics, to enhance our capability to monitor, analyze, and respond to various situa-
tions autonomously and efficiently [3, 4]. Such innovations are proving indispensable
in areas ranging from public safety to the management of large public gatherings and
commercial operations.
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Autonomous security technologies are fundamentally reshaping the landscape of
surveillance and monitoring. Traditional surveillance systems, which often rely on
human monitoring of video feeds, are limited by workforce, cost, and human endurance
and focus [5]. In contrast, autonomous systems offer continuous, consistent monitoring
without susceptibility to human error. These systems can analyze vast amounts of data
from various sources in real time, making them highly effective at identifying patterns
or anomalies that may indicate a security issue or operational inefficiency [6].

Moreover, the integration of machine learning algorithms allows these systems to
improve over time, learning frompast incidents and data to enhance their predictive capa-
bilities. This adaptability makes autonomous systems particularly valuable in dynamic
environments where conditions change rapidly, such as during large public events or in
busy commercial spaces [7].

The application of these technologies extends beyond mere surveillance. In public
safety, autonomous devices are used to patrol areas, recognize faces or behaviors linked
to criminal activities, and provide real-time alerts to law enforcement [8–10]. In com-
mercial settings, these systems manage the flow of people, track customer behavior,
and optimize the layout and operations of the space to improve user experience and
operational efficiency [11, 12].

Autonomous monitoring systems also contribute significantly to crowdmanagement
during events. They can analyze movement patterns, predict points of congestion, and
suggest adjustments to crowd control measures on the fly. This capability is crucial in
enhancing safety and ensuring the smooth operation of events attended by large numbers
of people.

Building on this foundation of innovative autonomous technologies, the ROID
project introduces a specialized autonomous rover designed for the detection and mon-
itoring of individuals. This rover integrates advanced sensing technology and artifi-
cial intelligence to autonomously navigate diverse environments and perform complex
monitoring tasks.

The rest of this article is organized as follows. Section 2 presents the theoretical
concepts associatedwith the topic addressed. Section 3brieflydescribes themethodology
used. In Sect. 4, the real application of the proposed methodology is shown. Finally, the
conclusion about this case study is presented in Sect. 5.

2 Background

The successful development of autonomous devices hinges on the careful selection and
integration of both software and hardware components. This section delves into the
tools and technologies that form the backbone of the ROID project, detailing how each
component contributes to the device’s capabilities.

2.1 Software Tools

The development of autonomous devices for people detection relies heavily on sophis-
ticated software tools that enable intelligent data processing and decision-making capa-
bilities. Central to this project is the use of the Robotic Operating System (ROS), which
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provides a flexible framework for writing robot software. ROS is a collection of tools
and libraries designed to simplify the task of creating complex and robust robot behav-
ior across a wide variety of robotic platforms [13–15]. For vision processing and object
detection tasks, the project utilizes OpenCV (Open-Source Computer Vision Library),
a library of programming functions aimed at real-time computer vision [16, 17]. This
library facilitates the processing and analysis of visual data, enabling the rover to detect
and track human figures effectively.

Additionally, the system employs RVIZ, a 3D visualization tool within ROS that
provides a powerful interface for visualizing the rover’s sensory information and state
[18, 19]. RVIZ aids in debugging and developing the machine’s perception and under-
standing of its surroundings by visualizing its environment and the objects within it in
real time. For remote control and access, NoMachine software plays a critical role [20].
It provides a fast and secure way to manage the rover remotely, offering capabilities for
remote desktop access, which is essential for testing and operating the rover in different
environments without needing physical access.

Moreover, machine learning algorithms implemented via Python libraries such as
TensorFlowoffer the capabilities needed for pattern recognition and predictivemodeling,
essential for adapting the rover’s behavior based on observed data [21].

2.2 Hardware Tools

On the hardware side, the ROID project integrates several advanced components to
ensure high performance and reliability in detecting and tracking individuals.

The primary sensor technology employed is LIDAR (Light Detection and Ranging),
which provides accurate distance andmapping capabilities. LIDARsensors generate pre-
cise 3Dmaps of the rover’s surroundings, allowing for detailed environmental awareness
and obstacle avoidance. Complementing LIDAR, 3D cameras are used to capture depth
information, vital for recognizing human shapes and movements within the device’s
vicinity.

The hardware setup is powered by an embedded system platform, typically an
NVIDIAJetsonboard, known for its high computational power and efficiency in handling
multiple complex tasks simultaneously. This platform supports the intensive computa-
tional needs of real-time image processing and machine learning algorithms, ensuring
smooth and responsive operation of the autonomous rover.

2.3 Integration and Implementation

The integration of these software and hardware tools is crucial for the success of the
ROID project.

By combining ROS’s versatile software environment with robust hardware com-
ponents, the rover is equipped to perform complex tasks required for effective people
detection. The software framework allows for the seamless integration of sensor inputs,
data processing, and actuator outputs, facilitating a cohesive operation of the rover. This
integration ensures that the rover can not only detect and track people in various envi-
ronmental conditions but also respond appropriately in real-time to dynamic changes in
its surroundings.
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3 Process Development

The autonomous rover’s algorithm driving is crucial to its operation, dictating how it
interacts with and navigates through its environment. This section elaborates on the
“Mapping Algorithms” such as GMapping and Explore, which are utilized to generate
detailed maps and facilitate exploration of unknown territories.

Following this, the “Navigation Algorithm” is detailed, showcasing how the rover
autonomously maneuvers and optimizes its trajectories to ensure efficient movement.
Furthermore, the “Human Body Recognition” functionality is introduced, highlighting
the rover’s capability to detect and respond to human presence, a critical feature for
security and monitoring applications.

3.1 Mapping Algorithm

This section is dedicated to environmental mapping algorithms, especially Gmapping
and Explore, and their role in the development of the autonomous rover for detecting
people. These algorithms are responsible for providing an accurate and dynamic repre-
sentation of the environment, allowing the rover to navigate autonomously and efficiently
while mapping the surroundings.

GMapping, or Grid-based Mapping, is a probabilistic mapping algorithm that uses a
grid to manually model the environment. It plays a central role in constructing detailed
maps and precisely locating the rover within this three-dimensional space. The explore
algorithm is for the rover’s autonomous exploration strategy, determining efficient routes
to cover the inspection area and optimize people detection.

GMapping
GMapping is a component that enables the autonomous rover to create probabilisticmaps
of the environment around it, which are essential for effective navigation and obstacle
detection.

The “gmapping.launch” file is central in configuring and initializing the GMapping
algorithm. This file defines crucial parameters, such as reference frames, laser scanner
reading topics, and specific algorithm settings.

The code in the “gmapping.launch” file (Fig. 1) presents the configuration and
initiation of the GMapping mapping algorithm in the project context.

This algorithm will support the construction of probabilistic maps of the environ-
ment, allowing the rover to understand its location and orientation during autonomous
operations.

The code uses arguments to promote the adaptability and customization of the algo-
rithm. Arguments, such as “base_frame”, “odom_frame”, and “map_frame”, define fun-
damental reference frames for coordination between different rover systems, ensuring a
cohesive representation of the three-dimensional environment.

Figure 2 shows an excerpt of XML (“extensible Markup Language”) code from
the “slam.launch” file. This is responsible for integrating the GMapping algorithm into
the autonomous rover’s simultaneous mapping system (SLAM). This code allows the
dynamic configuration of SLAM, enabling the selection of the specific method to be
used, being “gmapping” in this case.
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Fig. 1. Gmapping.launch code.

Fig. 2. Gmapping slam.launch.

The conditional group<group if= “$(eval slam_methods== ‘gmapping’)”> acts
as a conditional inclusion block, checking whether the selected SLAMmethod is GMap-
ping. If so, the specificGMappingfile is included in the systemusing the<include> com-
mand. The arguments passed in this block, such as scan_topic, base_frame, odom_frame,
and map_frame, customize GMapping settings according to the rover’s needs.

Explore
This algorithm enables the autonomous rover to automatically map the environment,
providing a basis for efficient navigation and detection of unknown areas.

The “explore.launch” file configures and initializes the exploration algorithm. Here,
essential parameters are defined, including reference frames, map-related topics, and
save paths. These parameters are fundamental to optimizing the rover’s performance
during its autonomous exploration operations.

The “explore.launch” file, represented in Fig. 3, supports the implementation of the
autonomous rover exploration method. In this file, several parameters are configured
to optimize the performance of the “explore_lite,” algorithm. This is responsible for
guiding the rover in identifying unknown areas of the environment.

At the beginning of the file, arguments are defined as “base_frame,” “costmap_topic,”
“costmap_updates_topic,” “map_topic,” and “map_save_path.” These arguments are
fundamental to establishing the necessary connections and providing vital information
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Fig. 3. Explore.launch code.

to the algorithm. The “base_frame” specifies the robot’s reference frame, while the
“costmap_topic” and “costmap_updates_topic” topics are related to the cost maps used
in autonomous navigation.

3.2 Navigation Algorithm

This algorithm plays a vital role in autonomous decision-making, allowing the rover to
move intelligently through the environment, avoiding obstacles and following predefined
routes.

The launch file, as shown in Fig. 4, defines the control and navigation system of the
autonomous rover.

Initially, parameters associated with nomenclature, topics and reference frames
are configured. Variables such as “cmd_vel_topic” for controlling angular veloc-
ity, “scan_topic” for reading the laser scanner and “map_topic” for the map topic
stand out. The variable “use_teb” is determined using the local planning method
“teb_local_planner,” to make autonomous decisions based on the surrounding envi-
ronment. Furthermore, specifying the “clicked_point” and “move_base_result” topics
contributes to the rover’s interaction with points of interest and to monitoring the results
of the navigation system’s actions.

As shown in Fig. 5, the rover uses maps built by GMapping or Explore. If the maps
are not updated, RPLIDAR provides new data for object detection. When identifying
a new object, the rover instantly adjusts its path to avoid collisions, ensuring safe and
responsive navigation in dynamic environments.

When identifying a new object, the rover instantly adjusts its path to avoid collisions,
ensuring safe and responsive navigation in dynamic environments.
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Fig. 4. Navigation.launch code.

Fig. 5. Result navigation.

3.3 Human Body Recognition

If humans are detected, the publishMarker function is triggered, creating and publishing
a visual marker in the topic /jetauto_1/body_marker. This visualization can be observed
in tools such as RVIZ, providing a graphical representation of the rover’s detection of
humans in the ROS environment.
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Figure 6 illustrates the inclusion of the libraries necessary to work with ROS and
OPENCV and other resources.

Fig. 6. Body_detection_node.

In Fig. 7, the marker_pub_ variable is initialized to facilitate the publication of
markers in the “body_marker” topic. This allows the visualization of markers in tools
such as RVIZ, providing a graphical representation of the bodies detected by the system.
Subsequently, the successful loading of the cascade classifier intended for body detection
is verified.

Fig. 7. Body_detection.

A cascade classifier is a trained model capable of recognizing specific patterns in
images, in this case, people. It operates in a series of stages, where each stage is respon-
sible for deciding whether or not a specific region of the image contains the object of
interest.

The efficiency of this process is critical to detection performance. An error message
is generated if the classifier load fails, alerting the problem. On the other hand, if the
loading is successful, a success message is displayed, indicating that the classifier is
ready to be applied to detect people in the image.

A previously trained cascade classifier (body_cascade_) is used to classify the image.
If a body is detected, a message “Body(ies) detected!” in the console, the i counter is
incremented, and the publishMarker function is called. The publishMarker function is
responsible for creating and publishing a visual marker in ROS.
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4 Case Study

This section presents the case study to demonstrate the capabilities of the rover developed
in this project in three operating methods: mapping (GMapping), exploration (Explore),
navigation (Navigation) including human body recognition.

Figure 8 illustrates the execution of the GMapping method. In this process, the
construction of the map is started manually.

The green map represents the construction in progress, identifying objects and walls,
and includes a representation of the rover itself. The rover’s real-time view is highlighted,
allowing the user to view their current route.

Fig. 8. GMapping method.

Figure 9 shows how the Explore method works in execution. Here, it is possible
to see how the rover performs autonomous recognition of the environment. There are
also several points related to its execution: the green circles represent unexplored areas,
indicating potential places to be covered to complete the mapping of the environment.

The purple-red color gradient indicates that RPLIDAR is in a state where it detects
objects that the rover could collide with.With this information, the rover adjusts its route
to avoid detected objects, thus avoiding collisions.

Figure 10 shows the execution of theNavigationmethod,where the user only needs to
define the desired destination point for the rover. Autonomously, the rover plans its route
and then travels it. During navigation, the rover uses RPLIDAR sensors. Even though
the map is built, if there is a change in the position of an object, the rover recalculates
its route to avoid that object. In the Figure, several markers are marked in green, each
created at the rover’s position whenever it detects a person.
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Fig. 9. Explore method.

Fig. 10. Navigation method - People detection.

5 Conclusions and Future Work

The results of the autonomous rover developed in this project demonstrate its proficiency
in navigation, object identification, and response to the presence of humans, emphasiz-
ing its potential in people detection applications. Advanced mapping (GMapping) and
exploration (Explore) algorithms, alongwith the Navigationmethod, have proven highly
effective.

These technologies enabled the rover to create detailed maps of its environment
and autonomously explore unknown areas, optimizing paths to circumvent obstacles
efficiently. Implementing the navigation method has allowed the rover to perform
routes autonomously, navigating around obstacles while operators set destination points,
providing enhanced flexibility and control during operations.

The rover’s capabilities extend beyond mere navigation and mapping. Its real-time
people detection and tracking system presents substantial advantages for security and
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surveillance applications. The rover can significantly reduce workforce costs and min-
imize human error by automating routine patrols and monitoring tasks. Its ability to
operate continuously over extended periods makes it an invaluable asset for maintaining
security in large public spaces, events, or even commercial settings where high foot
traffic is expected.

For futurework, there are several avenues for further development that could enhance
the rover’s functionality and applicability.

– Integrationwith facial recognition technology: implementing facial recognition could
allow the rover to identify individuals of interest in scenarios requiring enhanced
security measures, such as at airports or sensitive facilities.

– Improved decision-making with AI: enhancing the rover’s artificial intelligence sys-
tems could provide more advanced decision-making capabilities, allowing it to han-
dle complex interactions and adapt to more dynamic environments without human
intervention.

– Multi-rover coordination: developing protocols for multiple rovers to work in tandem
could amplify the coverage area and efficiency, creating a network of autonomous
units that communicate and coordinate with each other.
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Abstract. This paper presents a solution, PetWatcher, that uses BLE technology
in conjunction with the Blynk IoT platform to monitor the proximity of specific
devices to a landmark. The main objective is to monitor the presence of devices,
placed on animals, through MAC address, in relation to a fixed point, controlling
the movement of the devices in a specific area. The system was developed using
the ESP32 microcontroller and performs checks whenever it detects movement
from the inside of the fixed point, or detects the iTAG signal on the outside of
the fixed point, displaying information in real time through the Blynk application.
Tests were carried out throughout the development of the system and in the final
tests it was observed that the system meets the requirements for which it was
developed. The presentation of the solution shows potential for several practical
applications, including animal location monitoring, access monitoring and home
security.

Keywords: Animal Detection · IoT · BLE · ESP32 · iTAG · Blynk · PetWatcher

1 Introduction

Locating the proximity of devices is an important task in various applications, such as
home security, monitoring the elderly, and searching for objects. With the advancement
of Bluetooth Low Energy (BLE) technology, it has become possible to carry out this
type of monitoring efficiently and with low power consumption.

TheBlynk platform [1] enables the integration of Internet of Things (IoT) devices, the
visualization and remote control of the data detected by these devices. With the Blynk
platform, it is possible to create custom applications that display information in real
time. In this article, we describe the process of developing a system, called PetWatcher,
composed of the ESP32 that uses BLE and which, together with the Blynk platform,
will monitor the proximity of animals in relation to a reference point, in this case, a gate.

This article is structured in seven sections. The first is the introduction section and
in Sect. 2 the state of the art is analyzed. Section 3 presents the methodology used for
the development of the project. Section 4 presents the design of the system where it
talks about the requirements analysis and the characteristics of the ubiquitous system.
Section 5 describes the development of the system, where it talks about the architecture,
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the management platform, the user application and hardware components. Section 6
presents the results and analysis of them. Finally, Sect. 7 presents the conclusions of the
project and proposal for future work.

2 Related Works

Monitoring the proximity of devices in pets is a fundamental process for their safety.
Several factors must be taken into account, such as the size of the devices, low power
consumption, low cost, and synchronization time. BLE technology has been widely
adopted in various applications that require low power consumption and wireless com-
munication. It has been used in industries such as healthcare, home automation, asset
sourcing, and wearable devices. The use of BLE for proximity monitoring is especially
relevant in security, access control, and presence detection applications [2].

With the Blynk platform it is possible to create custom applications for proximity
monitoring, control and visualization of data captured by IoT devices. In the specific
context of this project, which involves detecting the proximity of BLE devices to a
reference point, there are some commercial solutions available, such as:

• Bluvision Beacons – Real-time location [3]. Bluetooth communication, simple instal-
lation, without wiring, where there are only 2 physical elements: BEEKs (Beacons)
and BluFis (Gateways). Everything is managed fromBluezone Cloud SaaS (Software
as a Service). The user’s smartphone can become an additional component with the
development of an application with or without software (incognito mode).

– Beacons (BEEKs): Encrypted communication and Comunicam offline; Battery
life: 4 years; Precise localization; IP67. Protection against water; Different types
of sensors (temperature, light, pulse, vibration, movement); Support for loca-
tion, tracking and status monitoring; Mobile communications for Beacon; Inte-
grable HID access control; Incorporates iBeacon (Apple) and Eddystone (Google)
standards.

– BluFi Gateways: The BluFi Gateways device connects to a multitude of beacons
via Bluetooth (BLE) and via WiFi with BluZone Cloud SaaS.

• Digitanimal: Devices adaptable to different animals [4]. Devices with IoT technol-
ogy, reduced size and weight from 22gr, prepared for: vultures, eagles, hedgehogs,
hares, deer, crows, rebeccos, lynxes, wild boars, bison, wildebeest or elephants. It
incorporates multiple sensors with high-density integration.

– Long battery life and autonomy; Animal activity alerts; Animal temperature alert;
Alerts for entering/exiting the premises; Alerts for theft or loss

The commercial solutions mentioned above may involve a financial effort for those
who have animals. As an alternative, there are some interesting projects that can address
the financial issue. Thus, as related works of monitoring and locating animals, we can
consider some examples that use low cost technologies, such as: Mobile animal track-
ing systems using light sensor for efficient power and cost saving motion detection [5],
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Farm Animal Location Tracking System Using Arduino and Global Positioning System
(GPS) Module [6] whose objective is the location of animals, through GPS and IoT.
Management of Animals on Farms [7], that uses low-cost and energy-efficient technolo-
gies, as it is based on BLE technology and the use of iTAG in animals for monitoring.
Implementation of an IoT based Pet Care System [8], PetCare: A Smart Pet Care IoT
Mobile Application [9], to make up for the lack of time of the owners or the absence of
the pets, these projects invested on the implementation of an intelligent system to mon-
itor the basic needs of the animals. Implementation and Analysis of a Wireless Sensor
Network-Based Pet Location Monitoring System for Domestic Scenarios [2], moni-
toring system, operates over the implemented ZigBee network and provides real-time
information to Android devices. This integration exemplifies Ubiquitous Computing,
enabling continuous interactions between humans and technology, including in the care
of pets.

Ubiquitous Computing, also known as pervasive or omnipresent computing, refers
to the integration of computer technology into everyday objects and everyday activities,
enabling seamless interactions between humans and computers. Characterized by being
a distributed system, with implicit interaction, context-aware, autonomous and intelli-
gent, it aims to improve the user experience by simplifying interactions and adapting
to the physical environment. By integrating with a wide variety of devices and objects,
systems are able to offer more relevant and personalized interactions, making the use of
technology as natural as possible. The concept was proposed in 1991 by Mark Weiser
[10], where the central idea behind it was to create an environment where technology
is deeply integrated into everyday life, without requiring conscious effort by users. This
is achieved through the constant availability of computational resources across vari-
ous devices and surrounding objects, creating an environment of seamless and intuitive
interactions.

Table 1 shows the comparison between the above systems and the proposed
PetWatcher.

Table 1. Comparison between systems

Project GPS Autonomous Context-aware Implicit
Interaction

Mobile
App

Notifications

PetWatcher – X X X X X

[5] X X X – X X

[6] X X X – – –

[7] – – X – X X

[8] – – X X X X

[9] – X X – – X

A variety of technologies can be used to monitor and locate animals. The choice will
depend on the needs of each one. In our system we can say that it uses low-cost and
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low-energy technologies and fulfills the objective of location in relation to a reference
point.

3 Methodology

Taking into account the objective of proximity monitoring of devices, the development
of the PetWatcher systemwas carried out using the Agile SCRUMdevelopment method-
ology. Agile methodologies promote collaboration within the team and continuous plan-
ning, as well as constant evolution and learning [11], SCRUMmethodology is a flexible
and efficient Agile framework for the development of complex projects, promoting col-
laboration, transparency, and continuous adaptation [11]. The project, conducted as a
team, begins with the definition of a list of requirements and functionalities requested by
the client, known as the Product Backlog. As software is developed and new functional-
ity is requested, it is incorporated into the Product Backlog, maintaining an up-to-date
list of all requirements to be implemented. Each item in the list is evaluated with a value
that indicates its importance in the context of the project. The work method is defined
based on small cycles of project activities, called Sprints, which have a certain period of
time that is not too long. In this project, five Sprints of one to two weeks each are used,
and were defined in the Product Backlog, as we can see below:

1. Setup and preparation of the Development Environment.
2. Identification of BLE Specific Devices.
3. Development and Testing of the Basic Detection Prototype.
4. Integration with the Blynk Platform.
5. Integrated System Evaluation and Testing.
6. System Tweaks and Improvements.
7. Final Testing and System Validation.
8. Documentation and Dissemination of Results.

For example, a two-week Sprint is described for the initial configuration and prepa-
ration of the development environment and identification of BLE devices. The follow-
ing activities are: prepare and configure the Arduino Integrated Development Environ-
ment (IDE) with the necessary libraries, including BLEDevice, BLEUtils, WiFi; per-
form the initial configuration of the ESP32, ensuring that it is correctly connected to
the WiFi network and ready to perform BLE device detection; set the Media Access
Control (MAC) addresses of the BLE devices to be monitored, such as “Lola’s iTAG”
and “owner’s iTAG”; perform tests to ensure that BLE device detections are working
correctly, allowing you to identify and fix potential teething issues.

Figure 1 shows the SCRUM framework with the integration of the ESSENCE ele-
ments and includes the SEMAT [12]. We have the standards that are the roles played
by the Product Owner, SCRUMMaster and SCRUM Team, who are responsible for the
solutions. When we talk about Activities, we refer to everything that is developed and
executed by professionals, which are the Daily SCRUM, Sprint Review, Sprint Planning
and Sprint Retrospective. Tangible product is everything that professionals produce, they
are Product Backlog, Sprint Backlog and Increment. When we refer to the Alphas, we
are talking about the essential and relevant elements for evaluating the progress of the
project, they are Sprint and Product Backlog Item.
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Fig. 1. Integration of ESSENCE elements into the SCRUM methodology

4 Requirements Specification and Characterization
of the Ubiquitous System

To represent the opportunities and needs of stakeholders and transform them into a set
of requirements, User Cases were used. The User Case describes the functionalities of
the system to be built. They have the potential to make the team analyze what they are
developing from the point of view of those who will use it. In the testing phase of the
project, the acceptance criteria of the User Case are verified, validating and verifying that
it complies with the requirements of the users. In the installation phase of the project,
the operation of the project is verified in a real context, and it is adjusted if there is any
failure, before moving on to the phase of operationalizing the application.

For the development of the PetWatcher system, essential information was collected
to define the functionalities of the parties involved (animal protection associations and
individuals who need to monitor their pets). The use case diagram, shown in Fig. 2,
shows the actors (owner of the house and device on the animal) and documents the
actions of the system from the user’s point of view.

Fig. 2. PetWatcher Use Case Diagram
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The system performs a periodic check of the BLE devices around it, previously
configured. When motion is detected, it activates the search for the iTAG: if a device is
detected near the gate, it searches if the iTAG that is with the user is nearby, and if it is
nearby, it sends a message to Blynk. On the other hand, to make up for any failure that
may exist in sending the message in a timely manner, there is a search routine between
6:00 pm and 6:30 pm (estimated time for the user to get home) that always sends the
message to Blynk. The user, represented by the owner of the house, has the ability to
receive alerts about the position of the iTAG (placed on the animal’s collar).

The PetWatcher systemmust check if there is aWiFi failure, case in which the owner
of the house must be warned, through a Light-Emitting Diode (LED), for which he has
to be attentive, in order to check if the animal is close to the gate.

We can characterize our system as a ubiquitous system [13] as it obeys the following
properties:

1. Distributed System - The ESP32 sensor sends messages if it encounters the dog’s
iTAG. This indicates a level of distributed processing, where the system responds to
specific stimuli, such as detecting the owner’s iTAG, allowing the system to make
checks and send messages to Blynk based on the iTAG detections;

2. Implicit Human Device Interaction (iHCI) - The interaction in the system is mostly
explicit, with the system responding to specific stimuli, such as detected movement
and the presence of iTAG. It is considered implicit when sending themessageswithout
the need for intervention from the owner of the house;

3. Context-aware - awareness exists with motion detection, iTAG presence, and owner
iTAG detection. The system not only monitors physical proximity, but also under-
stands the context of movement, which improves decision-making based on this
information;

4. Autonomy - The autonomy is due to the ESP32’s ability to activate based on detected
motion and iTAG detection. This indicates an enhanced ability of the independent
decision-making system in response to specific stimuli;

5. Intelligence - The system demonstrates a certain level of intelligence, with the ability
to activate andmake proactive decisions based onmotion detection, presence of iTAG,
and the time set as “owner’s arrival time.

Regarding the Smart DEI model [13], We can say that the system is more charac-
terized by the Smart Environment model, since it demonstrates the ability to interact
intelligently with the physical environment, with the presence of detection devices and
the ability to adapt based on the context. However, it also has features in the othermodels:

1. Smart Device - The ESP32 with the iTAG acts as the Smart Device, as it is able
to activate when it detects motion, scans and sends messages to the Blynk when it
finds the iTAG, and also integrates the homeowner’s iTAG detection functionality.
Performs detection and communication tasks, facilitating interactionwith the physical
environment and iTAG devices;

2. Smart Environment: The system demonstrates characteristics of an Intelligent Envi-
ronment, it is able to interact intelligently and autonomously with the physical envi-
ronment. With motion detection, the system is able to adapt actions based on the
context of the physical environment, such as the presence of the iTAG near the gate.
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It is able to gather relevant information from the physical environment and make
decisions based on that information, making the environment more sensitive and
responsive;

3. Smart Interaction: With motion detection, the presence of the animal’s iTAG and the
owner’s iTAG, the system exhibits intelligent and adaptive interaction characteristics.
It responds dynamically to different stimuli, making an interaction contextualized,
or one that aligns with the intelligent interaction principles represented by the Smart
Interaction model.

The characterization of the system in relation to the context [14, 15], systems that are
aware of the situation (or context) in their physical, virtual and user environment, and can
adapt the system to that reality, benefiting from knowledge of that situation. Our system
can be characterized as follows: As primary facets we have the real-time location of the
animal and the owner. As secondary facets, we have the device that receives information
with time and message if the animal is near the gate. It is a system with context, the
animal and the owner have their own location that is monitored in a personalized way. It
is active because it sends messages autonomously. Our system acquires context through
sensors, network devices and smartphones.

5 System Development

Figure 3 shows the architecture of the developed system: high-level architecture, show-
ing the operation of the system that is based on the detection of the presence of animals
near the gate using BLE technology. The TTGO board, consisting of the ESP32 micro-
controller, is the central element of the system. It connects to the motion sensor that
allows it to detect movement near the gate. Once motion is detected, using the ESP32
BLE, it is checked if known iTAG are detected (up to 10 m). Such recognition is done
through the MAC address of the iTAG placed on the animals’ collar, which have been
previously introduced into the system.Whenever an iTAG of a known animal is detected,
the owner’s iTAG (MAC address) is detected, when it is also detected, a message is sent
to the Blynk platform, informing that an animal is found near the gate. If the WiFi
connection fails, a LED lights up.

Using a Passive Infrared (PIR) motion sensor with a microcontroller like the ESP32
offers several advantages:

• Low power consumption: PIR sensors are designed to detect changes in ambient heat.
They remain in a low-power state until they detect motion, making them ideal for
projects that aim to save energy.

For the implementation of the system, the TTGOESP32 Lora v1.6.1 board was used,
due to its native BLE support and WiFi connection capability. The board consists of the
ESP32-PICO-D4module [16] with the Xtensa® LX6 2-core 32-bit processor at 40MHz
and 448KB RAM from the manufacturer Espressif. The presence detector, which is the
HC SR501 PIR motion sensor, was also used [17]. It is based on infrared technology,
and can be powered between 5V to 20V DC, with an operation in the temperature range
of -15 to + 70 °C (important feature since it is to be placed outdoors). This module
detects movement inside the gate in order to trigger the ESP32 to search for the iTAG.
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a) b) c)

Fig. 3. a) System Architecture; b) High-Level Architecture; c) System PetWatcher.

A LED and a 330 � resistance were also used. Two BLE devices, iTAG, were used for
proximity monitoring. They are powered by a CR2032 battery that lasts approximately
5 years.

Regarding the software, the system was developed using Arduino IDE using the
libraries BLEDevice, BLEUtils, BLEScan, BLEAdvertisedDevice, WiFi, WiFiClient
and BlynkSimpleESP32 [6]. Blynk platform provides a customized application where
proximity information is displayed in real-time [1]. The application allows the visual-
ization of the status of the BLE device and provides a “user friendly” interface for the
owner of the house. Proximity information is updated according to messages received
from the Gateway. If the ESP32 is turned off, the app shows on the home screen that the
device is offline. If we enter the application, it shows the data of the last communication.

The main modules are motion detection, iTAG search of the animal and the owner,
search for the animal’s iTAG at the pre-defined time (between 18:00 and 18:30) and
illuminate a LED when there is a WiFi failure (see Fig. 4).

Fig. 4. Activity Diagram for animal detection
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6 Results and Discussion

To verify that the systemwasworking andmeets the objectives forwhich it was designed,
real-world tests were carried out. Figure 5 illustrates the different situations: a) it did
not detect the dog’s iTAG, b) it was able to detect the dog’s iTAG and c) it detected the
dog’s and owner’s iTAG (who was in the car outside the gate).

a) b) c)

Fig. 5. Real-Context Testing: a) Didn’t detect the animal’s iTAG; b) Animal iTAG Detection; c)
Detection of the two iTAG.

The current configuration of the system is capable of accurately detecting the animal’s
iTAG when it is close to the gate and detecting both iTAG’s when the owner’s iTAG is
also close to the gate, but it still has some limitations in case of WiFi failure or delay
when the animal suddenly approaches.

Figure 6 shows the message sent through Blynk to the smartphone:

Fig. 6. Detection of the two iTAG

The results obtained are presented in Table 2. From the analysis of the table, we can
affirm that it achieved the objectives in most of what was proposed. As for the incon-
sistency in the results when we are on the schedule between 6:00 pm and 6:30 pm, it is



228 L. Fernandim et al.

necessary to carry out more tests to understandwhat is the reason for the non-functioning
in some of the situations. In order to comprehensively validate the performance and effi-
ciency of all individual components of the system, such as delay times for proximity
detection and notifications, as well as battery life assessments, additional and specific
tests are also needed.

Table 2. Test cases to validate system operation.

Description Requirements Expected
Outcome

Result Obtained Test Result

iTAG detection
and message
sending

The animal is
within range of
the BLE and so is
the owner

Send message
“animal name +
next to the gate”

Received Success

The animal is
within range of
the BLE and the
owner is not

Doesn’t send a
message

No messages
received

Success

The animal is out
of range of BLE

Doesn’t send a
message

No messages
received

Success

It is between 6:00
p.m. and 6:30
p.m. and the
animal is within
range of the BLE,
research every
5 min

message “animal
name + next to
the gate”

Some messages
received

In 6 tests failed 3

It is between 6:00
p.m. and 6:30
p.m. and the
animal is not in
the range of the
BLE, it searches
every 5 min

Doesn’t send a
message

No messages
received

Success

Time it takes to
send the
message

Detects the
animal’s iTAG
and detects the
owner’s iTAG

Sends message
“animal name +
next to the gate”
in less than 1min

Mensagem
recebida em
menos de 1min,

Success

Between 6:00
p.m. and 6:30
p.m., do the
search every 5
min, find the
animal’s iTAG

Sends message
“animal name +
next to the gate”
in less than 1min

Some messages
received in less
than 1min

In 6 tests failed 3

(continued)
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Table 2. (continued)

Description Requirements Expected
Outcome

Result Obtained Test Result

In the event of a
WiFi failure,
ensure that the
gate is only
opened if the
animal is not
with it

If the WiFi fails, it
is not possible to
send the message,
signaling will be
given on the spot
through a light

Lights up an alert
LED

LED lit up Success

Sending
Notification and
E-mail

The animal is
within range of
the BLE and so is
the owner

Send notification
and email
“animal name +
at the gate”

Notification and
e-mail received

Success

It is between 6:00
p.m. and 6:30
p.m. and the
animal is within
range of the BLE,
research every
5 min

Send notification
and email
“animal name +
at the gate”

Notifications
and emails
received

Whenever it
failed to send the
messages, it also
failed to notify

7 Conclusion and Future Work

This article presents the development of a system, called PetWatcher, that uses BLE
technology and the Blynk IoT platform to monitor the location and proximity of specific
devices to a landmark, in this case, a gate. The system is designed tomonitor the presence
of pets, such as dogs, and alert the owner to the animal’s proximity to the gate.The system
was successfully implemented using the ESP32 microcontroller, which acts as a BLE
gateway. The HC SR501 PIR motion sensor was used to detect movement within the
range of the gate and trigger the iTAG search. The iTAGwere used as proximity tracking
devices, being placed on the animal’s collars and another in the owner’s possession.

However, there are opportunities for improvement and expansion of the system. As
a future work, we can improve the system by integrating other devices, such as devices
capable of geolocation through GPS, implement techniques to improve the system’s
ability to learn the behavior of animals over time and habits of the owner’s schedule.
When you can’t get a WiFi connection, instead of just lighting up the LED, send a
message, through BLE, with information if you find the animal. Regarding the search
for your dog’s iTAG between 6:00 pm and 6:30 pm, as future work, Machine Learning
algorithms could be used which, based on the identified patterns, the system would use
them to learn and to recognize the signs that the owner is coming home. This could
involve techniques such as pattern classification or neural networks to improve accuracy
over time. Creation of its own platform, where all movements are recorded and with the
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capacity to workwith the data, with a database to store all theMAC addresses it finds and
a smartphone application aimed at monitoring and locating animals. Additionally, the
development of a 3D protective case for the ESP32 and the other components, ensuring
durability and resistance to adverse weather conditions.
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Abstract. In recent years, the field of robotics has undergone an expo-
nential evolution, and the use of mobile robots has become increasingly
common in various sectors of society, such as industry, medicine, agricul-
ture and logistics. As a result, more and more developers are opting for
the use of tools or resources that enable agile software development. One
of the most prominent and widely used is the Robot Operating System
(ROS) framework.

In this article, a detailed analysis will be made of the different versions
of ROS, from the first versions to the most recent ones. Furthermore,
the process of integrating a mobile robot into ROS 1 and ROS 2 versions
will be addressed. The process followed will be indicated, starting from
the selection of main components, such as perception, control, software
resources and motion planning. In this process, different packages, repos-
itories and tools available in ROS that facilitate this integration will be
explored.

Keywords: ROS · Robotics · Turtlebot · Mapping · Navigation

1 Introduction

It is a reality that robotics is currently developing at an exponential rate, and
increasingly, it is present in our reality. Within robotics, there are multitude of
resources to generate software, some of them created by companies and exclu-
sively private, and others open source. Specifically for open-source software, one
of the main options used by developers is the use of the ROS framework.
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ROS or Robot Operative System is not considered an operating system as
such, but it operates in many aspects similarly to how a conventional operating
system might. It facilitates the most essential tasks of robotics such as com-
munication and coordination between different components of a robotic system,
providing a set of tools, libraries, and conventions that facilitate the program-
ming and development of software for robots and allows for the modularization
and reuse of code. In particular, this framework has had two main versions, ROS
1 with which has been working for more than a decade both at an educational
and business level, and ROS 2 which is a new version that attempts to improve
aspects such as security, performance, and scalability of robotics.

With this work, the key aspects of the integration of ROS in robotics are
to be addressed, such as the use of different versions, prototyping, the use of
open-source and commercial tools or resources, and current research around it.
In addition to focusing on the integration of ROS 1 and ROS 2, this work will
emphasize the use of navigation techniques such as 2D SLAM (Simultaneous
Localization and Mapping) and 3D, as well as autonomous navigation and pre-
cise localization in robotic environments. Just as techniques are very important,
hardware plays a crucial role in the development of a robotic prototype, so it
is important to highlight the tasks of choosing hardware resources in the same
way.

In conclusion, all these aspects are essential to achieve autonomous navigation
of robots in real environments. These advancements contribute to the puzzle of
implementing successful integration of ROS in robotics.

2 State of Art

2.1 Literature Review of Mobile Robotics in the Service Sector

Mobile robotics, especially in the service sector, is experiencing significant
growth. The integration of mobile robots in sectors such as hospitality, health-
care, and logistics has been the subject of numerous recent researches [1]. In the
hospitality sector, robots are being implemented to streamline processes such as
guest registration and service delivery, demonstrating potential to enhance cus-
tomer experience [2]. Similarly, in the healthcare domain, robots are being used
for tasks such as medication delivery and vital sign monitoring, contributing to
ensuring proper healthcare, especially in nursing homes [3].

ROS platform has facilitated the development of versatile and customizable
robotic applications, as demonstrated in several studies using robots like Turtle-
bot [4]. These studies have explored everything from human-robot perception
and interaction to autonomous navigation. Despite the progress made, techni-
cal, ethical, and regulatory challenges persist in the implementation of robots in
these sectors. Adapting robots to complex environments, ensuring data security
and privacy, and user acceptance are critical aspects that require continuous
attention [5]. Therefore, it is necessary to continue researching and addressing
the remaining challenges to achieve successful and sustainable integration of
robots in these environments.
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2.2 Review of the Literature on the Integration of Mobile Robots
in ROS

The integration of robots in ROS is essential for the development of advanced
robotic applications, covering techniques such as scanning, autonomous naviga-
tion, path planning, and SLAM.

Scanning techniques in ROS, such as SLAM, laser scanning [6], RGB-D scan-
ning [7], and point cloud fusion, allow robots to build accurate maps of the envi-
ronment [8], facilitating their autonomous navigation and safe interaction with
the surroundings.

Autonomous navigation in ROS is achieved through the combination of sen-
sors, perception algorithms, route planning, and motion control. Reactive and
deliberative approaches are distinguished, as well as global and local navigation
[9,10]. Additionally, path planning in ROS involves generating movements to
reach destinations while avoiding obstacles, employing algorithms such as A*
and Dijkstra [11] among others.

Lastly, SLAM is crucial for real-time localization and mapping, with tools
such as Gmapping, Hector SLAM, SLAM Toolbox, and Google Cartographer
[12–14].

In summary, the integration of mobile robotics in ROS encompasses various
techniques and tools that enable robots to know their environment, plan routes,
and move autonomously, being fundamental for advanced robotic applications.

3 Case Studies

In order to analyse a detailed analysis of ROS, different case studies will be
presented. Specifically, both physical robots that have been fitted with sensors
to scan the environment and robots prepared for simulations have been used to
carry out the research:

– Turtlebot 2 mobile robot, consisting of a Kobuki platform and an Orbbec
Astra depth camera.

– Prototype robot created from a hoverboard.
– Turtlebot 3 simulated robot (Burger).
– Roomba iCreate 3 with A1 lidar.

3.1 Description of the Hardware Components

This section focuses on providing a concise description of the hardware compo-
nents used in the work, highlighting their technical specifications and relevant
features.

Kobuki robotic platform is a hardware system designed to facilitate the devel-
opment of mobile robots quickly and easily. This robotic platform is equipped
with omnidirectional wheels so that it is considered as a holonomic robot. Also,
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like other similar commercial platforms, it includes multiple sensors such as
infrared and fall sensors.

For this work, the use of a Hoverboard has also been explored as a low-cost
option to create an autonomous robot integrated in ROS. In the Fig. 1 it can see
the platform built with the board and the two motors.

Fig. 1. Prototype mobile robot with Hoverboard board (LIDAR A1)

The use of the Hoverboard’s controller board and motors has been made
possible through a reverse engineering process that has unlocked and accessed
its functionality. The Hoverboard controller board can provide the necessary
capability to perform tasks such as odometry, motor control and communication
with other devices, allowing seamless integration into the ROS environment.

Roomba iCreate 3 robotic platform has become a popular choice due to its
versatile features and capabilities. In addition, it comes equipped with a number
of integrated sensors, such as infrared and shock sensors, which enable obstacle
detection and intelligent navigation in different environments.

4 Results

4.1 Robot Integration in ROS 1

For this work, two different mobile robots were integrated into ROS 1. The first
was the Kobuki platform that was integrated into the Kinectic version of ROS
1 and the second protype was a Hoveboard controller board that served as a
motor controller in the Melodic version of ROS 1.

The objective of this integration in both cases was mapping and navigation
with these two mobile robots in 2D and 3D environments.
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Kobuki Integration. For the first case study, a 2D and 3D scan of a room was
performed with the Orbbec Astra depth camera and the scanning tool Gmap-
ping.

This ROS package implements a SLAM algorithm to build a two-dimensional
map of the environment and locate itself on that map. As input data to Gmap-
ping, the internal wheel odometry data and the external environment informa-
tion collected by the Orbbec Astra camera are used. These data are used to feed
a particle filter called Rao-Blackwellized (RBPF) [15] to generate the RVIZ grid
2D map. The Orbbec Astra camera performs a 3D scan providing a point cloud.
The Gmapping package only uses the distance data in the plane where the 3D
camera is located because this package was intended to work with a LIDAR.
Figure 2 shows the 2D scan at a given instant, which serves as one of the inputs
to build the 2D map of the environment.

Fig. 2. 2D scanning with Orbbec Astra camera

To build the 2D map of the environment, as the robot moves autonomously,
6 ROS nodes are used: /camara, /scan, /odom, /move base, /tf and Gmapping.
The Fig. 3 shows a graph displaying the interconnection between the different
nodes in ROS. In this graph, it can be seen how the nodes of the platform,
the camera and the mapping and navigation tools communicate with each other
through the corresponding topics and services. This graph provides a clear visual
representation of how the connections are established.

The interconnection between nodes of the graph is fundamental for the oper-
ation of various functionalities in ROS. In this case, we can observe three impor-
tant connections:

– Between the nodes /camera and /scan,/camera node provides visual infor-
mation, while the /scan node represents laser sensor information. These
nodes communicate to integrate visual and laser scan data, enabling better
environment perception and more accurate map generation in the Gmap-
ping node.
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– Between the /odom node and the /move base node, /odom node collects
robot odometry information, such as position and orientation. This infor-
mation is crucial for robot planning and navigation. The /move base node
is responsible for route planning and robot motion control. The connection
between these nodes allows odometry to be used in the navigation process to
estimate the robot’s position, orientation and movement.

– Between the /tf node and the Gmapping node, /tf node is responsible
for managing transformations between different systems of reference (such as
the robot’s base frame, camera frame, etc.). In this case, it connects with
the Gmapping node to provide the necessary transformations that allow the
Gmapping mapping algorithm to locate and correctly adjust the relative posi-
tions of objects on the 2D map of the environment.

RTAB-Map has been used for the generation of the 3D map. Therefore, after
scanning, we can obtain a three-dimensional color map, as color and depth infor-
mation captured by the camera is fused.

In 2D mapping, the information is saved in two different files: one in .pgm
format, which contains the two-dimensional occupancy map, and another in
.yaml format, which stores metadata related to the map, such as its resolution
and size. On the other hand, RTAB-Map uses a database to store the data
generated during the mapping process, allowing for more efficient storage and
the possibility of performing queries and more complex analysis of the data
captured by the robot’s sensors during exploration. Additionally, RTAB-Map
allows for the subsequent visualization at any time of the captured data, as can
be seen in the following Fig. 4.

Fig. 4. RTAB-Map database
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Hoverborad-Based Prototype. In the integration of the motor-controlled
mobile robot with a Hoverboard the most remarkable fact is the change from the
Gmapping tool to Google Cartographer. The main difference between Cartogra-
pher and Gmapping lies in the algorithms and approaches used. While Gmap-
ping is based on a particle filter to generate 2D maps, Cartographer uses a more
advanced approach called SLAM based on graph optimisation. This technique
allows a better estimation of the robot’s location on map and a higher accuracy
in mapping the environment. In addition, Cartographer is able to generate 3D
maps, which provides a more detailed representation of the three-dimensional
environment, although in this case we have not used 3D scanning.

4.2 Integration in ROS 2

In this section, the transition from ROS 1 to ROS 2 is addressed and the improve-
ments that this new version offers compared to its predecessor are explored.
Concerning ROS 1, these have presented a greater degree of difficulty due to
the lack of experience with the system and the scarce documentation and com-
munity behind these versions of ROS 2. In this ROS 2 ecosystem, the following
have been integrated two different mobile platforms, the first one the Kobuki,
which had already been successfully integrated in ROS 1, a simulation and the
roomba iCreate 3, furthermore a simulated mobile robot.

Before going into the more manual integration process of this work, we man-
aged to achieve the configuration of the camera by means of some practically
forgotten packages and a small demonstration of the typical behaviour of a robot
that focuses on its target and follows it as long as it does not leave its main focus.

The integration of the mobile robot using the Kobuki platform can be defined
in three interactions:

– In the first iteration, the Turtlebot 2 packages that use the Kobuki platform
are used to speed up the process, since by making the appropriate configu-
rations and taking care that the nodes communicate properly. However, the
first problem appeared and it was that the tree of transformations was not
completed correctly and therefore the scanning could not be done if each
frame did not communicate its coordinate system to the map.

– In the second iteration, instead of using these packages, a more radical solu-
tion is initiated and that is to build the packages manually, which implies
installing and configuring each of the necessary packages. Not only that, but
the Orbbec Astra camera was replaced by LIDAR A1 and Google Cartogra-
pher by SLAM ToolBox, as SLAM ToolBox seemed to be a simpler tool to
work with LIDAR. However, the problem of transformations still persists.

– In the third and last iteration, without losing heart, after performing the
transformations manually, an almost successful solution is achieved where the
map is scanned but only partially because it remains frozen in a discontinuous
way and the nodes stop publishing information. This allowed to establish a
suitable TF tree.
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In Fig. 5 it can see how the manual transformations, for the passing of infor-
mation, that was carried out in order to be able to interpret the graph in RVIZ,
are seen in a correct way. What we really have to observe is that the transforma-
tions are correctly ordered, being the father always a frame like map or world,
followed by the odometry data and in turn followed by the frame(s) in charge
of the external sensors. The circles or ellipses that can be seen in the graph are
the names of the frames, which are the corresponding reference system of the
robot components, and the transformations are each of the arrows that relate
each frame.

Simulated Robot. To carry out the simulation of the Turtlebot 3 Burger, the
environment provided by Gazebo was used. This simulation environment, rep-
resented as a virtual hexagon, allowed the Turtlebot 3 Burger to be remotely
operated and controlled. Thanks to the use of the A1 LIDAR sensor, a com-
plete mapping of this simulated environment was possible. Figure 6 shows the
simulation environment of Turtlebot 3.

Fig. 6. Mapping of the simulation environment using Google Cartographer

During the simulation, the LIDAR A1 scanned the environment and collected
accurate distance and location data. Once the map was generated, it could be
used to perform autonomous navigation of the robot. With the map as a ref-
erence, the Turtlebot 3 Burger was able to intelligently plan routes and avoid
obstacles as it moved through the simulated environment. It can be seen in the
Fig. 7, taken from the simulations, how the robot traces a route to the selected
target and tries to navigate it.

The comparison between simulation and the real world in ROS 2 is crucial
for evaluating system performance. The simulation provides a controlled envi-
ronment for testing and debugging, but does not fully capture the complexities
of the real world.
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Fig. 7. Autonomous navigation of the Turtlebot 3 Burger

Roomba iCreate 3. Finally, the integration with Roomba iCreate 3 has been
successful in terms of teleoperation and the integration of an A1 Lidar to per-
form a two-dimensional scan of the environment. These functionalities enabled
accurate distance and location data to be obtained, which was a major achieve-
ment in the development of the work. Unfortunately, however, difficulties were
encountered when trying to implement SLAM and navigation techniques on this
platform. One of the main challenges was the lack of clear documentation on the
current state of the packages used, which were quite recent. In addition, some
bugs were found in the packages, which hindered their successful implementa-
tion. This kind of information can be found in the Turtlebot 4 github repository,
where there are a lot of issues related to mapping and navigation when using
these packages.

5 Conclusions

Throughout this work, the integration of a mobile robot into the ROS environ-
ment has been investigated, facilitating the development of rapid solutions for
various robotic platforms, such as Turtlebot. Scanning, mapping and navigation
techniques have been explored, expanding knowledge in these fields.

Integration of both ROS 1 and ROS 2 on mobile platforms such as Kobuki
and a hoverboard was achieved, although integration of the Roomba iCreate 3 in
ROS 2 was more challenging due to lack of documentation. ROS 1 was found to
have more extensive documentation and more stable releases, while ROS 2 offers
improvements in navigation, albeit with a significant gap in documentation and
community support.

This work has deepened the understanding of ROS and SLAM tools such as
Gmapping, in service robotics, and Google Cartographer, accelerating the devel-
opment of future robotic works. It has reduced the time and resources needed to
implement advanced solutions, opening up new possibilities in automation and
human-machine interaction.
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In conclusion, this work has been enriching, allowing to acquire valuable
knowledge about ROS, evaluate different robotic platforms and explore the capa-
bilities of ROS versions. The potential of ROS 2 is highlighted, but the impor-
tance of a strong community and thorough documentation for its full exploitation
is underlined.

6 Future Lines

In terms of future lines of development, various areas of focus are proposed to
advance the improvement of robotic systems’ capabilities with ROS.

One of them is the comparative study of algorithms to determine which
navigation and mapping algorithm is most suitable for each specific environment,
evaluating and comparing different options.

It is suggested to explore the integration of hoverboard-based prototypes into
ROS 2, enhancing the performance and stability of the systems.

Furthermore, conducting benchmarks and performance tests on DWA Plan-
ners and others is proposed to evaluate their effectiveness in different contexts.

A key line is to achieve the successful integration of Roomba iCreate 3 robot
into ROS 2, overcoming previous challenges such as the lack of documentation.

Lastly, considering the use of OMPL (Open Motion Planning Library) to
improve real-time path planning is contemplated.

These approaches will continue to enhance ROS-integrated robotic systems
and explore new capabilities in robotics.
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Abstract. This study describes the implementation of The Biomimicry Database
(TBDB), an innovative initiative developed to fill the gap in the accessibility and
management of information about biomimetics driven by the need to integrate the
principles of sustainability in new technologies. TBDB appears as a comprehen-
sive solution, structured based on a RESTful API and complemented by a web
interface andmobile application, which offers an integrated and intuitive approach
for biomimicry professionals and enthusiasts. It also offers not only a centralized
source of information about biomimetics but also facilitates effective collaboration
among various stakeholders, thereby fostering sustainable innovation. The results
obtained demonstrate the system’s effectiveness and favorable user experience, as
evidenced by the assessments conducted using PageSpeed Insights and the Sys-
tem Usability Scale. The solution developed and tested ensures its efficacy and
efficiency, making a substantial contribution to the current knowledge by offering
tools that streamline the access and administration of information in the field of
biomimetics.

Keywords: Biomimetics · Sustainability · RESTful API · Internet Technologies

1 Introduction

Biomimetics refers to a broader range of approaches inspired by nature to develop more
efficient and robust technological solutions, and has been fundamental in the advance-
ment of computing and robotics. Article [1] highlighted the influence of biomimetics
on the creation of algorithms and autonomous systems. In another example, [2] investi-
gated the application of biological principles in robotics, leading to machines that can
effectively adapt and interact with their surroundings. However, the biomimetics domain
encounters challenges in unifying its community, particularly owing to the absence of a
centralized platform that simplifies access to information about biomimetics, hindering
advancements in technology inspired by nature.
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This project was motivated by the need to make Internet use more efficient and
sustainable [3]. Biomimetics is inspired by solutions found in nature to solve human
problems [4]. It is a promising field that encourages technological innovation and pro-
motes more sustainable and efficient approaches to the development of new technologies
[5]. Without a centralized platform that provides easy and structured access to informa-
tion about biomimetics, researchers face difficulties in conducting investigations and
developing innovative technological solutions inspired by nature.

To address this challenge, The Biomimicry Database (TBDB) systemwas developed
with the aim of streamlining access to centralized information and its dissemination. This
encompassed the creation of a RESTful API alongside a web platform and a mobile
application. Providing an all-encompassing solution for data recording, updating, and
retrieval within the realm of biomimetics, the system ensures centralized information
and effortless accessibility. This solution incorporates advanced software engineering
concepts and practices and aims to contribute to biomimetic research and development,
particularly by fostering collaboration among researchers and driving the evolution of
sustainable technologies.

The remainder of this paper is organized as follows. After this introduction, Sect. 2
addresses relatedwork, includingAPI,web platforms, andmobile applications. Section 3
presents the proposed solutions in detail and describes the architecture, modules, and
prototype. Section 4 describes the tests conducted and the results achieved. Section 5
concludes the article, reflecting on the project’s contributions and outlining perspectives
for future work.

2 Background Research

In this section, we explore systems related to the management of information about
biomimetics, some of which are similar to the proposed solution.

The Biomimicry Institute [6] has a platform to collect information about existing
biomimetic solutions, including the curation of academic research, case studies, and
contributions from experts in biomimicry. The solutions described in the system empha-
size technical characteristics such as sustainability, energy efficiency, and innovation,
inspired by the strategies and processes found in nature.

TheAskNature platform is an interactive system that offers the opportunity to explore
biomimetic solutions organized by biological function [7]. It uses a methodology that
involves the classification and presentation of solutions inspired by nature, facilitating
the search for innovations that imitate biological processes. The technical characteristics
of solutions on AskNature are focused on efficiency, sustainability, and adaptability,
reflecting the principles and strategies found in the natural world.

Biomimicry Toolbox is a platform designed to provide essential resources and tools
for incorporating biomimetic concepts into design and engineering projects [8]. The
employed methodology facilitates the practical application of biomimicry, allowing
users to explore and integrate solutions inspired by nature into their work, in which
the technical characteristics addressed encompass sustainable innovation and efficiency
inspired by natural systems.
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Zygote Quarterly [9] adopts a rigorously curatedmethodology to collect information
on existing biomimicry solutions, reviewing case studies, academic research and prac-
tical innovations, where relevant technical characteristics highlighted include material
use effectiveness, energy efficiency, sustainability and innovation inspired by natural
strategies.

The Biomimicry Manual is a series of articles available on a web platform [10], that
provide a source of insight into how principles and strategies found in nature can inspire
innovative natural-inspired design solutions. These articles explored diverse aspects of
biomimicry, frombasic concepts to advanced applications, serving as a valuable resource
for designers, engineers, and researchers interested in integrating the sustainability and
efficiency of nature into their creations.

The Encyclopedia of Life provides an API to access detailed biological information
[11] and inspire biomimetic innovations. Available information focuses on the study of
living organisms that overcome environmental and functional challenges. It stands out
for its wide repository of information about species, which supports the development of
innovations inspired by nature.

The Naturalist API [12] is a software interface that provides access to an extensive
set of species observations, facilitating the exploration of natural features. Users and
developers can employ this API to integrate biodiversity data into applications, fueling
inspiration and innovation in areas that benefit from understanding and applying patterns
and strategies found in nature.

The GBIF API is an interface that provides access to a broad biodiversity database
essential for biomimicry research [13], enabling the exploration of detailed information
about species and their habitats to inspire nature-based innovation.

The “Biomimicry” application, developed by EIACP TEAM, is an educational tool
that promotes the teaching of biomimetic topics [14]. It stands out for its commitment to
privacy, not sharing or collecting user data, and security and privacy are the most critical,
considering that the public may include minors.

The Biomimetics Book Offline, a mobile application developed by Muamar Dev,
offers an educational approach to biomimetics, providing theoretical content accessible
offline [15], inwhich the application stands out for allowing the exploration of biomimet-
ics through categories and favorites, as well as providing a comprehensive view of how
living organisms inspire innovative solutions, imitating natural models to solve human
problems, reflecting the programmer’s commitment to global education.

The TBDB is aligned with the current trends in applying biomimetics to design
innovative technologies, focusing on the centralization and dissemination of biomimet-
ics knowledge. The developed system stands out for its integrated architecture, which
includes a RESTful API, mobile application, and web platform. This approach offers
users a comprehensive solution, implemented with the latest technologies in distributed
systems, based on a Model-View-Controller (MVC) architecture. This organizational
structure promotes the separation of responsibilities and system maintenance, ensuring
a robust, scalable, and easy-to-maintain structure.
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3 Proposed Solution

The TBDB system includes a RESTful API, web platform, and mobile application.
Figure 1 shows a visual representation of the technological components and their
interactions within the TBDB system, highlighting the endpoints of the system.

Fig. 1. Technologies used in the TBDB system and its endpoints.

The TBDB system was created using a combination of technologies, including
Node.js and Express.js, whichwere employed to develop server logic andmanageREST-
ful API routes. Node.js’s Nodemailer module was used to efficiently send emails in a
newsletter format SMTP, optimizing communication with the community. Additionally,
MongoDB was utilized as a database system to efficiently store information. Vercel
was used for hosting and continuous deployment, whereas GitHub was used for version
control and code collaboration.

API documentation and testing were facilitated by the Swagger UI, and authentica-
tion was ensured through JWT and BCrypt for password protection, generating secure
hashes that reinforce the integrity of user access data. For the mobile application, Flutter
was chosen, which allows unified development for both the iOS and Android platforms.
The system provides centralized access to biomimetic data and is operated via a web
interface and a mobile app for user interaction.

The TBDB system features a secure and user-friendly RESTful API, a flexible web
platform that is accessible to all users, and a versatile mobile application. These com-
ponents provide fluid and efficient navigation in the management and consultation of
biomimetics knowledge data, elevating the user experience beyond the desktop. The
mobile application facilitates the sharing of discoveries through social networks and the
generation of PDF documents, enabling the sharing of biomimetics knowledge in a way
that is convenient for users.
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3.1 TBDB Architecture

The TBDB architecture was designed with a Model-View-Controller (MVC) archi-
tectural pattern, dividing the application into three components that promote a clear
separation of responsibilities and improve the overall structure.

The process outlined in Fig. 2 commences with a client-initiated HTTP request from
the View, which is then processed using the Express.js framework within the Node.js
application. JWT authentication middleware can be applied depending on the requested
route. The request is then forwarded to the Controller that engages with the Model.
This Model can interact with MongoDB to retrieve and save data. Once all necessary
operations are completed, a response is constructed and returned to the client.

Fig. 2. MVC architecture of the TBDB.

TBDB clients, including both web and mobile applications, interact with the API
and MongoDB database using requests, such as GET to fetch data and POST to create
or modify information in the database.
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Fig. 3. Sequence Diagram of a POST request.

The sequence diagram in Fig. 3 illustrates the flow of a data-creation operation in
which the user initially requests a POST operation from the View. Through middleware,
the system checks the authenticity of the user using the JWT. If the JWT is confirmed as
valid, the request is sent to the Controller, which in turn requests the Model to write the
data toMongoDB. If the recording was successful, a response with HTTP status 201 was
sent, indicating successful creation. If the JWT is invalid, the response will be an HTTP
401 error, indicating that the user is not authorized. This process emphasizes security
through authentication, and data integrity is ensured by confirming the recording before
notifying the user. JWTverification is performed by specificmiddleware, which is a good
practice in Node.js development to keep the code clean and modularized in conjunction
with a well-defined separation of responsibility, which acts as an intermediary between
the View and the Model, which in turn interacts directly with the database.

3.2 System Prototype

The final prototype of the TDBD system represents a centralized integrated solution with
the aim of streamlining interaction with information about biomimetics and is designed
as a tool to facilitate the sharing of knowledge in the field of biomimetics, accessible to
everyone.
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Figure 4 shows the Swagger user interface for the TBDB API, which provides com-
prehensive documentation of the API endpoints and enables interactive interactions for
CRUD operations. The interface was designed with an intuitive and organized layout,
making it easy for programmers to incorporate and utilize its features.

Fig. 4. TBDB API Swagger user interface.

The image in Fig. 5 depicts theweb platform’s publication screen for TBDBProjects,
which allows users to submit new biomimetics projects. Additionally, there is a section
to subscribe to the newsletter as well as a compilation of the most popular projects,
emphasizing the system’s user-friendly and functional interface.
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Fig. 5. Web platform interface for the TBDB Projects page.

Figure 6 shows four views of the TBDB mobile application. The mobile application
transposes the functionalities of the web platform to the mobile environment so that
users can search for and interact with biomimetics content directly through their mobile
devices.
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Fig. 6. Mobile application interface.

4 Tests and Results

The significance of testing in enhancing the software development life cycle was
highlighted in [16], with a focus on ensuring the quality and stability of the software.

This section addresses the main tests conducted to assess the effectiveness and
reliability of systems developed to identify and resolve vulnerabilities.

TBDB’s RESTful API underwent automated testing to ensure functionality, relia-
bility, and performance, including CRUD operations, integration, and load tests. The
outcomes confirmed that all operations were performed as intended. Simultaneously,
unit tests were conducted on the TBDB mobile application built with Flutter to assess
the logic and behavior of individual components. Most of the components successfully
passed the tests, affirming their high performance and reliability.

Performance analysis was implemented using PageSpeed Insight [17], as shown in
Fig. 7, which reveals values in performance, accessibility, best practices, and SEO.
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Fig. 7. Performance analysis in PageSpeed Insights.

Based on these tests, the TBDB system proved to be robust and efficient, proving
that the system can function correctly under different conditions, in addition to adhering
to best web development practices and being accessible to a wide spectrum of users.

4.1 Usability Assessment Tests with the System Usability Scale

The SystemUsability Scale (SUS) [18] was employed to evaluate the usability of TBDB
web and mobile platforms, considering aspects such as ease of use, learning, and overall
user experience satisfaction.

Figure 8 illustrates the mean scores derived from the Likert scale representing the
outcomes of the SUS assessment. This evaluation involved 103 users who were tasked
with completing a standard SUS questionnaire. Comprising ten questions [19], the ques-
tionnaire employed a Likert scale [20] to gauge the diverse facets of usability. Responses
ranged from 1 to 5, denoting the average ratings of the SUS questionnaire. The horizontal
bars depict the mean responses, with lengths ranging from one (Completely Disagree) to
five (Completely Agree). Additionally, the standard deviation of the mean is illustrated
by the horizontal lines at the end of each bar.

The analysis of the SUS assessment results reflects an overall positive user experi-
ence, highlighting that the usability of the TBDB system is intuitive and satisfactory.
The average user score was 86.65, classified as “Excellent” according to [20], and the
standard deviation was 17.36. Despite the excellent overall rating, a detailed analysis of
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Fig. 8. Mean scores of the SUS assessment.

user responses verified some cases that identified the potential need for technical support
in specific areas, simplification of some functionalities, and improvement of system doc-
umentation. Feedback on functionality integration and ease of learning further validates
the system’s cohesive architecture, which is deemed suitable for its intended user base.

The low standard deviation of the mean scores of the questions suggests that the
opinions of the users who participated in the SUS assessment were consistently aligned,
indicating significant agreement in the usability evaluations of the system.

5 Conclusion

The implemented system addresses the issue of limited centralization and accessibility
of biomimetics information, which is crucial for technological advancements inspired
by nature. It is a comprehensive, all-in-one platform that offers a RESTful API, mobile
app, and web interface for researchers and enthusiasts to register, share, and consult
knowledge efficiently in the field of biomimetics.

The results demonstrate the efficiency of the system. Performance and usability
evaluations, including tests using PageSpeed Insights and the System Usability Scale
(SUS), indicate that the system is fast, efficient, and provides a positive user experience.

For future developments, the aim is to expand the biomimetics database, improve
the user interface based on the feedback received, and integrate advanced technolo-
gies, such as artificial intelligence, to personalize the user experience with the adoption
of augmented reality in mobile applications and the development of new interactive
functionalities, aiming to expand the usefulness and impact of the TBDB system.

Regarding the incorporation of artificial intelligence, a fourth endpoint is being
developed for the TBDB system, consisting of a chatbot with a physical robotic face
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designed to enrich the usability experience of system users. The chatbot is supported
by a biomimetic model to implement facial expressions based on eye contact and uses
advanced artificial intelligence and natural language processing technologies to human-
ize digital interactions and create the potential to make the system’s interaction with
users more natural and interesting, contributing to the dissemination of knowledge in
the field of biomimetics.
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Abstract. The demand for intelligent buildings contributing to improv-
ing efficiency in facilities management, energy consumption, and people’s
safety demands technologies supported by the Internet of Things (IoT).

In that regard, this paper introduces a monitoring framework tailored
to that demand. A Proof-of-Concept (PoC) of the proposed framework
proposes a system simulating IoT data to enhance the responsiveness of
facility managers. It also provides data acquisition and analysis capa-
bilities to identify critical events and anomalies within the smart build-
ing environments. They are supported by a containerized application
for each layer: data harvesting, support layer, and data analysis. Sev-
eral datasets (i.e., humidity, movement, temperature, and Light Emit-
ting Diode (LED)) are simulated to monitor, analyze, and trigger alerts
for temperatures, percentage of moisture, light consumption, and move-
ment detection. The results demonstrate the feasibility of the proposed
framework.

Keywords: Simulated Smart Building · Internet of Things · Docker
Swarm · Containers

1 Introduction

IoT is impacting technology, financial, and social development over the years.
In past decades, there has been progress in wireless communication, information
and communication systems, industrial design, and mechanical systems, encour-
aging a new revolution in the capabilities of sensors connected to the Internet.
The IoT is influencing many industries. Smart buildings are becoming a real-
ity where billions of smart sensors and connected computing devices discover,
analyze, and affect some of our most sensitive daily chores [1,2].

These devices include movement detection, thermostats, humidity, energy
management, and Bluetooth. On the other hand, prior simulation is needed to
deploy these sensors effectively to make appropriate use of existing applications
or deploy new ones in remote sensing. Simulation provides a cost-effective app-
roach to deploying applications in an end-to-end process. Through simulation, it
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is possible to shed light on directions to implement future applications [3]. How-
ever, as far as we currently know, there are no simulations of Smart Building
Alert Systems that make use of micro-services to horizontally scale the num-
ber of devices in a building with Docker Swarm in a single computer. Docker
Swarm is a framework developed by Docker that schedules containers on the
nodes. Each task is containerized and separated from other assignments, with
the abstraction of not interfering with different containers. These containers can
be deployed on-premises or in the cloud, [4].

To resolve this issue, we propose a system organized into three layers: data
harvesting, supportive layer, and data analysis. For the first layer, we intend
to simulate four IoT sensors: movement detection, temperature levels, humid-
ity percentage, and Light Emitting Diode (LED) consumption. Each sensor is
simulated using Python scripts, and the corresponding data is generated in one-
minute intervals over a year. The supportive layer comprises an Application
Programming Interface (API) developed in Flask. It gathers data generated by
the simulated devices in JSON and then transforms it into a structured SQL
file with the help of a local web browser to validate the data. The last layer will
provide analytical data through a graphical representation throughout the days
and weeks from the SQL file created from the API. This file allows the creation
of a database in a containerized SQLite instance for the application. Lastly, the
graphical representation of the number of alerts and plots reads data from the
SQL file showing data throughout the day and weeks. In this paper, we bring
an alert system to simulate the management of an intelligent building facility
that allows people to monitor every device. This system aims to get a simple
and functional alert system that generates alerts.

The paper is structured as follows. Section 2 discusses related work. Section 3
describes the architecture used in this simulation. Section 4 describes the exper-
imental design. Section 5 discusses the results and analysis obtained with this
simulation. Finally, Sect. 6 presents the findings and future work.

2 Related Work(s)

This section surveys the literature related to simulated smart building using
Docker swarm.

In this survey [5], the authors presented a systematic review of smart build-
ing’s state of the art. The authors discuss how the European Union adopted
this concept in several buildings to decrease fossil fuels and reduce emissions of
greenhouse gases in cities. However, the need to integrate and adequately man-
age energy led to restructuring the traditional energy grid to a smart grid so
that each building can balance its on-site energy generation and consumption,
among other features like wind and solar panels.

Another survey [6] was conducted regarding Smart Buildings and IoT devices.
The Internet of Things devices aided the industry’s evolution by integrating with
areas such as intelligent buildings. According to the authors, Smart Building and
IoT are linked, and the system is divided into three layers. The first layer has
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sensors that collect data; the second layer acquires, analyses, and prepares the
data in a database system, such as Kafka or Cassandra, and the third layer is
the intelligent application system, which manages the application and the design.
The authors concluded that a large volume of data collected from sensor networks
feeds Big Data databases and opens up the in-depth analytical dimension to
identify the needs of intelligent building operators based on models.

The authors [7] underlay the importance of IoT devices and the ability to
connect with machine-to-machine (M2M) through parameters to make wise deci-
sions not to harm humans. In this paper, the authors analyze basic applications
like heating, ventilating, and air conditioning (HVAC), water management, light-
ing systems, the health system for elders, fire detection, and security risks taken
with each sensor. The authors pointed out the vast cybersecurity risks associ-
ated with using these devices and the importance of protecting the connection
between the devices and the system implementation.

This paper [8] investigated IoT’s research contributions and future potentials
toward the envisioned goals of intelligent buildings. The typical technologies of
IoT were mentioned in the sequence of a three-layered generic IoT architec-
ture, namely 1) perception layer, 2) network layer, and 3) application layer. The
authors stated that current technologies, hardware, software, and computing
algorithms have already become a significant part of the development of intel-
ligent buildings. However, continuous research effort is required on IoT appli-
cations to resolve many problems and challenges that remain to be studied to
successfully implement the prospects of advanced intelligent buildings.

In this work [9], the authors provide a review of how IoT devices influence
the environment. Several sensors are mentioned, explaining how they impact the
indoor built environment and occupant productivity. The authors claim that
each sensor has its characteristics, giving better advantages. They suggest using
the proper sensors to find the best combination of sensing technology to help
build a better environment.

This paper [10] introduces the IoT application of devices and the connection
of Docker virtualization. The docker environment helps manage different tasks
between independent containers. Docker’s lightweight, consistent, and easy-to-
orchestrate applications inside containers have piqued the appeal of researchers
and developers interested in integrating this platform into IoT applications. IoT
is advancing rapidly, and new ideas are being developed for implementing new
IoT applications. The authors state that Docker is designed for robust applica-
tion orchestration, fast deployment, and tolerance of failures.

In this paper [11], the authors present a cloud containerization solution using
Docker to deploy a Bluetooth-based software-defined function, representing a
framework to simplify redefining IoT functions. Furthermore, the authors claim
that Docker is a lightweight framework because of its simplicity and flexibil-
ity in scaling and distributing workloads between independent containers. This
environment makes the solution flexible and cost-saving when implemented on
a remote/single computer.

The authors [12] describes a system that identifies vehicles by analyzing
pictures or videos. Their solution is divided into two layers: device clustering



A Monitoring Framework for Smart Building Facilities Management 259

and the distribution of computing tasks by cluster nodes using Docker. The
authors concluded that Docker is an advantageous technology for testing IoT
devices by isolating several containers, increasing security.

The authors of this study [13] propose a framework for managing IoT devices
in a Smart Building. This system is divided into three layers. Edge nodes take
data from abstract devices, process it in the intermediate layer, and then send it
to the cloud for further study. This framework uses OpenFaaS, an open-source
framework for creating a cluster of computational devices. This framework uses
the Docker services engine. With this study, the authors point out that Docker is
a good system that separates each task into independent containers, improving
the security of each sensor, reducing cost and periods between each layer, and is
tolerant to task failures.

A survey was conducted to determine how essential Docker is in the IoT
domain [10]. In this paper, the authors concluded that Docker is a lightweight,
consistent, and easy-to-use tool that researchers and developers tend to explore
with the prospect of integrating the Docker platform into their IoT applications.
However, given the rapid expansion of IoT devices, this tool may need more
computing power and low memory capacity.

The work conducted in this paper differs from what the authors presented
since we will implement an Alert System for several sensors using one computer
with the assistance of a Docker Swarm.

3 Architecture

This section describes the architecture used in this paper to implement our
system.

Figure 1 shows the implementation of the environment using Docker Swarm.
The first layer involves executing four different types of sensors: light consump-
tion, humidity percentage, temperature levels, and motion sensors. Each sensor
is simulated using Python scripts that generate data in one-minute intervals over
a year. Each script creates JSON data to be processed and analyzed by the sup-
port layer. The support layer is an API developed in Flask that processes each
JSON data file from each device container and transforms them into an SQL
data file for the database. Then, the database container stores the SQL data
file into a SQLite database instance. Using the data stored in the database, the
last layer creates plots to show the data registered in a day and a week and the
number of alerts during this period for humidity, temperature, and movement
sensors.

Figure 2 shows the planning of our environment using Docker Compose to run
multiple isolated containers on a single host. In this figure, it is essential to note
several keywords. The version, services, and network are top-level keywords. The
version, as the name implies, indicates the version of the Docker Composer. The
services define the different containers or services that compose the application.
Lastly, the network represents a custom network and properties to connect the
containers. Other keywords not on the same level but are nevertheless important
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Fig. 1. Architecture Implementation

are image, build, depends on, volume, container name, context, and Dockerfile.
Image keyword specifies a Docker image of the container. It can include the image
name and version. The build keyword is used to configure the build process for a
service. The depends on keyword specifies other services or containers that this
service depends on. Volume keyword mounts volumes from the host or other
containers into the container. The container name indicates the name of the
container. Context keyword specifies the build context. It can be a path to a
directory containing the Dockerfile and any files needed during the build. Lastly,
the Dockerfile keyword specifies the name of the Dockerfile to use. The Dockerfile
contains commands that allow the user to assemble an image or copy files from
host to container or vice versa.

Using Docker Swarm, creating a containerized system with this environment
made it possible to implement sensor simulation in a single computer.



A Monitoring Framework for Smart Building Facilities Management 261

Fig. 2. Docker Compose

4 Experimental Setup

This section presents the requirements and execution process of our framework.
The test was implemented on a computer with the following characteristics:

– AMD Ryzen 3 2300U with Radeon Vega Mobile Gfx 2.00 GHz;
– 8 GB of RAM;
– SSD 150 GB;
– Oracle Virtual Box with Operating System Ubuntu 22.04 LTS (Jammy Jel-

lyfish) (AMD64 bit), two virtual cores, 3 GB of RAM, and 25 GB allocated
disk space.



262 E. Pina et al.

We chose the minimal installation during Ubuntu installation since we will
not need anything besides a web browser, an Integrated Development Envi-
ronment (IDE), Visual Studio Code, and Docker.

Docker was installed by following the Official Installation guide [14] and by
using the apt repository. The APT in Ubuntu is a package manager that allows
installing and uninstalling packages from the apt library [15]. Having completed
the installation, Docker Compose, a Docker plugin, was also required to run a
Proof of Concept (PoC) in a containerized environment. It was followed [16] to
install Docker Compose using the repository.

5 Results and Analysis

This section presents the results of each sensor in days and weeks and the number
of alerts detected.

Figure 3 depicts the humidity over one day. The values in this Figure range
from 23% to 65 %, with the lowest humidity of around 20% between 15 and 16 h.
The highest humidity level was 64.37%.

Fig. 3. Humidity Percentage in a Day

Figure 4 demonstrates the average humidity over a week. Since November
13th, the humidity has been at 44.77%. After four days, the humidity peaked at
46.54%, an increase of nearly 2%. Then it fell to 43.27% the next day and rose
to 45.89% the following day.

Figure 5 shows the current temperature in a room, where from midnight until
10 am, the temperature increased to 22 ◦C. After 10 am, the temperature gradu-
ally dropped. The temperature suddenly declined between 13 and 16 h, reaching
a low of 18 ◦C. After 17h, the temperature tended to maintain its temperature,
increasing or decreasing a few degrees Celsius (◦C).

Figure 6 displays the average maximum and minimum temperatures in a
room throughout the week. The maximum temperature exceeded 25 ◦C in two
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Fig. 4. Humidity through the Week

Fig. 5. Temperature through the Day

days because those days were hotter, while minimum temperatures ranged
between 14 ◦C and 18 ◦C, with the lowest at 14.9 ◦C.

Figure 7 shows the LED light consumption in a room throughout the day.
The LED consumption ranged between 55 and 110 W per hour. The highest peak
was above 120 W per hour, indicating that many LED lights were turned on at
16 h. Regarding the other days, the LED power varied its Watts consumption.

Figure 8 displays the weekly power consumption. There are minor variations
of power between 3000 and 3500 W. Nonetheless, power consumption was nearly
linear throughout the days, indicating consistent power consumption.

Figure 9 shows the number of people detected in a room. One movement out
of hours was detected, which indicates that someone suspicious was in that room.
The number of movements during rush hours was higher since more people tend
to enter or leave work, while in regular hours, the number of movements tended
to be lower.
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Fig. 6. Temperature through the Week

Fig. 7. Power Consumption through the Day

Fig. 8. Power Consumption Through a Day
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Fig. 9. Movement Detection through the Day

Lastly, Fig. 10 displays the number of people detected throughout the week
in a room. The movement difference varies between 1 or 2 people, with almost
a linear number of weekly movements in a single room.

Fig. 10. Week Movement Detection

The number of alerts triggered for humidity, temperature, and out-of-hours
movement is shown in Fig. 11. It was defined as a humidity range of 25 ◦C as high
and 5 ◦C as low. An alert is triggered in case data becomes below 5 ◦C or above
25 ◦C is detected. The same can be said for humidity, which ranges between 60%
and 30%. Anything outside of this range is considered an alert.
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Fig. 11. Alerts in a Day

To summarise, we built this system by performing each task independently
in separate containers. During data generation, we attempted to simulate data
that was as close to the real world as possible, as seen in Figs. 3, and 5, by
using a function from the Python random library called uniform to generate
a wave pattern. By providing a range, this function increases or decreases a
number tendency. The humidity percentage was treated similarly. In terms of
power consumption, we used another function that adjusts the power based on
the rate of an LED’s intensity:

power = (6.00 ∗ (intensity/100)) (1)

Given that an LED consumes approximately 6 W, power consumption is calcu-
lated by multiplying the intensity value between 0 and 1 by the total power of
an LED (6 W). Mapping the intensity to a power scale will yield a power value
influenced by the intensity level that ranges from 0 to 6 W. On the other hand,
the alerts for LED power consumption will be incorporated into future work.

6 Conclusions and Future Work

The combination of intelligent building technologies and simulation capabilities
empowered by Docker Swarm opens new opportunities for innovation, efficiency,
and reliability. Developers can design, test, and implement intelligent building
solutions that meet the demands by leveraging containerization and orchestra-
tion. Docker Swarm integration with intelligent building simulations is critical in
creating more sustainable, resilient, intelligent building solutions that meet cur-
rent needs and anticipate future challenges. The paper demonstrates our work as
an example of a practical application of these concepts. By encapsulating tasks
within a containerized environment orchestrated by Docker Swarm, we designed
a system that generates sensor data stored in JSON files to be processed by an
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API. Then, we transformed it into a structured SQL file to create plots of each
sensor and the number of alerts raised daily or weekly.

6.1 Future Work

In future work, we intend to improve this system by analyzing data from one-
second interval periods. This entails sending data regularly to the database to
determine whether alerts were generated at the time so that the person respon-
sible for managing the application can make the necessary adjustments. LED
power consumption alerts are another component that should be implemented
in this system. The continued scaling up of the system to simulate a proper
building is another aspect that needs to be addressed. The relation between
temperature and humidity must be addressed since both are connected. Finally,
we intend to improve how the alerts are generated over the same problem so
that when an alert is generated, it only continues to produce that alert once the
warning is resolved.
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Abstract. This manuscript presents the project aimed at creating a low-cost
indoor air qualitymonitoring system. By using a variety of sensors connected to an
ESP32 microcontroller, the system measures specific parameters such as carbon
dioxide, volatile organic compounds, particulate matter, temperature, humidity,
and pressure. The sensor-recordedmeasurements are sent to an InfluxDB database
via Wi-Fi, where they are accessed by Grafana, which generates a graphical user
interface that displays the evolution of all collected data. The values can be visu-
alized in various graphical styles according to the user’s preference, including
tables, time-series charts, and histograms. Initially, some research was conducted
to evaluate various types of microcontrollers and sensors to select the best options
based on factors such as cost, size, and measurement accuracy. A printed circuit
board and a 3D-printed enclosure were designed alongside the final prototype,
which facilitated the integration of the various hardware components. Lastly, a two
week-long test was conducted, in a school environment, using the final hardware
to validate the overall results and operating behavior of the developed system.

Keywords: Indoor Air Quality · Air Quality Monitoring · Low-cost Sensors

1 Introduction

This paper presents the design and implementation of Airsense [1], an indoor air qual-
ity monitoring system for measuring carbon dioxide, particulate matter, temperature,
relative humidity, pressure, and volatile organic compounds. One crucial aspect for the
project was the overall system cost, given the high prices of commercial alternatives,
it was essential to develop a low-cost system capable of competing in certain aspects
with these high-cost alternatives. Especially in the post COVID-19 era, it has become
increasingly important to consider the quality of the air that people breathe [2]. Air pol-
lution directly impacts people’s quality of life, and factors such as a high concentration
of particles in the air can increase the risk of virus and bacteria transmission through
respiratory pathways. Another critical factor for indoor air quality is carbon dioxide
concentration, levels above the recommended range can cause issues such as headaches,
breathing problems, fatigue, eye irritation, among others [3]. By measuring these and
other factors related to air quality, it is possible to try to reduce the aforementioned side
effects.
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According to the Environmental Protection Agency (EPA), indoor air quality has a
significant impact on heath [4].While adverse health effects have been attributed to some
of the referred pollutants, the scientific understanding of certain issues regarding indoor
air quality continues to evolve [5]. An example of this is “Sick Building Syndrome”
(SBS), which occurs when occupants of a building develop similar symptoms after
entering a specific building and the symptoms tend to decrease after leaving the building.
Some researchers have also been studying the relationship between indoor air quality
and certain issues not traditionally linked to health, such as student performance or
productivity levels in work environments [4]. Another field that is evolving is the design,
construction, operation, and maintenance of “green” buildings that achieve high energy
efficiency and improve indoor air quality [6].

2 Background Research

Some research was conducted regarding various elements related to the project, such as
the operating behavior of some existing air quality monitoring systems, as well as some
comparisons between various types of low-cost sensors [7] and microcontrollers used in
the project. Additional research was also conducted on various factors that compromise
interior air quality, including topics such as carbon dioxide, particulate matter, other
chemicals in the air, and what constitutes good or bad levels of indoor air quality.

2.1 Related Work

During the research phase, the following projectswere studied and compared toAirsense.
The AirVA system [8] utilizes the data collected by the sensors to calculate an air quality
index value. Due to the high cost of all the components used, it’s a costlier option
compared to Airsense. However, AirVA can detect the number of people in the room,
which is a significant advantage and an excellent feature for this kind of system. The
iAQ+ system [9] is a low-cost solution that monitors various factors to calculate an air
quality index. Using a BME680 sensor, the system measures temperature, humidity,
pressure, and Volatile Organic Compounds (VOC) levels. The project also includes
a smartphone application and a web app for viewing the system’s recorded values,
along with a historical graph. The system shares some similarities with Airsense, such
as the use of a buzzer for generating audible alerts and LEDs to visually indicate air
quality levels. However, iAQ+ lacks sensors for CO2, or particulate matter, which are
essential factors for projects in this field. The project BEVO [10] involved the study and
development of an air quality monitoring system named BEVO Beacon. The project
focused on an intensive study of values collected by 20 systems with the same hardware,
measuring CO2, Particulate Matter (PM), CO, NO2, and TVOC. Like Airsense, BEVO
Beacon uses a Printed Circuit Board (PCB) to connect all components and a customized
box made of plywood. CampusEMonitor [11] is a low-cost environmental monitoring
system designed to monitor rooms with various network equipment. Using a Raspberry
Pi SBC connected to a DHT11 temperature and humidity sensor, and an MQ-7 carbon
monoxide sensor, the system aims to detect temperature increases and gas contamination.
The sensor readings are sent to a database for use in a graphical dashboard. Compared to
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Airsense, CampusEMonitor is limited in terms of sensors, measuring only temperature,
humidity, and carbon monoxide. Design and Simulation of Environment Indoor Air
Quality Monitoring and Controlling System using IoT Technology [12] is a project to
create an indoor air quality monitoring system using an Arduino Mega SBC connected
to six sensors measuring levels of CO, CO2, NO2, O3, PM, VOC, temperature, and
humidity. The data is sent via Wi-Fi to a mobile application. Like Airsense, this system
implemented various devices beyond sensors, including a screen for data visualization,
a buzzer, LEDs, and additional fans for airflow control. Table 1 presents a comparison
of the researched projects.

Table 1. Comparison of existing projects

Project Airsense AirVA [8] iAQ+ [9] BEVO
[10]

CampusEMonitor
[11]

EIAQ
System
[12]

Monitored
Parameters

CO2, T, H,
P, PM,
VOC

CO2, T, H,
PM, NH3,
NO,
Alcohol,
Benzene,
Smoke,
Dust

T, H, P,
VOC

CO2,
PM, CO,
NO2,
TVOC

T, H, CO CO, CO2,
NO2, O3,
VOC,
PM, T, H

Notifications × √ √ × √ √

Open-Source
√ √ √ √ √ ×

Low-Cost
√ × √ × √ √

2.2 Existing Commercial Solutions

There are currently hundreds of air quality monitoring products on the market. Two
relevant examples are the TemtopM200C [13] and theAranet4 [14]. The TemtopM200C
is one of the most popular options in the market. It is a compact and portable system
that measures carbon dioxide, PM2.5, PM10, temperature, and humidity. It features a
graphical interface that displays graphs with the collected data. The major advantage
of this system over Airsense is its superior portability due to a rechargeable battery.
However, this system does not offer Wi-Fi, making it impossible to view data online.
The Aranet4 system measures carbon dioxide, temperature, humidity, and atmospheric
pressure. It can be connected via Bluetooth to a smartphone, where temporal graphs of
the measurements can be viewed. The major advantage of this system over Airsense is
also its portability. The use of an e-ink screen and not being constantly connected to a
network allows the system to have a battery life of up to 4 years, making the product
much more appealing and practical. One disadvantage, when compared to Airsense, is
the lack of a PM sensor.
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3 Project Requirements

The requirements for the Airsense system can be divided into two groups, functional
requirements, and non-functional requirements. The main objective of the project was to
create a system that could read data from various sensors using a microcontroller. This
data should be sent to an online database, which in turn would be accessed by software
that generates graphswith all the collected data. The goalwas to create a low-cost system,
easy to use, with an open architecture, and a simple graphical interface.

The functional requirements established were as follows: (1) Measurements: must
take measurements of certain parameters related to indoor air quality using the available
sensors; (2) Internet Connection: must be able to connect to a network via Wi-Fi; (3)
Data Storage: must be able to send the measurements to an online database; (4) Data
Visualization: a dashboard must be created where measurements can be visualized with
a graphical interface; (5) Refresh Rate Selection: the user should be able to easily change
the refresh rate of the sensors and the upload rate of the data.

The following non-functional requirements were established: (1) Usability: must be
easy to use, and the graphical interface should be intuitive for the user; (2) Scalability:
must be scalable to accommodate more sensors in future versions; (3) Aesthetics: should
have a visually appealing design; (4) Ergonomics: should be easy to transport and easy
to disassemble.

4 Hardware Architecture

The system is composed of various sensors and other functional elements connected
to the microcontroller through a PCB. This PCB is then attached to the 3D printed
enclosure. Figure 1 illustrates the hardware architecture of the system.

Fig. 1. System hardware architecture

4.1 Sensors

The final configuration of the Airsense system uses four sensors to measure temperature,
relative humidity, barometric pressure, VOC, CO2, and PM.
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The BME280 sensor was used to measure temperature, humidity, and pressure.
Communication with the microcontroller is done through the I2C protocol. The specific
details of the sensor are not public as the technology is proprietary, but temperature
is measured through changes in voltage from a diode, humidity is measured through a
capacitive principle, and the pressure value is calculated using a piezo-resistive sensor.

The sensor chosen to measure particulate matter was the PMS5003. This sensor
measures the number of particles in the air with diameters of 1, 2.5, and 10 µm. The
sensor operates on the principle of laser dispersion. Using an intake fan, particles pass
through a laser focused on a point, the particles then cause the laser light to disperse,
which is detected by a light-sensitive diode. The value recorded by this diode is converted
to the particle concentration value with the help of the microprocessor in the sensor.

For CO2 measurements, the Sensirion SCD41 was used. The sensor communicates
with the microcontroller via the I2C protocol and employs photo-acoustic technology,
which is a relatively new method of measurement in these types of sensors. The sensor
emits an intermittent infrared light, when this light is absorbed by CO2 molecules, they
begin to heat up and cool down repeatedly. Due to this thermal expansion and contrac-
tion, there are vibrations and changes in pressure inside the sensor’s enclosure. These
vibrations generate an acoustic signal that is measured by a microphone in the sensor.
The values collected by this microphone are then converted to value that represents the
concentration of CO2.

The SGP40was used tomeasure the VOC level. The sensor detects the concentration
of volatile organic compounds in the air and outputs a value that ranges from 0 to 500,
where 0–100 represents excellent air quality, 100–200 good air quality, 200–300 slightly
polluted air, 300–400 moderately polluted, and 400–500 extremely polluted air.

4.2 Other Devices

In addition to the sensors, the system also includes some elements that provide additional
practical features to the user.

• A TFT screen. Despite the primary interface method with the system being through
the web GUI, having a screen to display the data locally at the hardware level can be
useful in some situations;

• A rotary encoder that is used to change the sensor update rate and the rate at which
data is sent to the database. In certain cases, it may be useful to have a longer interval,
for example, every five minutes, to avoid an excess of data points. In other cases, a
shorter interval may be preferable;

• A buzzer that alerts when the system connects to the Wi-Fi network and the online
database;

• A set of 3 LED of different colors that visually indicate the level of CO2: green,
yellow and red.

4.3 Printed Circuit Board

The development of the PCB began by creating a schematic that included all components
and their connections. Since the software EasyEDA has a vast component library, many
of the necessary components are already available for importing. After making all the
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correct connections based on the system prototype, a final diagram was obtained. With
this diagram, it is possible to generate a PCB. The software generates the PCB with
components randomly placed, which then need to be adjusted according to the desired
layout and measurements. After placing the components in the correct locations and
verifying all the measurements, the wiring is automatically generated. Lastly, the Gerber
file must be uploaded to the chosen manufacturer’s website. All the components then
need to be soldered to the final physical PCB.

4.4 3D Printed Enclosure

To make the enclosure, the process began by creating the 3D model in Fusion360. The
goal was to design a model that would be simple, compact, and relatively easy to 3D
print. The model was generated mostly by simple shapes and extrusions.

The design process went through different stages, from the initial basic layout to
the completed enclosure. It started with a platform, standoffs, and a border for the PM
sensor. In a second revision, borders were added around the initial base, along with space
to place various magnets and some cut-outs for ventilation. The third revision included a
top piece, the second element of the enclosure. This element attaches to the first one with
magnets. It has various cut-outs for the system components, including the 3 LEDs, rotary
encoder, screen, and ventilation for the sensors. The final design is shown in Fig. 2 a).
Some adjustmentsweremade, like filleted edges tomake the enclosuremore comfortable
to hold, and a hexagon pattern was added along all faces to increase ventilation. Lastly,
a vertical support was designed. It attaches to the previously described elements using
magnets.

4.5 Prototype Final Configuration

With everything assembled, the obtained result is shown in Fig. 2 b).

Fig. 2. Airsense Hardware: a) Enclosure, revision 4 and b) Final prototype

The final components are listed in Table 2, along with the approximate cost of each
component. As demonstrated, the total approximate cost of the system is 63e, being
that most of the cost is allocated to the CO2 and PM sensors.
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Table 2. Components of Airsense final prototype

Component Description ~ Cost

ESP32 – Devkit 1 Microcontroller 4 e

SCD41 CO2 sensor 21 e

SGP40 VOC sensor 6.3 e

BME280 Temp, Hum, Press sensor 2.5 e

PMS5003 PM sensor 16 e

Buzzer Active buzzer 3V 1 e

3x LEDs Green, Yellow, Red 0.1 e

TFT Screen 1.8-inch TFT 2 e

3x Resistors 2kohm 0.03 e

Rotary Encoder Model ky-040 0.5 e

PCB From JLCPCB 5 e

Enclosure Printed in PLA 1 e

Vertical stand Printed in PLA 4 e

Total: 63.43 e

5 System Software

This section will explain how the software in the system functions and how it interacts
with the different hardware components. Figure 3 illustrates the software architecture.
The microcontroller sends the collected data via Wi-Fi to an InfluxDB database. The
data stored in the database is then accessed by Grafana, that functions as a graphical
interface for the user, where all graphs and tables with sensor data are generated. Both
InfluxDB and Grafana operate in the cloud, enabling users to access the data from any
network or computer, anywhere.

Fig. 3. Software architecture
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5.1 Wi-Fi Manager

To connect the system to aWi-Fi network, aWi-Fi provisioning systemwas implemented
using the WifiManager library. This provisioning method eliminates the need to hard-
code network access credentials, making it easier to connect to the desired network, and
avoiding the need to re-upload firmware to the microcontroller every time a network
change is required. Upon system startup, an access point that can be accessed by a
smartphone or a computer is created. After connecting to the access point, a browser
window automatically opens, allowing users to select the desired network and input the
required credentials. The next time the system boots up, it automatically connects to the
chosen network. If the system boots up in a new area, or without access to a network,
it creates the access point again, and the login process must be repeated. If the system
has no access to any network, it functions in offline mode, and continues displaying the
sensor data on the integrated screen.

5.2 InfluxDB - Database

With access to the internet, the system sends all collected data by the sensors to an
InfluxDB time-series database. The values are stored in a “bucket” containing all the
data alongwith their respective timestamps. The data can be accessed using SQLqueries,
however, since the main interface with the system is made through Grafana, accessing
InfluxDB this way is not necessary for the user. This database is stored in the cloud and
can be accessed from anywhere.

5.3 Grafana - Graphical Interface

Grafana was used as the fronted/GUI. A dashboard was created, containing all the panels
with the graphs for each measurement. Each panel is made up of two elements, a FLUX
query, and the settings for panel configuration.

To create the query for each panel, it’s necessary to select the bucket where the data
was stored, a time range, and the desired data field. After generating the query, the graph
is set up by selecting the type of graph, along with the rest of its desired settings.

The designed interface shows the temporal graphs for temperature, humidity, pres-
sure, CO2, and VOC, as well as indicators for the current values of CO2 and VOC. In the
case of PM graphs, the interface shows PM1.0, PM2.5, and PM10.0 values over time,
as well as the current and historical particle levels per 0.1L of air. As an example, Fig. 4
illustrates the graphical interface for the tables with the daily minimum and maximum
values for temperature, humidity, CO2, and VOC over the last 30 days. This graphical
interfaces are also available in mobile layout.
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Fig. 4. Daily maximum and minimum values for some of the measured parameters

6 Tests and Results

To verify the values recorded by the Airsense system, a 17-day test was conducted. This
test took place at the School of Technology and Management of Guarda Polytechnique,
in classroom 39, a computer laboratory, between October 30th and November 15th.
Given the chosen environment, this test focused primarily on CO2 concentration values.

Despite some issues with school’s network connection, it was possible to isolate
certain time intervals with continuous readings and verify that the system can accurately
measure differences in CO2 concentration levels. These differences in CO2 are caused
by various factors such as the number of students present, or the level of ventilation in
the room.

An analysis of some of these reading intervals will be presented, along with an
explanation of what may have caused the increase or decrease in the recorded values
for the examples provided. To solidify the analysis of some of these examples, certain
factors were registered, such as the schedule of certain classes, the number of people
present, and occasions when the room was ventilated. Regarding CO2 concentration
readings, it was possible, in certain cases, to detect the following: (1) When a group of
students enters or exits the classroom; (2) If the room has many, or few students and (3)
When the room has adequate ventilation.

In the example shown in Fig. 5 a), it can be observed that on Monday, November
6th, there is a rapid increase between 09:30 and 11:30, followed by a decrease between
11:30 and 14:30, and finally, another, less dramatic increase (due to the class only having
5 people) between 14:30 and 16:30. Both increases coincide with classes in classroom
39. After the end of the class, there is a gradual decrease until the morning of the next
day. On Tuesday, November 7th, as shown in Fig. 5 b), it is possible to identify the class
that took place between 09:00 and 11:00. Despite the readings gap in the afternoon, a
very abrupt increase can be seen starting at around 14:00 and peaking at 16:00. Next,
a rapid decrease is observed between 18:50 and 19:00, representing a high probability
that the room was ventilated, as when the room is not ventilated, the CO2 level does not
usually drop so abruptly. November 9th, a Thursday, as shown in Fig. 5 c), the system
detects a possible class from 14:00 to 16:00 with many students (due to the high slope
on the graph), which is not listed in the schedule of classroom 39. It is possible that the
roomwas ventilated from 15:50 given the sharp drop in CO2 concentration over the next
three hours. Figure 5 d) shows the readings for November 10th, a Friday. The CO2 level
increases during the class from 11:00 to 13:00. Next, there is a 15-min period during
which the room is ventilated, from 16:45 to 17:00. The CO2 concentration then gradually
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decreases over the weekend. Monday, November 13th, is illustrated in Fig. 5 e). The
same classes as the previous week can be identified. After a gradual decrease over the
weekend, there is a rapid increase between 09:30 and 11:30, followed by a break of three
and a half hours, and finally, a small increase during the class from 14:30 to 16:30, with
5 people. On November 15th, Wednesday, shown in Fig. 5 f), a class with 24 students
takes place. Despite the high number of students present, the CO2 concentration remains
at a good level for most of the duration of the class due to the window being open.

a) b)

c) d)

e) f)

Fig. 5. CO2 sensor experimental tests in classroom 39: a) November 6th, b) November 7th, c)
November 9th, d) November 10th, e) November 13th and f) November 15th

Regarding the temperature sensor, it was possible to verify that it detects changes in
the room that are most likely caused by the central heating system. Figure 6 a) shows the
temperature increasing and decreasing at constant intervals. Between November 10th

and November 14th, a pattern is repeated, where it always increases from 08:00 to 12:00
and again from 16:00 to 21:00. On Sunday, November 12th, there is no temperature
change because the school is closed.

To evaluate the remaining sensors, some tests were conducted outside the school. In
the humidity sensor test, a dehumidifier was used in a closed room. The dehumidifier
turns on and off periodically in 10-min intervals. In Fig. 6 c), it is possible to see an
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incremental decrease, along with the intervals when the dehumidifier turns on and off.
To test the VOC sensor, a cloth soaked in alcohol was placed near the system. The sensor
was able to detect the volatile compound, and the reading surged from around 100 out
of 500 to 450 out of 500, as demonstrated in Fig. 6 d). In the PM sensor test, a piece of
burnt cardboard was placed in a frying pan near the system. The sensor quickly detected
the particles in the smoke, and the values went from around 1–10 (typical for a clean
environment) to thousands, as shown in Fig. 6 b).

a) b)

c) d)

Fig. 6. Experimental tests with other sensors: a) Temperature, b) PM, c) Humidity and d) VOC

7 Conclusion and Future Work

The goal of this project was to study, analyze, and build an indoor air quality moni-
toring system. During the initial analysis phase on the topic, various existing projects
and commercial options were compared. The project also involved the development of
new skills in certain unfamiliar areas, such as 3D modeling, PCB design, and sensor
implementation. These new insights were applied throughout the process in the creation
of four prototypes with different characteristics until a more refined final prototype was
developed that was capable of measuring levels of temperature, relative humidity, baro-
metric pressure, carbon dioxide, volatile organic compounds, and particulate matter.
Various tests were conducted to validate the operation of the system and the accuracy of
the readings, including a two week-long final test in a school environment.

While most of the initially proposed requirements were met, there is always room
for improvements and additional features to implement in the future. For example, one
limitation of the system’s current version is the somewhat complex initial setup, which
requires some specific IDE configurations and editing of certain library files. Addition-
ally, the following are some ideas for future work and improvements of the project: (1)
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Notification and alert system via SMS or e-mail; (2) Integration of artificial intelligence,
that, through an analysis of measurement history, can make predictions or find patterns
in the provided data. For example, predicting when CO2 levels will reach an unhealthy
point, or detecting unexpected increases in VOC levels on a specific day and time each
week; (3) A second, more compact version of the PCB without modules or breakout
boards, with the sensors and microcontroller soldered directly onto the PCB, along with
all other components such as resistors and capacitors; (4) Address system flaws or lim-
itations, such as not being able to select a different Wi-Fi network in the same location
when the system is already connected to one network; (5) Implement a group of various
systems in a building, such as a house, with one system in each room, and create a map
where all the measurements from each room can be viewed; (6) Implement a function-
ality for the system to save measurements in memory in case of Wi-Fi failure and (7)
Create documentation and organize all files for public access on GitHub.
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Abstract. The construction industry has experienced substantial growth, reflected
in its impact on the financial market due to projects with significant territorial
reach, widely distributed, high budgets, and technical complexity. However, this
growth also raised risks due to the complex nature of construction sites, making
them prone to accidents, among which falls are a significant concern. Beyond
human costs, accidents incur various tangible consequences, including compen-
sation expenses, legal liabilities, schedule delays, unforeseen costs, and intangible
impacts on organizational reputation and human resource recruitment. This paper
proposes an auditing framework to address these challenges and to enhance safety
management and supervision in construction. This framework collects relevant
data on the construction environment and worker conditions, streamlining the
identification of fall risks and accident locations.

Keywords: civil construction · accident · audit · fall detection · safety

1 Introduction

Accidents due to falls are a relevant subject to be considered in construction sites as
they represent one of the significant causes of injuries and fatalities. They impact not
just the physical integrity of workers but also the efficiency and successful completion
of projects. In the event of falls, two critical success factors must be considered. The
first is to know the location of the injured party. The second is related to reducing
response time to minimize the extent of injuries or even prevent death. In this context,
effective safety management in the construction industry is essential to ensure safe
working environments and prevent accidents. Despite the norms and regulations that
must be followed to coordinate safety on construction sites, there is a need to identify
preventive actions that can significantly reduce the number of accidents and ensure that
all existing solutions complement each other [1].

1.1 Motivation

According to data from the World Health Organization (WHO) [2], falls (in general) are
the second leading cause of death from unintentional injuries worldwide. According to
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data published by the International Labor Organization (ILO) and Asanka and Ranas-
inghe [3], global cost estimates resulting from direct and indirect accidents amount to
2.8 trillion US dollars, equivalent to 4% of the global gross domestic product (GDP).

Accident prevention should be viewed as an objective to achieve. It is necessary
to mitigate and avoid: 1) loss of human life; 2) individual and collective responsibility
for negligence crimes regarding failure to comply with safety conditions; 3) budget
overruns in the project, both in costs and in the expected execution time, as presented
by Alkaissy et al. [4]; 4) direct and indirect costs of the accident not only for the worker
but also for other stakeholders in the construction project (insurers, property owner,
general contractor and subcontractors, regulatory entity, safety coordinator on site); 5)
minimizing the financial costs incurred by public health organizations (hospitals and
health centers) in treating injuries suffered by the employee, as well as social security
systems for the payment of temporary disability benefits.

1.2 Contributions

The following objectives have been identified: 1) Propose a framework for auditing
occupational health and safety which allows to identify, in real-time, when a worker
falls; 2) Propose an optimized model for distributing signal transmitters and Internet
of Things (IoT) sensors, necessary for data acquisition and subsequently evaluating
the positioning of workers on-site; 3) Evaluate the proposed framework through the
implementation of a prototype integrating the proposed location model.

1.3 Structure of the Document

Beyond this section, this paper is organized as follows: Sect. 2 introduces the techno-
logical approaches to safety in the construction industry. Section 3 describes the audit
framework for civil construction safety management and supervision. Section 4 presents
the experimental work. Finally, Sect. 5 concludes the document and presents futurework.

2 Technological Approaches to Safety in the Construction Industry

This section presents the technological approaches for safety management in the con-
struction industry, supported by a literature review and the identification of tools and
techniques regarding fall detection systems, Bluetooth Low Energy, Fog Computing,
and Microservices.

2.1 Fall Detection Systems

Fall detection systems (FDS) integrate technologies and devices to identify and trigger
alerts in cases of human falls. Often, they incorporate multiple sensors and technologies
to minimize false positives accurately. Some FDS systems also include contextual infor-
mation, such as the human´s location, current time, and activity level, to better assess the
likelihood of a fall. Loss of balance represents one of the primary causes of falls at con-
struction sites, according to authors Hsiao et al. [5]. It is essential to proactively monitor
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the balance of construction workers at different times of the day. To avoid accidents, it
is necessary to plan appropriate mitigation strategies. According to Mubashir et al. [6],
some approaches were used in fall assessment and detection processes, such as wear-
able sensors, accelerometers, gyroscopes, pressure sensors, height sensors, and heart
rate sensors. Fall detection systems focused on the environment often utilize motion,
pressure, and acoustic sensors placed in the environment to capture data related to the
individual’s activities and movements. These sensors can detect environmental changes
that can help signal falls or potential falling risks. Another approach would involve using
visual data from cameras and imaging devices to monitor and analyze the movements
and activities of individuals, aiming to detect falls and related events. Trilateration is a
geometric technique used to determine the position of an unknown point about three or
more known reference points. This method is often applied in location systems, such as
the Global Positioning System (GPS), to determine, in real-time, the position of mobile
devices or objects, according to authors S. Murphy Jr. &Herman [7]. The basic principle
of trilateration involves measuring the distances between the unknown point and three
reference points with known coordinates. Each distance is a radius around the reference
point, creating concentric circles or spheres in three-dimensional space. The intersec-
tion of these spheres provides the possible locations of the unknown point, and the most
accurate solution is where all the spheres intersect.

2.2 Bluetooth Low Energy

Tosi et al. [8]work described theBluetooth LowEnergy (BLE) architecture and the usage
of this wireless communication technology. The achieved results conclude that BLE is
an alternative to the existing standard wireless technologies (e.g., Institute of Electrical
and Electronics Engineers (IEEE) 802.11b (Wi-Fi), ZigBee, ANT+, and Bluetooth clas-
sic). According to Park et al. [9], BLE is a promising technology for tracking workers
and equipment in terms of reliability and ease of use. However, it was noticed that the
BLE system may need to be more reliable at zone boundaries, which may cause con-
straints when running data analysis. Another conclusion from the same work is related
to the positioning of the gateway, which may affect the accuracy and usability of the
data. Finally, its compact size makes it very convenient as a wearable device. Accord-
ing to the authors [9], BLE includes features that enable a device to determine another
device’s presence, distance, and direction. BLE is widely used as a device positioning
technology and is highly effective in high-precision indoor location services. According
to the author Li et al. [10], Real-Time Location Systems (RTLS) are systems that can
be used to identify and track the location of workers, materials, and equipment on the
construction site in real-time. Huang et al. [10] developed a method to detect potential
risks for workers near operating equipment and provide proximity safety alerts using
BLE technology within an RTLS. The prototype system was evaluated on construction
sites, demonstrating its ability to detect nearby hazards and issue vibration alerts for
worker awareness. Furthermore, the method allowed the system to estimate the position
and velocity of workers or equipment at the site. In Bai et al. [12], the authors aimed to
monitor the daily lifestyle of elderly individuals or those with disabilities by implement-
ing an indoor positioning system using BLE sensors placed at various locations within
a residence. The person’s location was determined by capturing the Received Signal
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Strength Indicator (RSSI) from their beacon. Trilateration and fingerprinting methods
were used for location determination. Experiments conducted in home settings con-
firmed the system’s ability to accurately track the person’s location and daily activities,
providing data useful for assessing their health status.

2.3 Fog Computing

According toAtlamet al. [13], fog computing aims todecentralize computingbybringing
processing resources closer to edge devices. This model reduces latency, enhances data
transmission efficiency, and facilitates real-time event capture. It involves a decentralized
architecturewith layers includingCloud, Fog, andEdge.Theuse of this computingmodel
in the proposed framework should be encouraged due to its benefits, including the lack of
processing resources closer to edge devices, reduced latency, improved data transmission
efficiency, and a faster response to events, such as a worker’s fall. In the context of the
work to be carried out, two layers and their components will be implemented: edge and
fog.

2.4 Microservices

Microservices architecture supports developing and implementing applications compris-
ing independent services, each with its source code, data, and processing. This approach
fosters modularity, eases the addition of new features, and simplifies integration with
other technologies [11]. Contrary to monolithic methods, where the entire application is
a single unit, Microservices break down applications into smaller, interconnected com-
ponents, offering increased flexibility, scalability, and resilience. Each microservice is
developed, deployed, and scaled independently, streamlining maintenance and ongo-
ing application evolution. Microservices will be used to construct modules supporting
functionalities such as fall detection, location assessment, and scanning of BLE devices.
Additionally, their flexible scalability will allow for easy resizing of the framework as
needed.

3 Audit Framework for Civil Construction Safety Management
and Supervision

This section will address aspects related to the design and development of the audit
framework for management and supervision of safety in the construction industry.

3.1 Architecture

The proposed architecture is based on the fog computing model. The fog layer should
be installed at the construction site. The graphical representation of the proposed
architecture is shown in the Fig. 1.

3.2 Components

In this section, the components of the proposed architecturewill be identified and detailed
for each layer. Table 1 presents the elements that integrate the framework.
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Fig. 1. The proposed Audit Framework

Table 1. Framework Components

Layer Component Description

Edge BLE Device Bluetooth Low Energy Device

Fog Scan for BLE device Scanning for BLE device

Fog Fall detection Fall assessment and detection activity

Fog Identify location Device location assessment activity

Fog Notification Notify the detected fall event

Fog Fog server On-site data processing device

Fog Gateway Device enabling communication between the fog server and the
cloud instance

Cloud Data Processor Data processing

Cloud Message Broker Ensures communication between all other components

Cloud Fall Prediction Fall assessment and prediction

Cloud Cloud instance Cloud data processing

The BLE Device is located at the edge layer, where the message producer is in this
architecture. It provides real-time data to determine falls, location, and worker safety
conditions on the construction site. The fog devices, servers, and gateways are included
in the Fog layer. Fog servers process data for decision-making,while fog devices are typi-
cally associatedwith them.Gateways redirect information between devices, Fog Servers,
and the Cloud layer. They collaborate to reduce latency and enhance data transmission
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efficiency. The Fog Server hosts processes data and communicates with BLE devices.
It collects data from the BLE device, evaluates falls, communicates with gateways, and
enables trilateration for BLE device location. Fall detection, location identification, and
BLE device scanning activities ensure the functional requirements of the framework.
The notification activity comprises creating and delivering alert messages after detect-
ing falls. At the cloud layer, the data processor component streamlines the integration of
the different elements, especially the message broker and the fall prediction component.
Additionally, the Data Processor processes and handles data within activities. On the
other hand, the Message Broker is responsible for acquiring and processing messages
from each construction site and worker using a BLE device. These messages are pro-
cessed in different topics by the Message Broker. Finally, the fall prediction function
aims to predict worker falls at construction sites by considering messages collected from
the other message broker topics.

3.3 Fall Detection

Four modules are designed to detect fall events. The first is “fall detection,” which
assesses and determines whether a fall event occurred. The second allows us to “evaluate
location” and identify the worker’s location at the construction site. The third is “scan
to get RSSI data” which runs cyclic scanning for BLE devices at the periphery of each
Fog Server. The last module is “notification” for managing notifications in case of fall
events detection. The Fig. 2 presents the proposed architecture, including the modules
above. Figure 3 Includes the fall detection evaluation process.

Fig. 2. Available features in the proposed
architecture.

Fig. 3. Fall detection evaluation process
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3.4 BLE Location

Four modules were considered, with the aim of determining workers’ locations. The
“Collect RSSI data” module collects RSSI events from Raspberry Pi devices. The “Con-
vert distance into RSSI” module translates the current distance into simulated RSSI
signal data. The “Calculate distance” module acts in the opposite direction by trans-
lating RSSI signal data into the simulated distance. Finally, the “trilateration” module
uses trilateration to estimate the position according to the coordinates (x, y). Figure 4
presents a process diagram with the activities required to ensure BLE location.

Fig. 4. BLE process location

4 Validation

This section presents the framework’s validation work, including the experimental work
with the experimental setup, fall detection, and location experiments.

4.1 Experimental Setup

An indoor building scenario was selected as the environment for conducting the experi-
mental work, as shown in Fig. 5. The proposed scenario contains approximately 200 m2.
Each division, 1, 2, and 3, includes areas between 10 and 20 m2.
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Fig. 5. Experimental Work Scenario.

The selected BLE device in the framework was the “SensiBLE 2.1” from Sensiedge
[12]. As presented in Fig. 7. The selected device that fulfilled the Fog Server role was the
Raspberry Pi model 400. The Raspberry Pi devices were in different positions within
the experimental work scenario. Their locations (in meters) are the following ones:
Raspberry Pi 1 (x = 10, y = 1), Raspberry Pi 2 (x = 19, y = 9), and Raspberry Pi 3
(x = 1, y = 6). Continuing the setup, the next activity consisted of scenario creation to
ensure safety conditions for simulating a person’s fall, as demonstrated in Fig. 6. For that
scenario, a mattress with some pillows located on the floor was required. The SensiBLE
2.1 IoT sensor was inserted into a plastic protective cover, allowing its use through a
fabric strap. This configuration was adapted so that i) the sensor could be carried at chest
level and ii) no pressure was set on the sensor while it was being used.

Fig. 6. Fall simulations scenario Fig. 7. SensiBLE 2.1 BLE device



An Audit Framework for Civil Construction Safety Management 289

4.2 Fall Detection Experiment

The first experiment aims to detect falls. This experiment was run for 10 min while col-
lecting data from the accelerometer SensiBLE 2.1 sensor (in milliseconds), as presented
in Fig. 8. The framework detected all 17 fall events, as depicted in Fig. 9.

Fig. 8. Collected Data Sample Fig. 9. Fall Events

The collected data were evaluated using different machine learning models. The
obtained results are presented in Table 2. Three different models were chosen: Naïve
Bayes, Logistic Regression, and KNN. The amount of data used for test purposes was
30%.

Table 2. Results obtained with machine learning models.

Naive Bayes Logistic Regression KNN

True Negative (TN) 2908 2943 2943

False Positive (FP) 35 0 0

False Negative (FN) 0 6 5

True Positive (TP) 6 0 1

Accuracy 0,98813157 0,997965412 0,99830451

Recall 1 0 0,166666667

Precision 0,146341463 NaN 1

Results Discussion. The author executed this initial test with the assistance of a child
with a height of 140 cm and a weight of 40 kg. The author’s role was to coordinate and
ensure the test’s execution. The child’s role was to carry the BLE device, traverse various
paths throughout the scenario, and simulate falling events when requested by the author.
The system can detect a fall event when the acceleration value exceeds 27.44 m/s2. In
the Table 2, it is possible to verify the number of events and their associated acceleration
values distributed by quartile.

About the evaluation of collected data through machine learning models, it is rele-
vant to highlight Naïve Bayes. Their accuracy and recall values have aligned with the
framework’s previous fall-detected events.
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Table 3. Distribution by quartile of measured acceleration values

[0,39 – 7,155] ]7,155 – 13,92] ]13,92 – 20,685] ]20,685 – 27,45] ]27,45 – 34,215]

910 7.429 1.281 190 17

4.3 BLE Location Detection Experiment

A second experiment using BLE is possible to determine the fall location. 3 Raspberry
Pi 400 devices were used to support the trilateration process. The experiment was run
for 10 min. In the end, each device produced a CSV file containing RSSI data due to the
scan activity of the SensiBLE 2.1. Next, trilateration results are presented. The locations
in a two-dimensional plane were determined using the RSSI data collected from each
Raspberry Pi 400 device, as explained in Fig. 10.

Fig. 10. Estimated Indoor BLE Locations.

Results Discussion. Although it was possible to obtain estimated BLE locations, the
results obtained in this test reveal the existence of several timemoments where it was not
possible to capture RSSI data, as can be observed in the Table 3. The Raspberry Pi #2
device experiences the highest number of events without measurement. The location of
Raspberry Pi #2 does not benefit from goodWi-Fi signal coverage. The latency observed
previously ranged between−70 dBm and−90 dBm. It is suggested that theWi-Fi signal
coverage conditions be evaluated before conducting new tests (Table 4).
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Table 4. Count of location detection events

Raspberry Pi #1 Raspberry Pi #2 Raspberry Pi #3

No records 728 1.114 910

Number of Records 839 453 657

5 Conclusions and Future Work

This work proposed an auditing framework to enhance safety management and super-
vision in construction. This framework collects relevant data on the construction envi-
ronment and worker conditions, streamlining the identification of fall risks and accident
locations.

In that aim, three objectives were defined. The first objective was achieved by con-
ducting a fall event detection experiment. The second objectivewas achieved by perform-
ing an experiment to assess the BLE location. Finally, the third objective was achieved
by evaluating the proposed solution by implementing a prototype that contains not only
fall detection but also the proposed location model.

Eventual paths for future work include conducting the experiments in an outdoor
environment, such as a construction site. Regarding fall evaluation, using other sensors,
such as a gyroscope, can be explored. A prior review of signal coverage throughout
the experimental work scenario should be conducted. Another potential improvement
can come from considering multiple SensiBLE 2.1 devices. A logical layer should be
implemented to monitor the implemented microservices and be evaluated and consid-
ered. Finally, the data acquired from other sensors available on SensiBLE 2.1, such as
temperature and luminance, should be regarded as additional contextual data.
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Abstract. In the digital era, the rise of cyber conflict blurs traditional distinctions
between war and peace, presenting complex challenges. This article investigates
the intricate dynamics of cyber conflict, driven by state and state-sponsored actions
in cyber sabotage, espionage, and disinformation spread. It reviews how nations
like the US, Russia, and China use cyber capabilities to assert dominance, counter
threats, and shape global politics, impacting national security, economic stabil-
ity, and democratic integrity. The analysis highlights the difficulties in attributing
cyber-attacks, limitations of current legal frameworks, and risks of escalation to
physical conflict. We suggest five strategic approaches to mitigate cyber conflict,
including enhancing international cybersecurity collaboration, setting clear cyber
norms,managing cyber arsenals responsibly, safeguarding tech company indepen-
dence, and promoting public discourse on cyber issues. These strategies aim for
a transparent, cooperative resolution to cyber conflicts, aligning with the nuances
of digital warfare.

Keywords: Cyber Conflict · Cyber Attacks · De-escalation

1 A Looming Geopolitical Situation

Cyber capabilities have emerged as a disruptive technological force, revolutionizing tra-
ditionalwarfare and conflict dynamics [20]. This technological evolution has empowered
state and state-sponsored actors with unprecedented tools for sabotage, espionage, and
manipulation, reshaping the geopolitical landscape into a domain marked by unpre-
dictability and menace. The United States (US), suffering from an increasing number of
threats to its critical infrastructure due to cyber-attacks [16] and recognizing the potential
of cyberwarfare, has adopted a proactive stance as outlined in its strategy to “Achieve and
Maintain Cyberspace Superiority” [17]. This approach mandates a “defend forward”,
necessitating preemptive infiltration into adversaries’ systems to enable swift retalia-
tion, thus aiming for a deterrence-based dominance in cyberspace. Before 2018, the US
maintained an approach of restraint to cyber operations outside the US Government, but
this changed due to mainly Russia’s cyber-enables information operations in the 2026
US Presidential election. Obama administration contemplated but ultimately decided
against initiating offensive cyber operations, largely due to apprehensions about the
possibility of provoking further aggressive actions from Russia. Among the more robust
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cyber strategies under consideration were proposals to neutralize websites disseminating
leaked information, to execute cyber-attacks aimed at disrupting Russian media outlets,
and to impair the command and control infrastructure utilized by Russian intelligence
entities. Nonetheless, the chosen course of action by the administration veered away
from cyber retaliation, opting instead for a response that encompassed diplomatic, eco-
nomic, and law enforcement strategies. This led to a call from certain factions within
the private sector and the Department of Defense to reevaluate existing beliefs regarding
escalation dynamics, advocating for a more forward-leaning strategy [6].

The concept of cyber superiority was already vividly illustrated by Operation
Olympic Games, where the U.S., in collaboration with Israel, reportedly deployed the
Stuxnet virus against Iran’s nuclear program [10]. Despite this show of offensive capabil-
ity, the incident underscored the vulnerability of even technologically advanced nations
to retaliatory cyber-attacks, highlighting the complex, double-edged nature of cyber
power. Further exemplifying the strategic shift towards cyber warfare, Russia’s actions
in Ukraine since 2014 have demonstrated the seamless integration of cyber operations
with traditional military tactics. Russian forces not only commandeered communica-
tion infrastructures but also launched cyber-attacks against critical services, employing
disinformation campaigns to undermine the state and influence global perceptions. For
example, nowadays in the Ukraine war, Russia repeatedly has claimed that Ukraine is
filled with “Nazis”, and persists in promoting this demonstrably false claim, both inter-
nally and externally [2]. Similarly, China’s cyber activities, including economic and
state espionage, have prompted international tensions, leading to agreements aimed at
curbing cyber espionage – a testament to the global recognition of the seriousness of
cyber threats.

The digital realm has thus become a critical fifth dimension of military strategy, with
nations deploying viruses, ransomware, and exploiting vulnerabilities to assert their
interests [12]. All major world powers have established military cyber commands and
reformed their intelligence services, and in some states, like Russia and China, there are
close ties between government agencies and patriotic or even criminal hackers. States
often operate from the shadows, and typically neither confirm nor deny their involvement
in a cyber-attack. Instead, they provide ambiguous responses such as ‘non-denial denials’
or refuse to address the allegations’ [3]. This approach allows states to pursue dual
objectives: they can maintain crisis stability while leaving open the possibility of their
participation in the cyber-attack. By intentionally remaining under suspicion, a state can
influence how rivals perceive its cyber capabilities and determination. Additionally, by
not denying responsibility, a state can also affect how rivals view the capabilities of its
allies, thereby bolstering the credibility of deterrence. This approach achieves these ends
without the escalatory dangers associated with explicitly admitting responsibility.

The establishment of military cyber commands and the collaboration between gov-
ernments and hacker groups underscore the strategic importance of cyberspace. In this
shadowywarfare, the lines betweenpeace and conflict blur, as states engage in continuous
digital skirmishing, preparing the battlefield with espionage tools, traps, and offensive
weapons, even during peacetime. This transformation into a world where cyber conflict
is an “always on” phenomenon demands a reevaluation of traditional notions of war-
fare and security [1]. Cyber operations, from sabotage and espionage to disinformation
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campaigns, have become integral components of national defense and offensive strate-
gies. These operations not only pose significant challenges to societal security but also
offer strategic tools to achieve political and military objectives. As the digital landscape
evolves, so too will the nature of conflict and the strategies nations employ to protect
their interests and assert their power on the global stage.

2 The Cyber Conflict

The cyber conflict lies between peace andwar, which has implications for howwe should
think about peacetime and wartime (see Table 1). Traditionally, war and peace form a
binary distinction: it is either war or peace between countries. This distinction can still
be maintained, provided we distinguish peacetime from cyber peace, and understand
war as cyber-physical war. In a time of cyber peace, it is not only peacetime, but there
is also no cyber conflict. Countries do not engage in cyber espionage and do not use
cyber means to cause damage in another country. Disinformation campaigns are also
not undertaken. The focus in this situation is on strengthening cybersecurity. States can
also train cyber soldiers and acquire weapons. However, the ability to build offensive
cyber capabilities is limited: gaining intelligence about the cyber capabilities and systems
of the opponent is of great importance for both setting up one’s defense and creating
offensive capacity. The goals in the cyber conflict vary: sometimes a state seeks economic
advantages by spying, sometimes a state wants to prepare the military battlefield in its
favor, and sometimes a state wants to pressure or manipulate the political decision-
making in another state. But cyber-attacks have never escalated to the point where
countries have declared war on each other. Moreover, in this cyber conflict, there is an
important difference between cyber sabotage that directly causes severe damage, and
cyber espionage and disinformation spreading that serve the interests of a particular
state much more indirectly. The victim is not supposed to notice cyber espionage and
disinformation spreading, while cyber sabotage immediately affects the physical world
of people – for example, because financial services break down or a power plant fails.

We therefore distinguish between cold and hot aspects of the cyber conflict. In
situations of cold cyber conflict, it seems as if no conflict is taking place at all since
countries use cyber espionage and the spread of disinformation. In situations of hot
cyber conflict, the information struggle flares up because facilities are openly damaged
and people directly experience the consequences of cyber sabotage in their own living
environment. An example of such a hot cyber conflict was the Stuxnet operation, which
caused serious physical damage in peacetime. The damage was so severe that there has
been broad discussion about whether the attack should even be classified as an armed
attack under humanitarian law [14]. The cold and hot aspects of the cyber conflict are not
mutually exclusive. For example, cyber sabotage generally presupposes cyber espionage.
A particular cyber conflict has more or fewer cold and hot aspects. And it’s not that a hot
cyber-attack is necessarily more dangerous than a cold cyber-attack – perhaps nothing is
more dangerous than corrupting a democratic rule of law state’s information provision
from within. But it is true that serious cyber sabotage borders on an act of war, as acts
of war are characterized by very serious physical damage.
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Table 1. The action strategies within the four phases in cyberspace.

Situation Intent

Cyber peace (peacetime) Peace/neutrality;
Strengthening of (inter)national cybersecurity:
• Establishment of (inter)national Computer Emergency
Response Teams, detecting, preventing, and addressing
cyber incidents and risks

Cold Cyber Conflict (peacetime) Strengthening national offensive cyber capacity:
• The significant increase in defense spending on cyber
weapons in most states

Acquiring (strategic) information:
• The espionage operations of the American security
agency NSA (revealed by Edward Snowden) e.g., to
eavesdrop on European allies

Influencing public opinion or democratic processes:
• Russian disinformation about MH17
• Alleged Russian interference in the 2016 U.S. elections

Warm Cyber Conflict (peacetime) Preparing the digital battlefield:
• The American strategy of ‘forward defense,’ where
foreign vital structures are hacked in advance to quickly
retaliate upon infiltration

Exerting political pressure:
• Russian cyber-attacks in 2007 on internet sites of the
Estonian government, banks, media, and companies, due
to a conflict over the relocation of a Russian war
monument in the Estonian capital Tallinn

Damaging, disrupting, or destroying (vital) systems:
• The American Stuxnet attack on the Iranian nuclear
program

Cyber-Physical War (wartime) Military victory:
• In the wars in Eastern Ukraine, Russia made/makes
extensive use of cyber-attacks alongside conventional
weapons

We must nuance our understanding of war. In wartime, offensive cyber capabili-
ties will likely play a significant role: more and more military equipment is becom-
ing digitalized, and it can be very advantageous to mislead the opponent’s air defense
through disinformation, as happened during Operation Orchard of the Israeli Air Force
on a Syrian nuclear reactor. Therefore, it makes sense to speak of cyber-physical war-
fare, integrating digital applications into the conventional arsenal of warfare. Russia’s
cyber activity in Ukraine transcends warm cyber conflict because the cyber-attacks coin-
cided with conventional military deployment. However, it is questionable whether the
cyber sabotage carried out by Russia would be sufficient to fall under the prohibition of
force under Article 2(4) of the UN Charter. The severity of the consequences is usually
considered the measure to determine whether a particular cyber-attack falls under the
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prohibition of force (see [18]). In international humanitarian law, the ‘physical effects’
standard is used to define what is considered ‘use of force’. This standard states that
there is only force if it leads to an actual or potentially harmful physical effect on the
targeted state. These physical effects include death, bodily injury, or significant damage
to vital infrastructures or military installations. Technically, a sabotaging cyber-attack
could lead to civilian casualties or significant infrastructural damage, for example, as a
result of long-term disabling of power plants. Yet, it is challenging to find cyber-attacks
that meet that standard. Sabotaging cyber-attacks generally do not result in civilian casu-
alties – at least not in a direct sense, but can endanger human health and well-being [16].
Most sabotaging cyber-attacks do cause serious societal damage but do not cripple vital
infrastructures. For example, sabotaging cyber-attacks occasionally disrupt banking ser-
vices, but the financial sector has never been completely shut down. Similarly, in 2015
in Ukraine, the power supply was shut down, but the lights came back on a few hours
later. Therefore, it is questionable where the turning point lies between an attack that
damages vital infrastructure and an attack that causes significant damage to vital infras-
tructure. Experts indicate that international law does not clearly answer this question
[15]. For example, there is no consensus on whether the Stuxnet attack should be con-
sidered an armed attack. This is significant, as that attack is marked as one of the most
far-reaching cyber-attacks. In addition, some authors argue that certain cyber-attacks
that do not cause physical damage should still be considered armed attacks (see, e.g.,
[7]). In this case, we should think of cyber-attacks that can have a socially disruptive
effect, such as crashing a stock market through digital manipulations. However, yet in
practice, cyber conflicts have tended to be of low intensity, staying beneath the threshold
that would categorize them as armed attacks [8]. Furthermore, to this day, cyber oper-
ations have no direct impact on the battlefield, but rather target broader national and
civilian resilience (see, [11, 20]). Also nowadays in the Ukrainian war, Russia mounts
sophisticated cyber-attacks, but it still does not happen in any fashion that is decisive to
the war [2].

In our opinion, relaxing the ‘physical effects’ standard is counterproductive and
completely negates the intentions of de-escalation, as it would give countries more
opportunities to respond with traditional violence to a cyber-attack under Article 51
of the UN Charter, which allows self-defense in the case of armed violence. Cyber
sabotage is an infringement on the sovereignty of the state. This could also apply to
cyber espionage and the spread of disinformation. The norm of sovereignty restriction
(Article 2(7) of the UN Charter) could provide a framework to critically examine cyber-
attacks and even declare them contrary to international law. In the Tallinn Manual 2.0,
where a special group of experts proposes applying international law to cyber-attacks,
it is also stated that the norm of sovereignty restriction applies to cyber-attacks [15].
However, the norm is very generally formulated, and the Tallinn Manual 2.0 offers, at
best, an ambiguous stance regarding the interpretation of the norm and when and which
countermeasures are permitted. The norm itself constitutes a less severe offense than
an attack or armed attack. A violation of the prohibition of force justifies a stronger
response than a violation of sovereignty – and it could well be that states want to take
a strong countermeasure in some situations. However, the legal problems that arise in
cyberspace can only be very limitedly interpreted in terms of positive international law,
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and cyberspace continuously ‘escapes’ existing forms of regulation. We will not further
discuss the legal complications that cyber-attacks entail in this article, but we can at
least state that a clear, elaborated, and widely supported normative framework for the
majority of cyber-attacks that states face during a cyber conflict is lacking. The cyber
conflict does not fit the traditional patterns of thought about peace and war and may even
be considered an “other-than-war” phenomenon [13].

Therefore, cyber-attacks are poised to occupy a distinct place within the moral hier-
archy of foreign policy tools, nestled between diplomacy and kinetic warfare, similar
to severe economic sanctions. Larry May [9] proposes reclassifying these cyber oper-
ations not as acts of war but as akin to embargoes, serving as political and economic
levers. This reimagining suggests cyber-attacks could be a strategic alternative to conflict,
potentially guiding how NATO responds to attacks on its members. The effectiveness of
traditional economic sanctions is debated, especially given globalization’s role in dilut-
ing their impact. Instances like the UN’s sanctions against Libya and the EU’s against
Russia illustrate sanctions’ complex consequences, including retaliation that can harm
the sanctioning states themselves. Cyber-attacks offer, according to May, an additional
strategy in coercive diplomacy, potentially pressuring states towards compliance without
the drawbacks of conventional sanctions. They could prompt states to cease unlawful
activities by threatening their digital infrastructure, such as the Stuxnet virus against
Iran’s nuclear program. This approach, leveraging cyber capabilities for targeted pres-
sure while minimizing civilian distress, could serve as a peaceful yet potent means to
enforce international norms and laws.However, the potential for retaliatory cyber-attacks
by the targeted state may increase escalation.

In addition, many states invest significant amounts of money in building offensive
cyber capabilities. They all want to have a high-quality arsenal capable of conducting
complex espionage, sabotage, and disinformation spreading. These factors contribute
to a risky cyber conflict, where attackers have the means and opportunity to attack vul-
nerable systems, and where these attackers rarely face repercussions. In this threatening
geopolitical situation, countries will likely continue to suffer from cyber-attacks car-
ried out by other states. Moreover, there is a chance that cyber-attacks will escalate, in
the sense that both the harmfulness and frequency of cyber-attacks increase. Given the
danger to the security of the digital environment, international efforts must be made to
effectively de-escalate cyber-attacks: the frequency of cyber-attacks must decrease, and
the cyber-attacks that society experiences must become less severe. The question is how
this turnaround can be achieved, and who should take responsibility for it. In the next
section, we will discuss five solution directions that support this de-escalation.

3 Solution for the De-escalation of the International Information
Conflict

3.1 Continue Cooperation to Improve International Cyber Security

In addition to the national steps taken to increase resilience and cyber security, states
need to continue investing in international cooperation in the field of cyber security. The
emphasis of NATO’s cyber policy is on strengthening the defense of NATO member



Bytes and Battles: Pathways to De-escalation in the Cyber Conflict Arena 301

states: “The keynote is defense, whether an attack comes from state, criminal, or other
sources,” according to a NATO spokesperson. NATO’s defensive doctrine is mainly
based on deterrence or passive deterrence: ‘deterrence by denial.’ This means that secu-
rity measures must be strengthened to the point that it becomes practically impossible,
or at least very expensive, for attackers to infiltrate systems. The cooperation to further
improve digital security at the EU and NATO level must be continued and intensified.
Some good examples of this cooperation include the rollout of a broad network of Cyber
Emergency Incident Response Teams (the CERT network) and the release of an initial
standard (ETSI TS 103 645) by the European Telecommunications Standardisation Insti-
tute (ETSI) for securing Internet-of-Things (IoT) devices to support all parties involved
in the development and production of IoT for consumers with guidance on securing their
products.

Implementing a policy where NATO refrains from initiating cyber-attacks first, sup-
ported by credible military deterrents, can effectively communicate its commitment
to restraint and establish boundaries for acceptable cyber-attacks. This strategy would
define a baseline for cyber operations that won’t provoke a violent response, highlight-
ing that only countermeasures against cyber adversaries are permissible, while attacks
on civilian infrastructure are explicitly excluded [6]. However, the dynamic between
attackers and defenders in cyberspace remains unresolved, with attackers often gaining
the upper hand. Strengthening global cooperation through the sharing of intelligence,
best practices, and joint response strategies is essential. Additionally, creating global
forums for cybersecurity intelligence and coordination will facilitate timely responses
to threats. Despite this, international support for multilateral cyber arms control is wan-
ing due to challenges in verification, perceived minimal consequences for violators, and
the exclusivity of agreements. Any effective framework must address these issues and
consider the complexity of verifying and attributing violations in cyberspace. Further-
more, developing and promoting international cybersecurity standards will help define
responsible state behavior, protect civilian networks, and promote a rules-based approach
to managing cyber conflict, thus preventing escalation towards armed conflict [18].

3.2 Make Clear International Agreements Regarding Cyber Sabotage,
Disinformation, and Cyber Espionage

The geopolitical landscape of cyber-attacks suffers from a notable absence of specific,
binding international rules tailored to the unique dynamics of cyber conflict. Conse-
quently, states often rely on generic international legal frameworks,which are ambiguous
and open to varied interpretations concerning cyber-attacks. This ambiguity tends to ben-
efit the attackers by fostering an environment of uncertainty that they can exploit. Estab-
lishing clear and concrete rules would enable the international community to respond
promptly and decisively to cyber incidents, setting clear expectations and consequences
for state actions.

Proposals for international agreements on cyber conflict include a “Geneva Con-
vention for cyber-attacks” to establish norms akin to those that govern traditional war-
fare. However, the feasibility of such a treaty remains in question due to significant
geopolitical divisions. For instance, the United Nations Group of Governmental Experts
on Developments in the Field of Information and Telecommunications in the Context
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of International Security (GGE) has struggled to reach consensus, with major powers
diverging sharply on key issues like the right to retaliate following a cyber-attack. The
debate over how international humanitarian law applies to cyber operations continues
to be contentious, reflecting broader disagreements on the militarization of cyberspace.
The diplomatic efforts to forge a consensus have led to a bifurcation in approaches [5].
The U.S. and its allies have pursued one track, while a coalition led by Russia and China
has followed another, both proposing different norms for state behavior in cyberspace.
This division underscores the challenges in achieving a unified global stance on cyber
conflicts.

Beyond formal treaties, there is potential for building confidence through voluntary
agreements that enhance state cooperation and transparency. Suchmeasures could reduce
misunderstandings and prevent conflicts, involving multilateral commitments to share
intelligence on cyber threats and refrain from targeting civilian infrastructure during
peacetime. At the national level, countries could independently declare their responses
to cyber incidents, creating predictable standards and responses. This approach includes
categorizing types of cyber-attacks and the corresponding responses,which theEuropean
Union began implementing in 2019with a framework for targetedmeasures against cyber
threats.

The debate over cyber espionage and its implications for state sovereignty is partic-
ularly complex. Cyber espionage often involves tactics that could be seen as violating
sovereignty if they cause harm, such as data corruption or system disruption.Meanwhile,
the spread of disinformation represents another serious challenge, potentially destabi-
lizing democratic processes and public discourse. It is inappropriate for a democratic
rule of law state to further disrupt the information provision in another country. This
does not mean that foreign information campaigns are inadmissible. It may be useful
to give critical Russian journalism a helping hand. But spreading disinformation that
weakens the legal order is, in our opinion, comparable to the use of chemical weapons:
an inadmissible means for a civilized democratic state.

In terms of countermeasures, the need for proportionate and responsible responses is
paramount. Retaliatory cyber-attacks are risky and may not effectively enhance cyber-
security or deter aggressors. Instead, a combination of diplomatic, economic, and legal
measures, alongside public exposure of malicious activities, may offer a more sustain-
able path to maintaining international peace and security in the digital age. Thus, the
international community stands at a critical juncture, needing to balance the imperatives
of security and cooperation against the backdrop of rapidly evolving cyber capabilities.
The establishment of robust, clear, andwidely accepted norms for cyberspace is essential
to manage and mitigate the risks of cyber conflict effectively.

A fundamental choice has to be made regarding the type of countermeasures that
should be taken in response to a cyber-attack. One can fight fire with fire and launch a
similar cyber counterattack. We have indicated that this is irresponsible in the case of
undermining a democratic rule of law. Many other cyber-attacks directly affect civil-
ian institutions and facilities – targets that should be spared as much as possible even
in wartime. It is therefore highly questionable whether a democratic rule of law state
should retaliate in kind. European States can also respond with other means, for exam-
ple, by using the European sanctions package, and taking diplomatic and economic
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measures. Considering these alternative means is not only of moral importance – it is
questionable whether cyber counterattacks structurally increase cyber security. Every
attack contributes to the proliferation of weapons, and cyber conflicts have so far never
ended with a decisive counterattack. Moreover, serious reservations are expressed in the
literature about the deterrence strategy [19]. If a cyber counterattack is carried out, it
must happen immediately and in cooperation with allies. If threats are made without
follow-up, the deterrent effect disappears.

3.3 Ensure Responsible Management of the Cyber Arsenal

Malware can spread across the world in seconds: that is the price we pay for a global
internet. Whoever deploys a cyber weapon can expect the used code to end up in unfore-
seen hands and perhaps boomerang back in one’s face. This means that cyber weapons
must be deployed carefully and once-used vulnerabilities must be reported promptly.
Because that is the unique opportunity for de-escalation that cyber conflict offers: pro-
grammers can neutralize much malicious code. Since these updates increase the security
of the entire digital domain, this aspect must be optimally utilized. It is therefore of great
importance that intelligence services and defense units work cooperatively with software
producers and chip manufacturers to implement security updates as effectively as possi-
ble and distribute them among users. International intelligence services and defense units
must cooperate with software producers and computer chipmanufacturers in implement-
ing security updates and distributing them among users. Moreover, intelligence services
and defense units must continuously ask themselves what increases cyber security more:
possessing a certain cyber weapon or releasing it?

International allies should also be more open with each other and jointly monitor the
management of vulnerabilities. It would be a pity if allies independently collect cyber
weapons and keep them strictly secret: then, vulnerabilities could remain on the shelf that
the services could have reported from a strategic point of view. Ultimately, in the long
term, the importance of reliable and safe digital applicationsweighsmore heavily than the
interest in occasionally breaking through that security, however much this would enable
specific operations. Responsiblemanagement of the cyber arsenal also has consequences
for cooperation with private parties. Many large states possess a high-quality arsenal
capable of conducting complex espionage, sabotage, and disinformation spreading, and
master the simpler methods of committing cyber-attacks. This development has also led
to a flourishing private or malicious industry that supplies these weapons, contributes to
the proliferation of weapons, and gives opponents access to offensive cyber capabilities.
Not for nothing did the German government in 2017 decide to have cyber weapons
developed by its own state agency [4].Governmentmust seriously considerwhich private
partners should be involved in the development of offensive cyber capabilities – and
whether there is enough reason to take this development more into its own hands. Strict
conditions must also apply to ensure that dangerous technology is not sold to countries
that cannot trust with these weapons. An international lobby for an updated system of
export licenses could help in this regard.
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3.4 Protect the Independence of Technology Companies

Technology companies such as Microsoft, Google, and Apple play a crucial role in
ensuring international cyber security. They can patch the holes in their software and
ensure the most robust possible digital applications. This means that it is of crucial
importance that these companies do not become extensions of national governments.
Kaspersky Labs and Huawei Technologies are under great pressure due to their con-
nections with China and Russia. The governments of Russia and China do not respect
the fundamental rights of their citizens and regularly use their power to intervene in the
business world – so why wouldn’t they use these global players as pawns of their intel-
ligence services? How exactly the Western governments should deal with companies
like Huawei and Kaspersky depends on the extent to which the Chinese and Russian
governments actually control these companies. American companies sometimes work
intensively with intelligence services, whether or not under duress, as in the renewed
PRISM program of the National Security Agency (NSA). The international community
must prevent such situations, both within the prescribed frameworks and proactively, if
it wants to maintain a reliable and safe international technology market. It is therefore
encouraging to see that more than 60 global companies, including Microsoft, Facebook,
and Dell, are part of the Cybersecurity Tech Accord and have joined the Paris Call for
Trust and Security in Cyberspace. The cooperation agreement contains a set of common
promises that have consequences for how these companies relate to governments. Such
as the promise never to help governments launch cyber-attacks against innocent civilians
and businesses, and the promise to protect their products against covert influence and
sabotage. Although the impact and precise meaning of the agreement in practice remain
to be seen, this cooperation could greatly reduce the ability of governments to set up
espionage and sabotage operations with the help of companies.

3.5 Invest in a Societal Debate on Geopolitical Cyber Security

War, peace, and international conflict are matters that the population should be par-
ticularly involved in a democracy: major societal interests are at stake. The nature of
the current information conflict complicates this discussion because so many things are
opaque or secret. However, the decision to acquire certain weapons and authorize certain
operations cannot only be a matter for experts and officials with special authority: the
ongoing cyber conflict must be thoroughly and deeply discussed in the public debate.
Each of the four solution directions mentioned above should be addressed in the Dutch
and international public debate. Therefore, secrecy by intelligence services and defense
cannot be taken for granted – this secrecy must be weighed against the interest of citi-
zens in gaining insight into the government’s cyber operations and forming an opinion
about them. The greater the impact of international cyber conflicts on society, the greater
the importance of making a relevant public debate possible. Moreover, the involvement
of citizens is urgently needed: they are frequently the victims of disinformation, cyber
espionage, and cyber sabotage. In the cyber conflict, all citizens have a role to play
and should be equipped to recognize disinformation and take basic security measures.
Only citizens who understand how technology affects their lives and who have mean-
ingful input in the political choices made regarding new technology are resilient against
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undermining cyber-attacks. The government has a special responsibility to enable this
citizenship: by facilitating education, prioritizing the rights of citizens, and providing
as much transparency as possible about the issues it faces in a threatening geopolitical
situation.

4 Conclusions

Most actions currently undertaken by influential states fallwithinwhatwe have described
as the cyber conflict. In peacetime, countries build up their cyber security and try to infil-
trate the digital systems of other countries as secretly as possible. Russia also actively
spreads disinformation. This is a strategy that other autocratic countries do not seem
to apply on a large scale, at least not in relation to other countries, but is part of the
desire to control, censor, and manipulate the information that reaches their population.
There are also several examples of serious cyber sabotage, such as Operation Olympic
Games, attributed to Israel and the United States, and the WannaCry attack, attributed
to North Korea. So far, cyber-attacks have never led to a cyber-physical war; in that
sense, there is no ‘cyberwar’. However, the current international situation is risky and
worrying, and the disruptive effects of cyber capabilities underscore the risks in the
international landscape, which could lead to the escalation of cyber-attacks. We have
formulated five possible solutions for the de-escalation of the international cyber con-
flict. Perhaps the most important is that clear international agreements are made in the
field of offensive cyber capabilities. However, in the current geopolitical environment,
international support for multilateral cyber arms control agreements is declining, due to
issues such as doubts about verification, perceived limited consequences for violators of
agreements, and a lack of inclusivity of many agreements. Any multilateral framework
for cyber weapons control will have to take this trend into account, especially since the
verification of any agreement and the attribution of any violation will be even more com-
plicated in the cyber domain than regular arms control. However, cyber weapons control
frameworks limit expensive and destabilizing arms races and help prevent dangerous
escalation toward armed conflict.
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Abstract. The World Economic Forum Global Risks Report 2024 [1] lists AI-
generated misinformation and disinformation and polarization in the top three of
the most severe risks for the coming two year period. Underlying these intercon-
nected risks is the digital infrastructure of networking sites, making social media
a socially disruptive technology. Within this digital context of risk, scholars argue
that laypeople’s epistemic norm have been disrupted, leading to so-called post-
factual attitudes [3]. While various explanations have been given to understand
the dynamics in online public debate, the philosophical background commonly
implicated is postmodernism [4, 5, 8, 9]. Regulation and design of social media
platforms arguably mirror the interpretation that the public sphere has become
post-factual. While these regulatory and design solutions have clear effects, the
risks of misinformation, disinformation and polarization are insufficiently curbed.
Thus, more solutions are needed. In view of this, I argue to understand online
dynamics from the philosophical perspective of deliberative democracy theory.
Specifically, I argue that the character of discourse in online public spheres can be
understood in light of three revisions to deliberative democracy theory, namely 1)
diversifying acceptable communication styles in deliberations, 2) embracing plu-
ralism, and 3) recognizing that group-based justice claims can be democratically
beneficial. This approach provides a positive understanding of online dynamics
and inspires alternative strategies to redesign and regulate social media to mitigate
the risks of misinformation, disinformation and polarization.
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Social Media Design · Deliberative Democracy Theory

1 Introduction

The World Economic Forum Global Risks Report 2024 [1] lists AI-generated misinfor-
mation and disinformation and societal and political polarization in the top three of the
most severe risks for the coming two year period. Underlying these interconnected risks
is the digital infrastructure of networking sites, making social media a socially disruptive
technology [2]. Mis- and disinformation foster distrust towards facts and experts which
in turn can further exacerbate polarization. In situations of deep polarization, people are
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more inclined to accept and trust information that confirms existing beliefs, even if that
information is false [1]. As such, the risk of polarization is that of societies fragmenting
across political affiliations and along competing narratives of what is true.

Within this context of epistemic pollution and polarization, enabled by the digital
infrastructure of social networking sites, scholars warn about the emergence of post-
factual attitudes [3–6]. Suggested in the terminology post-factual, is a reshuffling of the
hierarchy of epistemic norms. Specifically, the concern is that citizens have come to
rely on their opinion and lived experience rather than knowledge and scientific methods
when evaluating empirical claims relevant to public discussions. This reversal is also
expressed in the popular definition of the umbrella term post-truth, namely “relating to
or denoting circumstances in which objective facts are less influential in shaping public
opinion than appeals to emotion and personal belief” [7, n.p.]. The World Economic
Forum mentions the reversal of epistemic norms too when it talks about the infiltration
of “manipulative narratives […] [in] public discourse” on wide ranging issues due to the
fact that “emotions and ideologies overshadow facts” [1, p. 20]. In short, there has been
speculation about social media disrupting the previously stable hierarchy of epistemic
norms.

While various other explanations have been given to understand why the current
dynamics in online public discourse have come about, e.g. the role of political figures
or the economic incentives underlying the infrastructure of social media platforms, the
philosophical background commonly implicated in this reversal of epistemic norms is
postmodernism. That is to say that scholars have argued that (online) public debate, and
the type of attitudes displayed, is influenced by postmodern ideas [4, 8, 9]. While this
analysis has been criticized for misconstruing postmodernism [6, 10], this philosophical
understanding of online dynamics is arguably reflected in the current regulation of social
networking sites. In other words, the current arsenal of solutions has a seemingly anti-
postmodernist spirit in terms of emphasizing the notions objective truth and facts. For
example, very large platforms cooperate with fact-checkers [11]. Similarly, scholars
devote substantial attention to the ways users can be nudged and boosted into critical
thinking with design features [12, 13]. To nudge is “to steer people in a particular
direction while preserving their freedom of choice” [14, p. 973]. Nudges aim at a direct
effect and are carried out with simple prompts and in the choice architecture of users.
An example of a nudge would be highlighting the source or lack of credible source of
something claimed online, which can be empirically verified. Boosting strategies on the
other hand aim at a long-term change by improving “people’s competence to make their
own choices” [14, p. 974]. An example would be to constantly remind people, with
prompts for example, to cross reference the information they consume online with the
aim of habituating the practice of cross referencing.

As the parallels drawn between postmodernism and (online) public discourse have
been criticized [6, 10] and the risks of misinformation, disinformation and polarization
remain, an alternative philosophical viewpoint to understand online public discourse is
desirable to inspire complementary solutions. In pursuit of this objective, I propose to
understand the online dynamics from the perspective of deliberative democracy theory.
Specifically, I argue that the dynamics in online public debate can be understood in light
of three revisions to deliberative democracy theory namely 1) diversifying acceptable
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communication styles in deliberations, 2) embracing pluralism, and 3) recognizing that
group-based justice claims can be democratically beneficial. This approach provides a
positive understanding of online dynamics and inspires alternative strategies to redesign
social media to diminish the flow of misinformation and disinformation and contain the
polarized character of online discourse.

In Sect. 2, I summarize the philosophical analysis of MacMullen [3] in which he
draws out four distinct attitudes, supposedly displayed in online discourse, discussed
in scholarly work. In Sect. 3, I argue that online dynamics are usefully understood
from the perspective of deliberative democracy theory. In Sect. 4, I turn to empirical
work on dynamics in deliberation and use these findings to contemplate alternative
design solutions so that the risks of mis- and disinformation and polarization are further
mitigated and online democratic deliberation is enhanced.

2 Attitudes Displayed in Online Discourse

MacMullen has pulled apart four types of post-factual attitudes supposedly displayed
in public debate, discussed by scholars. These attitudes include one unconscious
post-factual attitude and three conscious post-factual attitudes. “Unconscious post-
factualism” [3, p. 5] is the phenomenon that when there is conflicting empirical evidence
underlying public debate, people fall back on cognitive biases tomake an assessment. On
reflection, these people would deem relying on cognitive biases an epistemically inferior
method. The result of unconscious post-factualism is that in situations of disagreement,
each agent is more likely to accept empirical claims in support of pre-existing beliefs, to
accept those claims made by people who share their beliefs, and, in the pursuit of truth,
to seek out claims already accepted as true rather than those that are not. The tendency
to be moved by unconscious cognitive biases in times of political disagreement explains
persistent concerns about filter bubbles and echo chambers in social networking sites.
Thus, this attitude is not new. How we humans are programmed to be led by cognitive
biases is thoroughly studied (see for example [15]) and helps explain why expressions of
disagreement are so common, offline and online, when it comes to political issues with
conflicting empirical support. As an example one can consider the empirical uncertainty
surrounding COVID-19 when the pandemic had just hit society.

On the other hand there are conscious post-factual attitudes. While motivated dif-
ferently, each of these attitudes somehow challenge the primacy of facts. Unlike uncon-
scious post-factualismhowever, the prevalence of these attitudes has not been empirically
tested. The first conscious post-factual attitude, “motivational post-factualism” [3, p. 10]
would have similar outcomes to unconscious post-factualism. People who adopt such
an attitude ascribe little, if any importance to facts and truth and instead rely on what
feels good and which claims fit one’s identity or ideological commitments. The sec-
ond conscious post-factual attitude is “metaphysical post-factualism” [3, p. 7]. People
with such an attitude have a relativistic, rather than an objective, view on truth. Here,
people adopt the viewpoint that a proposition is true if it corresponds to one’s personal
feelings and experiences. The difference then between motivational and metaphysical
post-factualism is that people with a motivational attitude do not deny the existence of
objective facts and truth, but simply choose not to pursue these matters, whereas people



310 R. van der Puil

with a metaphysical post-factual attitude perceive facts and truth as subjective, relative
matters. Unless a user explicitly states what is driving his or her contribution to online
discourse, i.e. overlooking objective facts in favor of one’s feelings or perceiving facts as
subjectivematters, online contributions along the lines ‘I feel this is false or true’ or ‘This
is true or false because I personally experienced such and such’ could be interpreted as
the result of a motivational or metaphysical post-factual attitude.

Finally, there is “epistemic post-factualism” [3, p. 11] which is the attitude that
others may know and have access to objective facts and truth, but that the individual
him- or herself does not and cannot. This makes the individual dependent on other
agents who know the truth. MacMullen explains that this attitude is complicated by
trust [3]. Confronted with competing claims, and given the knowledge that other agents
who know the truth may be biased by their interests and values, the individual does not
know who to trust. Online contributions such as ‘Who knows what is true, we can’t trust
anybody’ could be interpreted as the result of an epistemic post-factual attitude. The
underlying cause for a user to disengage with political discussions and leave a social
media discussion could also be interpreted as the result of an epistemic post-factual
attitude too.

In scholarly discourse on post-truth, fingers have been pointed towards the role of
postmodernism in inspiring these post-factual attitudes. For example, Dennett stated in
an interview that “they [i.e. postmodernists] are responsible for the intellectual fad that
made it respectable to be cynical about truth and facts” [4, n.p.]. In brief, the inspiring
postmodern ideaswould be a sceptical stance towards our access to objective facts [8, 16]
and that claims of truth mask a pursuit for power [8, 17]. However, as many scholars who
trace post-factual politics to postmodernism have themselves pointed out, the parallels
drawn between post-factual attitudes and postmodern theory are somewhat superficial.
Brahms, for example, says “this substandard discourse does not derive from an in-
depth understanding of postmodernist ideas, but rather, derives from a distortion and
reduction of them” [6, p. 14]. Some scholars even argue that a thorough understanding
of postmodernism reveals that it is not compatible with the post-factual culture at all
[10].

Indeed, what is important to emphasize is that the underlying motivation of certain
expressions or behavior on social networking sites generally remains unknown. Online,
we typically do not dig deeper and question the philosophical theory underpinning one’s
stance and behavior in public discourse. Yet, this interpretation of postmodern ideas
shaping the course of online public debate may be framing the problem at hand and
the type of solutions believed to be effective. If the concern is that citizens value their
feelings over facts, that citizens take facts to be subjective and relative, and that citizens
feel they no longer know who to trust as expert authority, it makes sense to devise
regulation and redesign social media platforms so that the primacy of facts and status
of experts is reinstated. While this strategy has proven somewhat effective, the risks of
misinformation, disinformation and polarization are, at present, insufficiently curbed.
As such, I argue that an alternative understanding of online public discourse is desirable
so that complementary solutions to redesign and regulate social networking sites are
inspired.
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3 A Deliberative Democracy Theory Perspective

The first paragraph of the introduction to the Oxford Handbook of Deliberative Democ-
racy Theory reads “post-truth politics is the antithesis of deliberative democracy” [18,
p. 1]. Post-truth is an umbrella term used for phenomena undermining the (epistemic)
quality of democracy, such as post-factual attitudes. Reading further it becomes clear
that the authors define post-truth as the attitude of not wanting to deliberate with others
as well as not being able “to listen to the other side and reflect upon what they may have
to say” [18, p. 1]. In this regard, the proposal to understand post-factual politics from
the perspective of deliberative democracy theory would seem quite unusual. However,
noting the lack of empirical study whether postmodern ideas are indeed motivating cer-
tain expressions and behavior online, I suggest to let go of the terminology post-factual.
Instead, I suggest to focus merely on the behavior and expressions displayed online, and
argue that the lens of deliberative democracy theory is helpful.

Deliberative democracy theory is often understood as a competing theory to aggrega-
tive democracy. Aggregative democracy is grounded in the idea that the legitimacy of
democracy stems from the ability to aggregate individual preferences, typically through
voting, focusing on equitably counting preferences to reflect the majority’s wishes. It
views democracy as a system that represents the numerical strength of various societal
interests. In contrast, deliberative democracy emphasizes the deliberation process over
simple aggregation. It posits that democratic legitimacy comes not only from vote counts
but also from the quality of and norms underlying discussions preceding voting. Deliber-
ative democracy as such seeks to transform or establish better understanding on varying
perspectives through dialogue. Deliberative democracy theorists thus regard aggregation
in itself as insufficient for nation-states to be labelled democratic. For a nation-state, or
a subsystem in a nation-state, to be regarded as democratic, it needs to meet certain
deliberative ideals. Some of these ideals have been substantially revised over the past
decades. The revision of three deliberative ideals in particular shed an alternative light
on the type of attitudes expressed online, and may offer guidance as to how the risks of
misinformation, disinformation and polarization can be further mitigated so that public
democratic debate is enhanced.

3.1 From Reasons to Appropriate Considerations

The first deliberative ideal that has been revised substantially is that of giving and
responding to reason. The first generation of deliberative theorists described an ideal
of deliberation one would imagine between scholars, namely a dispassionate, carefully
considered and structured exchange of argument [18]. Critics have pointed out that
these specific norms for deliberation ignore alternative ways of speaking, thereby under-
mining participatory equality [19]. This, deliberative democracy theorists argued, made
the original ideal of deliberation exclusionary, and thus anti-democratic. Extending this
criticism, scholars have argued for multiple public spheres rather than one overarching
public sphere so that a diverse range of rhetorical and stylistic styles of deliberation are
enabled. Whereas one public sphere will favor the dominant hegemonic group who fits a
certain stylistic and rhetorical form of deliberation [19], embracing many is to welcome
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entirely different activities such as protests, fundraising and campaigning which have
an alternative deliberative character [20].

More fundamentally, the dichotomy between reason and passion has been criticized
and rejected by deliberative theorists (see for example [21, 22]). For deliberation to take
place, people need to feel motivated. Secondly, in order to deliberate with others and
truly listen and seek to understand their reasons, we need to empathize with others. As
such, deliberation involves both reason and passion. Even deeper than this however, some
scholars argue that reason and passion cannot be pulled apart in deliberation as “passion
actually requires a mental vision of the good” [21, p. 87]. Passion is in this regard a
cognitive act in terms of being interpretative and evaluative. This makes passion both
emotional and rational. In this sense, passion “already begins to look less antithetical to
deliberation than is frequently assumed” [21, p. 88]. In short, the distinction between
being rational and passionate in the context of democratic deliberation is, as some would
argue, misleading. Both reason and passion are essential in terms of motivating citizens
to deliberate and reflect during deliberation. Or as Hall phrases it, “deliberation requires
both thinking carefully and caring thoughtfully” [21, p. 90].

In short, the second wave of deliberative theorists have argued that alternative styles
of communication, as already used in society, should be embraced.More passionateways
of speaking as well as more passionate deliberative forums are needed in democracies to
meet ideals of equality. In sum, theorists have come to broaden the ideal of reasoning to
“the criterion that arguments ought to give and respond to appropriate ‘considerations’
and contexts – for example, more emotionally rooted expressions and differing styles of
communication such as narrative and rhetoric” [18, p. 3]. To relate this revision to the
expressions made online, rather than interpreting these as the result of un- or conscious
post-factual attitudes described in section I, i.e. the result of cognitive biases, lacking
respect for facts, facts and truth being understood as relative or a result of not knowing
who to trust, they can and perhaps should be understood as less argumentative, more
motivation driven or passionate ways of speaking.

3.2 From Consensus to Disagreement

A second revision made to deliberative democracy theory is the move from pursuing
consensus, or the truth value of political and moral claims, to pluralism. During the first
wave of deliberative democracy theory, theorists argued that public discourse, under
non-coercive ormanipulative circumstances, should and could deliver truth or consensus
[18]. The second generation of deliberative theorists have criticized this objective as it
ignores the fact of pluralism. While we speak of a society, each society is made up of
fluid communities, each with their own competing, oftentimes incommensurable, values
and beliefs and conceptions of social justice and the good life [23]. When it comes to
political decision-making, the diversity of value commitments can lead people to support
alternative decisions. Pluralism then, in the public arena, refers to the notion that “at least
on certain matters, more than one view is rationally allowed, such that two people may
disagree on a given question, yet both be justified in their beliefs” [24, p. 1]. While
epistemic deliberative theorists place limits on pluralism and argue for “reintroducing
the truth” (see for example [23]), in general deliberative theorists now acknowledge the
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fact of pluralism. Thismakes room for contestation and has given deliberative democracy
a clear agonistic component [25].

This update from the first to second generation of deliberative theorists, like post-
modern theory, leaves room for disagreements on what is true in the political arena.
Relating this to the expressions of disagreements made online, rather than interpret-
ing the expression of disagreement of what is true the result of conscious post-factual
attitudes, disagreement could be understood as the display of pluralism.

3.3 From Universalism to Pluralism

The third revision concerns the original ideal of thinking and reasoning from the per-
spective of a common good. The first generation of deliberative theorists considered
parochial, affiliation based reasoning as problematic. First generation theorists argued
that citizens should find commonalities between one another, consider what is benefi-
cial for everyone and reason accordingly, in the form of ‘we’ [19]. Only this kind of
communication was considered good democratic deliberation. This perspective implied
that groups who fought for specific interests and made claims of justice, for example
minority groups, were often considered a threat to democratic communication. Their
contribution to the debate was considered potentially divisive for society.

Since then, scholars like Nancy Fraser [19], Iris Marion Young [26, 27] and Jane
Mansbridge [28] have made a strong case for the inclusion of what Fraser [19] calls
“counterpublics” that are based on difference to defend competing interests. While hav-
ing to talk as a ‘we’ is to the benefit of the hegemonic group, this commonly places
subordinate groups in a disadvantageous position [19]. Moreover, accepting and valuing
claims based on difference is important because it can help tomake visible structural rela-
tions in society [19, 27]. If done in a non-manipulative setting, expressing self-interests
helps individuals to understand what they want and need and for others to come to under-
stand these needs and wants too. Finally, “recognizing and asserting self-interests helps
unveil hegemonic understandings of the common good when those understandings have
evolved to mask subtle forms of oppression” [28, p. 179].

In other words, many second generation deliberative theorists now regard the expres-
sion of self-interests as playing a legitimate role in democratic deliberation and as a
resource rather than an obstacle for democratic communication in terms of aiding self-
understanding, mutual and societal understanding. This update from the first to second
generation of deliberative theorists, like postmodern theory, leaves room for group-based
claims. Rather than viewing group-based claims as expressing a disregard for facts and
truth or as valuing feelings and community commitments over facts, these types of
expressions can be interpreted as valuable information for democratic deliberation.

4 Deliberative Solutions for the Online Public Sphere

Taking all three revisions in deliberative democracy theory together, current online
dynamics are placed in a different light. The postmodernist perspective offers a, I would
argue, rather negative outlook that certain expressions, namely those of an affective
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nature, those that are interest oriented or distrustful towards expert knowledge, are anti-
democratic. The perspective from deliberative democracy theory on the other hand illu-
minates that these expressions may, in different ways, contribute to a more democratic
and just society. The deliberative democracy theory perspective underlines the impor-
tance of including more passionate ways of thinking and speaking (revision I), acknowl-
edges that in the political arenamore than one perspective can be reasonable (revision II),
and how interest-based claims of justice can help uncover structural relations of domi-
nance and subordination (revision III). As such, whereas a postmodernist theory outlook
comes to conclude that such attitudes need to be fixed, a deliberative democracy theory
outlook would rather suggest that these attitudes can benefit democratic deliberation.
The crux, however, lies in can.

It would be false to conclude that given these revisions, all deliberation occurring
on social networking sites currently is democratic. Just because social media affords
expressions different from calm, collected reason, has allowed the public to challenge
narratives on what is true or best and the expression of self- and group interest, does
not mean social media as it is currently, is aptly characterized as being democratic
deliberation. Elstub [29] warns that the updates made to deliberative theory have led
people to falsely draw such conclusions and emphasizes that not any and all deliberation
is democratic deliberation. That being said, I agree with Roeser and Steinert that “there is
nothing intrinsic to social media that would exclude it from serving as a tool for genuine
deliberation” [30, p. 182]. In order to make it such a genuine deliberation tool, however,
we need to think beyond design that reinstates facts and expertise and redesign social
media in line with the revisions of deliberative democracy theory. In other words, we
need to rigorously translate the theoretical work of deliberative theorists into policies,
regulation and design.

Looking at the theory, deliberative theorists have argued convincingly for the impor-
tance of recognizing and valuing the emotional and pluralist side to deliberation, while
being mindful of the various ways in which these aspects can pose obstacles to delibera-
tion. Yet, as Thompson and Hoggett have pointed out “the proposal to simply welcome
emotions into public deliberative spaces,without any understanding of the nature of those
emotions, is somewhat naïve at best, and dangerous at worst” [31, p. 353]. In between
these poles, on the one hand the theoretical work arguing for the inherently emotive
and pluralist component of deliberation and the other, welcoming emotions, values and
expressions of self-interest in real-life deliberative forums, a gap remains. Remarked
also by others, deliberative theorists “have not developed the implications of their views
on the emotions with the same rigor of other key concepts” [32, p. 924]. As Mansbridge
puts it, while “human beings haveworked outmany useful rules for ‘rational’ discussion,
including, for example, demands for logical consistency [,] we still need to work out
some practical understandings for the appropriate use of emotions in deliberation” [28,
p. 189]. For this, Mansbridge argues, we need to look closely at practice, so that we can
inductively arrive at “effective norms in the deliberative uses of emotion” [28, p. 189].
This is an additional way in which social media can be described as disruptive: social
media highlights this gap between theory and practice and urges deliberative theorists
to draw out the practical implications of their revisions for deliberative democracy.
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Looking at practice, one could argue that revision II has been considered through the
anti-postmodernist inspired strategy, i.e. platforms are obligated to combat outright false
information while being mindful of reasonable perspectives thereby seeking a balance
between one objective truth and anything goes. There are however far fewer policies
and design choices which directly address revisions I and III. As revision III is arguably
more complicated than the first, and the scope of this paper is limited, we contemplate
what revision I could mean for social media design. To design for revision I is thus to
find ways in which welcoming more emotional style of speaking and more emotional
forums can enhance genuine democratic deliberation rather than undermine it. Currently,
platforms are obligated to combat hate speech and discrimination. While these policies
help address emotion-laden contributions that clearly harm other users or groups, there
are few, if any, design and policy choices which help navigate the grey scale of emotional
contributions, meaning those which cannot directly be assessed as good and helpful or
bad and damaging to democratic deliberation. That is to say that thoughtful consideration
of how to regulate and design for expressions such as ‘I feel this is false’, ‘my experience
confirms that such and such is the case’, ‘We cannot trust Y’, ‘group Z is being treated
unfairly’, and the outpour of affective responses and discussion these can lead to, has
received considerably less attention.

Following the advice of Mansbridge [28], I turn to empirical work on emotional
dynamics in deliberative forums next, looking at the implications of more emotional
communication in deliberation. Studies on emotional dynamics in deliberative forums
have found that whilemore emotional styles of communication can have an inclusive and
binding effect, they can also lead to exclusion. For example, Martin [33] found that in
deliberative forumswhereby participants self-determine norms of conduct and participa-
tion, participants quickly build relationships on shared experiences and emotional ways
of speaking. Analyzing the deliberative dynamics of these groups further, Martin [33]
observed that this type of relationship building has an exclusionary effect towards those
who feel they have different experiences and feel uncomfortable with such personal and
emotional ways of speaking. Similarly, Thompson and Hoggett [31] in reviewing empir-
ical work on juries, note that emotional styles of communication can lead to exclusion.
If a group forms with a particular sentiment, those who feel an alternative sentiment can
feel or be excluded.

Returning to deliberative democracy theory and the revision to include other forms
of communication than impassionate reason, exclusion for lack and presence of emotion
is a practical implication we should consider and design for. Exclusionary effects based
on a group’s manner of speaking can be considered with design. Just as algorithms can
pick up on potentially harmful speech to nudge users to reconsider their wording, we can
train algorithms to pick up on more dispassionate and passionate contributions and to
evenly distribute the display of both in group discussions. Thompson and Hoggett [31]
further suggest that in order to prevent exclusion as a result of a particular sentiment
becoming dominant, groups should be kept small and in rotation. Thus, if we want to
design for social media platforms in which people feel their contribution will be valued
and, at minimum, not ostracized for conveying an alternative sentiment, group sizes
of discussions could be reconfigured. For example, rather than everyone commenting
within the same stream of comments, there could be many streams.While every user can
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comment, each stream allows for a limited amount of users. This set up would still be
inclusive, as each and every user can participate. Moreover, chances are that other users
will read your comment thereby increasing equality in terms of every voice being listened
to. Finally, while dislike buttons have been removed already, other forms of like buttons
such as emoticons or up- and down voting, could be removed as these too can enforce a
certain sentiment that may lead to the exclusion of others.While the effectiveness of such
redesigns tomitigate the risks ofmisinformation, disinformation and polarization should
be empirically tested, such design choices could help make social media a genuine tool
for democratic deliberation.

5 Conclusion

In this paper I addressed the challenges of polarization and epistemic pollution on social
networking sites. The understanding that online public discourse is characterized by var-
ious post-factual attitudes, influenced by postmodern skepticism about objective facts
and truth, have prompted strategies focusing on reinforcing facts and respect for their
disseminators. However, these strategies are not sufficiently curbing the risks. I therefore
proposed viewing online deliberation through the philosophical framework of delibera-
tive democracy theory. Online dynamics can be viewed in light of three key revisions to
deliberative democracy: diversifying acceptable communication styles in deliberations,
shifting from seeking consensus to embracing pluralism, and recognizing group-based
justice claims as democratically beneficial. These approaches provide a more inclusive
understanding of online emotional dynamics and advocate for adapting social media
designs to enhance genuine deliberation, such as moderating emotional content through
AI and revising interaction features to prevent polarization. This perspective is crucial
for addressing the negative impacts of social media thereby safeguarding democratic
discourse.
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Abstract. As LLMs gain an increasingly relevant role and agency, their
alignment with human values, principles and goals is crucial for their
responsible deployment and acceptance. The main goal of this study is
to assess the alignment of different LLMs regarding the relative impor-
tance of AI Ethics principles across different domains. To this end, human
experts in different domains were asked, through a questionnaire, to rate
the relative importance of six AI Ethics principles in their respective
domains, totaling 6 domains. Then, five publicly available LLMs were
asked to rate the same Ethics principles in different domains. Multiple
prompts were used multiple times, to also evaluate consistency, totaling
90 runs per LLM. Model alignment was measured through the corre-
lation with human experts, and consistency was evaluated through the
standard deviation. Results show varying degrees of alignment and con-
sistency, with a couple of models showing satisfactory results. This makes
it possible to envisage the use of such models to automatically config-
ure and adapt data pipeline ecosystems and architectures across differ-
ent domains, selecting processes, dashboard elements or monitored KPIs
according to the target domain or the goals of the system.

Keywords: artificial intelligence · ethics · ethical ai · generative ai ·
data pipeline ecosystem

1 Introduction

In the vast expanse of technological advancement, Large Language Models
(LLMs) have emerged as cutting-edge artificial intelligence (AI) systems designed
to process and generate human-like text with coherent communication, and gen-
eralize to multiple tasks based on input data. The need for generalized mod-
els stems from the growing demand for machines to handle complex language
tasks, including translation, summarization, information retrieval, conversational
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interactions, etc. [1]. These models, such as GPT (Generative Pre-trained Trans-
former), are trained on vast amounts of text data to understand patterns, lan-
guage structures, and contextual relationships.

LLMs have demonstrated remarkable capabilities in understanding and gen-
erating human-like text [1–3], making them valuable tools for various applica-
tions. However, with the further exploration of machine learning, neural networks
and autonomous systems, the ethical considerations surrounding AI have become
more pressing than ever before.

The appeal of AI lies in its promise to revolutionize industries, enhance effi-
ciency, and tackle some of humanity’s most pressing challenges. However, this
promise comes with a caveat - the inherent risks of unintended consequences,
bias propagation, and potential misuse [4]. From algorithmic decision-making in
critical domains like healthcare [5] and criminal justice [6] to adaptive learning
in education [7], the ethical implications of AI permeate every aspect of society.

Ethical considerations in AI encompass a multitude of dimensions, from fair-
ness and transparency to accountability and privacy. Ensuring that AI systems
operate in alignment with ethical principles requires a comprehensive under-
standing of the complex interplay between technology, society, and morality.

Consequently, even though the ethical discussion is not a novelty in the realm
of AI, it is still, in a practical sense, an open subject of study. Most of the available
documents only prescribe normative claims without the means to achieve them,
while the effectiveness of more practical methodologies, in the majority of cases,
remains extra empirical [8].

Determining whether LLMs are aligned with humans involves assessing how
well they mimic human language and behavior while adhering to ethical princi-
ples and societal values. LLMs are trained on diverse datasets that reflect human
communication, but they lack true understanding or consciousness. Therefore, in
this paper we study if the alignment of different LLMs can approximate human-
level performance in what concerns the relative importance given to each AI
Ethics principle in different domains. We do this as a first step towards the
development of an autonomous solution for setting up data pipeline ecosystems,
which can decide on which processes to implement, dashboard elements to show,
or KPIs to monitor, according to the domain or the objectives of the system.
To achieve this, however, the alignment of the underlying models must first be
assessed, to ensure responsible deployment and trustworthiness. The compar-
ative analysis carried out in this research will thus inform the decisions to be
taken in the development of such a system.

1.1 AI Ethical Principles

To address ethical concerns in the implementation and use of AI, it is important
to prioritize the development and implementation of a sociotechnical perspec-
tive, so that social and institutional structures and spaces can be fostered that
encourage, guide, support, and sufficiently reward ethical behavior.

Taking into account the rapidity of technological change and potential obsta-
cles, the EU developed a balanced approach to ensure that European citizens can
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benefit from new technologies that are developed and operate in accordance with
Union values, fundamental rights, and principles. By doing so, it ensures that
AI is used in a way that benefits society as a whole, rather than perpetuating
existing problems and inequalities.

Additionally, even though there is no agreed upon set of ethical principles
that AI must adhere to in order to be considered ethical, the fundamental values
and rights that the EU is attempting to impose on AI systems can be found,
for instance, in the ethics guidelines for trustworthy AI [9]: a set of guidelines
with which this research is aligned. These guidelines aims to ensure that AI is
developed and used in a way that is ethical, transparent, and respects fundamen-
tal rights. The guidelines were developed by a group of experts from academia,
industry, and civil society, and are based on a set of 7 core principles, including
Human agency and oversight; Technical robustness and safety; Privacy and data
governance; Transparency; Diversity, non-discrimination, and fairness; Societal
and environmental well-being and; Accountability.

1.2 Objectives

Monitoring AI Ethics in data ecosystems is now a common requirement and,
in some cases, a legal obligation. However, on the one hand, there are dozens
of metrics that can be monitored [10], which may make it hard to select the
relevant ones in an informed way. On the other hand, while all Ethics principles
are relevant, their relative importance may vary according to the domain. For
instance, one can generally agree that privacy is generally more important in
the healthcare or legal domain than it is in the industrial domain. Determining
whether LLMs are aligned with humans in this evaluation is the first step towards
enabling their potential use to automatically set up and configure ethical data
ecosystems. Such a data ecosystem is briefly detailed in Subsect. 4, where the
future work is described.

In order to enable the development of this future solution, the present study
has two main goals:

1. To systematically study how the perceptions of experts regarding AI Ethics
principles differ across different fields

2. To assess the alignment of different publicly available LLMs with human
values as well as their consistency

Alignment is measured through the correlation of the model’s evaluations
with those of human experts. Consistency is measured by using different prompt
styles and repeated prompts, and calculating their Standard Deviation (SD). A
model will be considered aligned and consistent if it has both a high correlation
and a low standard deviation.

2 Methodology

This research had two main goals, already described in the previous section. This
section describes the methodology followed to achieve them. Regarding goal 1,



322 G. Palumbo et al.

the methodology was centered around an online questionnaire, that allowed to
collect the perceptions of experts from different fields regarding the relative
importance of each principle. In order to achieve the second goal, several LLMs
were prompted using similar questions to those used with human experts, and
the answers of both human experts and models were then compared.

The study utilized a questionnaire-based approach to gather insights from
experts representing various fields. The goal was to discern the relative impor-
tance of the seven AI ethical principles within distinct domains, thus facilitat-
ing a nuanced understanding of ethical considerations in AI development and
deployment.

The first step in the methodology was the selection of experts across diverse
domains relevant to AI ethics. Experts were invited based on their profes-
sional experience, academic credentials, and recognized contributions to their
respective fields. The selection criteria aimed to ensure a comprehensive and
representative sample of expertise, encompassing disciplines such as education,
law and manufacturing/industry. To ensure confidentiality and encourage can-
did responses, experts were assured that their individual opinions would be
anonymized and aggregated for analysis purposes. l 6 experts in education, 5
experts in law, 4 experts in manufacturing/industry, 4 experts in marketing,
retail and e-commerce, 3 experts in healthcare and medicine and 2 experts in
finance gave their contributes to the questionnaire.

The core of the questionnaire presented, for each specific domain, a detailed
description of how AI can be used, generic AI core functionality and purpose
in the domain, how data circulates these systems, and finally its applications,
autonomy, and both positive and negative social impacts. Each human expert
only answered the questionnaire relative to their respective field.

After this introductory contextualization, a description of the seven AI eth-
ical principles derived from the ethics guidelines for trustworthy AI was pre-
sented. The experts were asked to evaluate these principles based on their per-
ceptions considering their specific domain. They were asked to rate the relative
importance of each principle between 1 to 10 (1 being “Irrelevant” and 10 being
“Absolutely Critical”), based not only on their domain and level of expertise,
but also comparing within the different requirements. After obtaining the data,
basic statistics were calculated for each ethical principle in each domain, allowing
to analyse how perceptions vary according to domain.

Concerning the second goal of this research, the intention is to understand
whether LLMs, designed for language understanding and generation, learned
enough concerning ethical principles and the domains’ specificities to be con-
sidered aligned with human values. To do so, we tested different prompts and
repeated each prompt a number of times, to ensure reproducibility. If align-
ment and reproducibility are indeed found in one or more models, this opens
the door to their use in configuring and setting up data pipeline ecosystems
with domain-appropriate observability and monitoring layers. The role of such
models in this scenario would be to select the most appropriate AI ethics prin-
ciples and metrics and/or KPIs to monitor, according to the domain-specific
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requirements or characteristics. This would significantly contribute towards more
agile implementations.

In order to test this hypothesis, five different LLMs were tested: ChatGPT
3.5, Gemini (previously Bard from Google), Chatsonic, Copilot Notebook (Bing
AI), and Mistral. The selection criteria were popularity and free public access.

Three distinct prompts were used, of varying length and complexity, each
with different approaches to the problem, but all asking for an output which
should rate the relative importance of each ethical principle in a specific domain.

The prompts followed the same structure with varying degrees of detail. All
prompts had a role, a task, a context and an output. The largest difference was
found in the context description, while the role, task and output where the same.

Regarding the role, the prompt defined the LLM as an expert in domain x
and is trying to decide which ethical principles are more relevant in said domain.
The task was to score from 1 to 10 the importance of each AI ethical principle in
the context of development and usage of AI in x domain, and the output was just
to present the results in a table so the results are structured. The context of each
prompts presented the biggest variations, the shortest prompt only presented in
an array seven ethical principles the LLM needs to score (e.g., “Human agency
and oversight”, “Diversity, non-discrimination, fairness”, “Transparency”, “Pri-
vacy and data governance”, “Technical robustness and safety”, “Societal and
environmental well-being”, “Accountability”). The second prompt had the same
array, but in addition, had a detailed description of each ethical principle based
on the ethics guidelines for trustworthy AI. The third and final prompt had
both array and detailed description of the ethical principles but also a detail
description related to the usage of AI systems in x domain. In the context it
was addressed the system’s main characteristics, most common systems (e.g.,
personalized learning platforms in education), the type of data it deals with
(e.g., sensitive student demographics and performance data in education) and
different types of applications (e.g., adaptive learning, student performance pre-
diction, feedback and recommendation, etc., in education). It also described the
degree of autonomy of AI systems in x domain, and both positive and negative
impacts of the use of AI (e.g., positive impacts: personalized learning, efficiency
in education, early intervention; negative impacts: bias, over-reliance on tech-
nology, reduced teacher-student interactions, security and privacy concerns).

Each of the three prompts was submitted 5 times to each LLM, every time in
a new chat window. We did not change or asked the model to change the default
temperature value (e.g., a parameter that controls the randomness of the text
generated by the LLM), which conditions its creativity [11,12]. In short, each
LLM was prompted 15 times for each domain. After the 15 runs, similarly to
the experts analysis, basic statistics for each model, principle and domain were
calculated. The results were then compared, by model, with those of the human
experts. The results of this comparative analysis are detailed in Sect. 3.



324 G. Palumbo et al.

3 Results

Once the data collection phase ended, including both human experts and LLMs,
a comprehensive analysis followed to obtain meaningful insights not only on the
relative importance of each principle based on the perception of human experts,
but also into the alignment of the different models with human values, and on
their consistency.

One of the main metrics considered in this analysis was the correlation
between the average scores by human experts and the average scores by LLM,
for each domain and principle. A higher correlation coefficient indicates greater
alignment between model and human values. The standard deviation for the
ratings of experts and models within a domain was also used as an indicator
of inter-group agreement (for human experts) and of consistency (for models).
This is particularly relevant in the case of models, as their outputs might be
different for the same input, depending on the model’s temperature. For this
reason, each prompt was repeated 5 times, and the standard deviation hints at
to which extent the model is consistent.

Additionally, the Root Mean Square Error (RMSE) and Mean Absolute Error
(MAE) were also calculated to quantify the disparity between the prioritization
of ethical principles by the LLMs and by domain experts. Indeed, statistical
correlation alone is not enough as a high correlation only means that the values
are linearly related, not necessarily that they are close to each other.

Table 1 provides a statistical summary of the results obtained by both the
human experts and the models. In the case of human experts, results were aggre-
gated by domain/principle, and the average and standard deviation were calcu-
lated. The same was done for the results of the LLMs, with the exception that
the values to be aggregated resulted from multiple repetitions (5) of 3 different
prompts, as described previously. So, in Table 1, each cell of a LLM represents
the average and standard deviation of 15 prompts for that model.

In what concerns the human experts, results show that the ethics AI princi-
ples are indeed valued differently according to the domain. For instance, Trans-
parency is considered to be the most important principle by experts in the
Healthcare domain. It is not considered so relevant in domains such as Edu-
cation or Manufacturing. Diversity, non-discrimination, fairness is considered
of low importance in Finance, but is considered relevant in domains such as
Healthcare or Marketing. Such differences indeed show that, while all principles
are important, in some domains, some are seen as relatively more important
than others.

Similar differences can be seen in the LLMs. However, more than analyz-
ing each model individually it is more relevant to analyze their alignment with
human values.

To provide a higher-level view on the results, namely to enable a general
analysis by principle, Table 2 shows the average rating and standard deviation
for each ethical principle, by both human experts and models. These results
were obtained by averaging the results in Table 1. A visual comparison between
experts’ ratings and those of each model is also provided in Fig. 1.
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Table 1. Average and standard deviation of the evaluation of each principle in each
domain by human experts and models (average — standard deviation).

Human
agency and
oversight

Diversity, non-
discrimination,
fairness

Transparency Privacy
and data
governance

Technical
robustness
and safety

Societal and
environmental
well-being

Accountability

Avg SD Avg SD Avg SD Avg SD Avg SD Avg SD Avg SD

Experts Education 8 1.64 7 2.23 8 1.87 9 1.64 7 1.47 7 2.94 8 2.07

Finance 10 0.71 5 4.95 9 0.71 10 0.71 9 2.12 7 0.00 9 0.71

Healthcare 9 1.00 9 1.73 10 0.58 8 1.73 10 0.58 8 2.00 9 2.31

Law 7 1.67 8 1.30 8 2.35 8 1.79 8 0.89 7 1.52 9 1.67

Manufacturing 8 1.26 7 2.22 8 2.22 8 0.96 9 1.50 8 0.58 9 1.29

Marketing 9 1.00 9 1.41 9 0.96 9 2.00 9 1.15 9 1.29 9 1.29

ChatGPT Education 9 0.26 9 1.00 8 0.49 9 0.83 9 0.59 7 0.49 9 0.65

Finance 9 0.41 8 0.41 8 0.83 9 0.62 9 0.63 7 0.46 9 0.46

Healthcare 9 0.00 9 0.98 9 0.52 10 0.49 10 0.35 8 0.74 9 0.49

Law 9 0.00 8 0.52 9 0.74 9 0.68 9 0.63 7 0.46 10 0.41

Manufacturing 9 0.41 8 0.52 8 0.94 8 0.83 10 0.49 8 0.64 9 0.56

Marketing 9 0.49 8 0.49 8 0.88 10 0.51 9 0.62 7 0.46 9 0.46

Gemini Education 10 0.74 10 0.41 8 0.88 9 0.46 7 0.91 7 0.99 7 1.50

Finance 8 0.51 10 0.41 8 0.68 9 0.46 8 0.64 7 0.77 9 0.68

Healthcare 10 0.83 9 0.88 8 0.74 9 0.70 9 0.59 7 0.74 8 0.77

Law 10 0.26 9 0.82 9 0.59 9 0.74 8 0.59 7 0.59 9 0.83

Manufacturing 9 0.72 8 2.06 8 1.06 8 0.80 9 0.35 7 1.75 9 0.99

Marketing 8 0.52 10 0.52 8 0.65 10 0.64 8 0.64 7 0.70 8 0.51

Chatsonic Education 9 0.26 10 0.83 8 0.52 9 0.70 9 0.63 7 0.35 9 0.35

Finance 9 0.26 8 0.59 9 0.46 10 0.35 9 0.51 7 0.26 9 0.52

Healthcare 9 0.46 9 0.86 9 0.64 10 0.46 10 0.59 8 0.64 9 0.52

Law 9 0.26 8 0.83 9 0.64 9 0.80 9 0.85 7 0.41 9 0.52

Manufacturing 9 0.00 8 0.26 9 1.19 8 0.52 10 0.64 8 0.99 9 0.59

Marketing 9 0.41 9 0.83 9 0.63 9 0.52 9 0.83 7 0.26 9 0.38

Copilot Education 10 0.51 10 0.41 9 0.59 10 0.00 9 0.62 8 0.52 10 0.35

Finance 9 0.35 9 0.96 9 0.98 10 0.00 10 0.49 7 0.52 10 0.26

Healthcare 10 0.00 9 0.00 10 0.49 10 0.00 10 0.00 8 0.00 10 0.00

Law 10 0.26 8 0.63 10 0.63 10 0.00 9 0.64 7 0.26 10 0.00

Manufacturing 9 0.46 7 0.98 9 1.46 10 0.63 10 0.00 8 0.74 10 0.52

Marketing 9 0.51 9 1.00 10 0.46 10 0.00 9 0.52 7 0.00 10 0.26

Mistral Education 9 0.46 10 0.00 8 0.46 10 0.00 9 0.52 8 0.52 9 0.46

Finance 10 0.49 9 0.51 8 0.49 10 0.00 9 0.49 7 0.51 10 0.49

Healthcare 10 0.00 9 0.00 8 0.49 10 0.00 10 0.46 8 0.46 9 0.49

Law 10 0.35 10 0.74 9 0.35 10 0.00 9 0.70 8 0.74 10 0.35

Manufacturing 9 0.49 8 0.49 8 0.51 9 0.46 10 0.00 7 0.52 9 0.49

Marketing 9 0.46 10 0.46 8 0.46 10 0.00 8 0.70 7 0.74 9 0.59

As shown in Table 2, the Accountability principle is the one in which human
experts are more in agreement, with an average rating of 9 and a SD of 0.41.
This means that this principle is relevant no matter the domain. In the remain-
ing principles, results tend to have some variation across principles, which is to be
expected when combining different domains. The principles which have increased
inter-domain variation areDiversity, non-discrimination, fairness,Human agency
and oversight, andTechnical robustness and safety. This points out that these prin-
ciples might be more important in certain domains than in others.

In what concerns the models, both ChatSonic and Copilot show a similar view
on Accountability, in the sense that they attribute it a rating of 9 and 10, respec-
tively, independently of the domain. The same happens for Privacy and data gov-
ernance with Copilot, and for Human agency and oversight for ChatGPT and
ChatSonic. Other than that, it is also possible to conclude that models tend to
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Fig. 1. Comparing the outputs of each LLM with experts’, by domain. Jitter was used
to improve the visualization.

Table 2. General view of the ratings of human experts and models regarding ethical
principles, without factoring in the different domains.

Human
agency and
oversight

Diversity, non-
discrimination,
fairness

Transparency Privacy
and data
governance

Technical
robustness
and safety

Societal and
environmental
well-being

Accountability

Experts Avg 9 8 9 9 9 8 9

SD 1.05 1.52 0.82 0.82 1.03 0.82 0.41

ChatGPT Avg 9 8 8 9 9 7 9

SD 0 0.52 0.52 0.75 0.52 0.52 0.41

Gemini Avg 9 9 8 9 8 7 8

SD 0.98 0.82 0.41 0.63 0.75 0 0.82

Chatsonic Avg 9 9 9 9 9 7 9

SD 0 0.82 0.41 0.75 0.52 0.52 0

Copilot Avg 10 9 10 10 10 8 10

SD 0.55 1.03 0.55 0 0.55 0.55 0

Mistral Avg 10 9 8 10 9 8 9

SD 0.55 0.82 0.41 0.41 0.75 0.55 0.52

have a lower SD than human experts. This might mean that humans are better
nuanced towards the inter-domain differences of ethical principles than models.

So far, the analysis focused on how different ethical principles are evaluated
according to the domain by both human experts and models, and on how there
is agreement between experts, and consistency in models. However, the most
important subject of this research is to find whether certain models are aligned
with human values in this regard, and whether they are consistent, thus reliable,
in their outputs.
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In what concerns consistency, this can be evaluated through the SD of the mod-
els’ ratings. To this end, we computed the SD for each model/domain/principle,
and then averaged the results. According to Table 3, values for SD range between
0.43 for ChatSonic, closely followed by ChatGPT and Copilot (both with an SD
of 0.46), 0.57 for Mistral and 0.63 for Gemini. This means that Gemini is the least
consistent model. That is, it is more likely to provide different outputs given the
same prompt, making it unreliable for the goals of the future work.

Alignment between models and human experts was measured through the
correlation between their ratings, to measure linearity, and through the RMSE
and MAE, to measure distance between ratings.

In this regard, Gemini can be deemed as the worse model from among the
five tested, with a correlation of 0.26, followed by Mistral with a value of 0.42.
The top-3 is composed by Copilot in the first position, with a correlation of
0.93, followed by ChatGPT and ChatSonic, with correlations of 0.81 and 0.65,
respectively.

Interestingly enough, Copilot scored both the best correlation and the worst
RMSE and MAE (0.93 and 0.86 respectively). This indicates that the model has
a high linearity with human experts, but might have some underlying bias. On
the other hand of the spectrum, ChatGPT was the model that exhibited a lower
RMSE and MAE (0.53 and 0.29), together with ChatSonic.

Table 3. Measures of consistency and alignment with human values for the five models
tested.

SD Correlation RMSE MAE

ChatGPT 0.46 0.81 0.53 0.29

Gemini 0.63 0.26 0.85 0.71

Chatsonic 0.43 0.65 0.53 0.29

Copilot 0.46 0.93 0.93 0.86

Mistral 0.57 0.42 0.76 0.57

3.1 Discussion and Limitations

After the analysis of the results, and taking into consideration all the metrics and
the research goals, two models presented promising results to be used to build
ethical data pipelines automatically. Although Copilot has shown good consis-
tency and an almost perfect correlation, its RMSE and MAE were relatively
high compared to the other models. This hints at a possible bias of the model,
preventing it from being the best model overall. Furthermore, both Mistral and
Gemini presented sub-par results, and are not considered suitable for being used
with the intended goals.

So, after careful consideration of the results obtained, the best overall LLM
is ChatGPT. It has a relatively high correlation with human experts, as well as
a relatively high consistency, and its outputs concerning the evaluation of each
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ethical principle in each domain are very close to those of humans. Thus, this
model will be further evaluated in future work regarding its ability to decide on
which metrics to monitor in a data pipelines ecosystem in a given domain.

Two main limitations can be pointed out in this work. The first is related with
the relatively low number of human experts who answered the questionnaire,
which would desirably be higher, and also with the fact that the number of
answers obtained is different across domains, which may bias the results. The
second is related with the models selected, which include only freely available
models. It is likely that the paid versions of some models could hold better
results. In order to tackle these limitations, in future work we will extend the
questionnaire to more experts and also include additional fields, and we will also
include paid versions of these and other publicly available models.

4 Future Work

The research carried out allowed to identify a model that is aligned with human
experts in the task of characterizing the relative importance of AI ethics prin-
ciples in specific domains. This model will now be deployed into a practical
solution based on the concept of observability, with the intention to automate
the creation and configuration of ethical data pipelines.

However, previously developed research [10] pointed out a flagrant absence
of objective solutions for the large majority of existing ethics principles, except
from diversity, non-discrimination and fairness.

Immediate future work will be dedicated to defining ethics metrics in a way
that they can cover all these principles and be effectively used to monitor the
level of ethics of an AI system.

Afterwards, these ethics metrics will be implemented in such a way that they
can connect to the main phases in any AI or data science pipeline, as shown
in Fig. 2 (e.g., data ingestion, data processing, model training, model evalua-
tion, and model deployment). To achieve this, metrics will be implemented as
data processing pipelines with connectors to common data streaming or stor-
age technologies (e.g., Kafka, zeroMQ, relational databases). The set of metrics
connected to such a system will thus constitute the ethics observability layer
represented in Fig. 2.

This approach is agnostic in what regards the business domain and will allow
to significantly increase the transparency on the several phases of the pipeline,
from data to models, allowing to diagnose and fix issues when they arise.

Fig. 2. Artificial Intelligence Data Pipeline with Ethics Observability solution.
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The setting up of such systems under the principle of observability and Eth-
ical AI is, however, complex. Namely, many different metrics might need be
monitored, which may change through time as different functionalities are imple-
mented into the system. Thus, efficiently selecting the most appropriate ones
may be a challenging task. Moreover, the metrics to monitor may also change
depending on the domain of application, as principles and metrics might me
valued differently depending on the domain, as our results show.

Setting up dashboards for monitoring the system is another challenge, made
complex by the fact that different roles in the organization may prefer or need
access to different metrics and dashboards.

In future work, and given the results of this research, we will investigate the
use of LLMs for the purpose of automatically setting up and configuring ethical
data pipelines, streamlining the whole process and making it context-aware. We
hope this will lead to better data pipelines, more in line with current European
guidelines in what concerns AI ethics.

5 Conclusion

In this study, we conducted a comprehensive analysis of the importance of AI
ethical principles in different domains, by collecting data from domain experts
and by querying five different LLMs. Human feedback was collected through
questionnaires, and LLMs were queried through 3 different prompts, repeated
5 times for each domain. Six domains were considered, resulting in 90 prompts
per model.

The main objective to both parties was to evaluate the perceived relative
importance of the seven AI ethical principles from the ethics guidelines for trust-
worthy AI, to see which principles were more important.

The results of our analysis revealed intriguing insights into the alignment
between human expert opinions and those generated by AI models. Notably,
ChatGPT emerged as the most effective Language Model in reflecting the view-
points of human experts, presenting a SD of 0.46, correlation of 0.81, RMSE
of 0.53 and MAE of 0.29. This finding highlights the capacity of ChatGPT to
comprehend and express subtle viewpoints on AI ethics, showcasing its superior
performance compared to the remaining evaluated models (Gemini, Chatsonic,
Copilot and Mistral).

These findings hold significant implications for the development and imple-
mentation of AI systems. By leveraging ChatGPT’s ability to accurately mirror
human expert opinions, the model can be used in future developments to help
developers, operators of AI, stakeholders and other data-oriented systems to
detect and diagnose issues or errors based on personalized ethics metrics selected
by ChatGPT based on domain.
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Abstract. Interaction with robots will undoubtedly modify our social dynamics,
will bring anew labor, economic and relational scenario and, above all,will force us
to redefine our moral boundaries. This paper looks to the near future to elucidate,
through concrete examples, what coexistence with humanoids will be like and
what the consequences will be in the exercise of empathy and violence. It will
address, within the framework of the theory of literature, the establishment of a
new fictional pact with machines to determine their impact on human behavior.
It will be a legal and philosophical approach to the great question, the basis of
robotics and Artificial Intelligence, of how the arrival of androids will transform,
radically and for the first time, the concept of what it means to be human.

Keywords: Human-Computer Interaction · Robots · Uncanny Valley · Human
Behaviour · Literary Theory

1 Introduction

“The greatness of a nation and its moral progress can be judged by the way it treats
its animals”. These words, attributed to the pacifist thinker Mahatma Gandhi, were
pronounced at the beginning of the 20th century, about a hundred years before the
Animal Welfare Law, published in the Official State Gazette (BOE) on March 29, 2023,
came into force in Spain. The argument with which the rights of animals were shielded
and they were recognized as “sentient beings” was clear: our behavior towards pets says
a lot about us, defines us and portrays us; it determines, in a certain aspect, what makes
us human. Our sensitivity towards them had changed and this reform of the Civil Code
established, after many years of legal vacuum, a new legal framework for coexistence.
Society evolves and, with it, the law. A new world needs new rules.

If we look into the future, in a time horizon that, according to experts, “will not
go beyond five or ten years” [1]. we will be faced with an unprecedented challenge:
deciding how we should and want to treat humanoid robots. What’s more, I dare say
that our moral landscape will depend on our behavior towards androids, which are
becoming increasingly human-like. Because there is no doubt: there will be them, they
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D. H. de la Iglesia et al. (Eds.): DiTTEt 2024, AISC 1459, pp. 331–345, 2024.
https://doi.org/10.1007/978-3-031-66635-3_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-66635-3_28&domain=pdf
http://orcid.org/0000-0003-4424-0527
https://doi.org/10.1007/978-3-031-66635-3_28


332 D. B. Parra and L. Martín-Gómez

will live among us, and they will be part of our daily lives. But how will we manage
this coexistence? Do these machines need rights, what rights? Will we have to agree
on a way to protect them? Is a new social contract urgently needed? The appearance
of these robots will bring about substantial changes in our social dynamics. Therefore,
we should consider a fair and respectful treatment of these entities, i.e., an ethical and
legal framework that redefines what it means to be human. Let’s talk about robots to
talk about ourselves. We are going to analyze our relationship with them to determine
what challenges we face not only as individuals but also as a society. We will reflect on
humanoids to think about human relationships.

We cannot waste any more time: this is an urgent debate that involves and commits
us all. We need to anticipate reality in order to know what we are facing, to make the
right decisions and to be prepared. “This is the moment to decide the model of society
we want, the relationship between humans and humans, between humans and machines,
between machines and machines. I prefer to think that it is up to us to establish an ideal
framework for human-machine coexistence” [2]. Therefore, this essay starts from several
examples of aggressions towards certain anthropomorphizedmachines to understand the
basis of our behavior. Thus, relying on the different theories of literature that focus on
the receiver, we will elucidate the nature of our relationship with robots in order to
define a new fiction pact that must be sustained in the suspension of disbelief and in
our horizons of expectations and experiences. We will analyze whether, in front of a
machine that pretends to have life, we act as in front of a narrative work and what is
the role played by the human being, the object and the intention of the manufacturers in
this relational process and under what conditions empathy arises. Once these questions
have been addressed, we will delve into the concepts of violence and power to try to
answer the question of why these aggressive behaviors arise and how they will modify
our coexistence and the conception of what it means to be human.

1.1 Hitchbot, Samantha and the Others. Debate is Served

“The greatness of a nation and its moral progress can be judged by the way its robots are
treated.” This sentence ismade up, although it couldwell be uttered by some 21st century
philosopher. Well, if our greatness and moral muscle depended on the attitudes we show
towards the first Artificial Intelligence (AI) humanoids that interact with us, we would
not fare too well, and here are just a few examples: HitchBOT, the social robot who, in an
attempt to traverse theUnitedStates fromcoast to coast during the summer of 2014, hitch-
hiked in reliance on “the will of strangers” was unable to complete his journey because
he turned up decapitated two weeks after beginning his journey [3]. As a result of this
case, a BBC report asked whether it was possible to kill a robot and where did our obses-
sion with “hurting” them come from? [4]. Something similar happened to Samantha dur-
ing her presentation at the Ars Electronica technology festival in Linz (Austria): this sex
robot, which gave hugs and asked the audience how they were doing, was so abused and
destroyed by the participants that it was rendered unusable [5]. But that’s not all: Japanese
children made it a fashion to hit, push and insult robots walking around shopping malls
[6], they called them, for example, “idiots”. When asked why they behaved the way they
did, 75% justified it by saying that they “looked human” [7]. The managers of Starship
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Technologies even denounced that many citizens kicked the robots delivering food just
for the pleasure of damaging them and impeding their work [8].

These situations, apart from drawing our attention to the unexpected human behavior
towards these robots, invite us to imagine other possible scenarios just as uncomfortable.
For example, how would we react if we see a man pulling the hair of a female-like
humanoid? How would we handle seeing a mother angrily punching a child-like robot?
Why such a penchant for harming robots? Should we set limits on how we treat them?
Is it only a public or also a private matter? Would we only talk about ownership? I
mean, I could punch my humanoid robot (because I paid for it), but not the robotic
sales clerk at the butcher’s who served me wrongly? Is it okay to feel some empathy for
anthropormorphized robots?None of uswould be alarmed to see a person smash their cell
phone into the asphalt or end up hammering their Roomba, but would our perception
change if the machine had anything resembling a face, feet and hands? The robotics
industry, in order to make its presence less aggressive, is increasingly determined to
build robots in the image and likeness of humans, just as, according to Genesis, humans
were created in the image and likeness of God [9]. What implications will this have for
us?What will it be like to relate to objects that look just like us but have no consciousness
and no feeling, and therefore are not the same as us?

But let’s start at the beginning: where does our tendency to treat machines as sentient
beings come from? What mechanisms are activated in us to bring these devices to life?

1.2 The New Fiction Pact

To have a machine in front of you, to know that it is a machine and to treat it as a living
being. Why does this happen? And the answer could be found in the one we read and
face a literary text. To frame the interaction between humans and robots and determine
how we relate to them -and notice that I put the focus on people: from which place
we establish the link- we will rely on the Theory of Literature, more specifically on
the Aesthetics of Reception, attributed to the literary critic Hans Robert Jauss, which
had a great influence in the late sixties of the last century and which emphasizes the
importance of the reader in the process of interpreting a literary text. In other words, the
receiver has more weight than the author’s intention and the work itself. Jauss, together
with Wolfgang Iser and Harad Weinrich, focused on the act of reading and argued that
it is the reader who gives meaning to the work.

Instead of analyzing the literary work as a static object or as an expression of the
author’s intention, this perspective focuses on the dynamic process of interpretation
and reception by the reader (...) His role is fundamental because he is the one who
completes the work (...) [10].

Therefore, and extrapolating the conceptual core of Reception Aesthetics, we have
the receivers, in this case, us, anyone who interacts with robots, as the ones in charge
of making sense of this human-machine relationship, as the ones responsible for giving
them meaning. The machines would take the place of the narrative text and the humans,
that of the readers. Let us go further and continue structuring this essaywith the help of the
Theory of Literature, which speaks of the fiction pact, a tacit contract signed by the author
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and the reader when approaching a narrative work and by which the receiver accepts a
suspension of disbelief to become an accomplice of the text. “We voluntarily participate
in a game of simulation, in a pact of fiction” [11]. In other words, the reader allows
himself to be deceived, actively intervenes in this agreement and accepts the narration
of fictional facts as if they were real, in exchange for the author respecting the coherence
of the plot and the universe he himself has created. Therefore, this fictional contract
requires the will of both parties, author and reader, to work. Without the consent of the
receiver there is no contract and, as a consequence, both the text and the communicative
intention of the sender would fail.

In the coexistence between robots and humanoids, we are going to witness a new
version of the fiction pact, something we will call a non-fiction pact or an immersive
fiction pact, because the human accepts that the object is a living being, forgets that it
is a machine and develops affective ties with it. We decide, individually and thanks to
certain behaviors of the robots, to treat them as what they are not. It would be, then, a
suspension of disbelief in which the human leaves behind his reticence and acts as if:
as if it were human, as if it had feelings, as if it really listened to him and understood
him. This expression, willing suspension of disbelief, was coined by the English poet
Samuel Taylor Coleridge in 1817 in this text:

It was agreed that my endeavours should be directed to persons and characters
supernatural, or at least romantic, yet so as to transfer from our inward nature a
human interest and a semblance of truth sufficient to procure for these shadows of
imagination that willing suspension of disbelief for the moment, which constitutes
poetic faith. Mr. Wordsworth on the other hand was to propose to himself as his
object, to give the charm of novelty to things of every day, and to excite a feeling
analogous to the supernatural, by awakening themind’s attention from the lethargy
of custom, and directing it to the loveliness and the wonders of the world before
us [12].

In this way, it is the receiver himself who voluntarily agrees to be part of the game
and to be deceived and, far from rebelling, he establishes new rules, including, as we
will see later, empathy:

The principle of epojé or of the voluntary suspension of “disbelief”, which is the
attitude that the reader must adopt before a literary work: literature, just like the
game, consists of a fictional pact that the text proposes and the reader accepts.
The pact supposes a double behavior: on the one hand, the receiver accepts to
suspend his disbelief (...) and on the other hand, he knows that there is an authentic
disconnection between the text and the authentic reality [13].

That is why this double nomenclature is proposed: a non-fiction pact, because it is
the receiver who turns the robot into a person, who strips it of its fictionality and treats
it as a fellow human being. In this case, and contrary to what happens in literature,
a contract is not signed with the author so that the reader becomes part of a fictional
universe, but it is the work, more specifically themachine, which comes to inhabit reality
and to be received as a living being. I also propose the pact of immersive fiction because
it is a game that takes place in reality, we become characters or actors because we give
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the interaction with the machines a nature that it does not have, human or sentient. In
this contract, signed by the creators of a machine that looks and/or acts like a human
and the human himself, the suspension of disbelief, which is nothing more than to stop
reminding us that it is only a machine, is of paramount importance. It seems to me very
wise to bring this concept to the reflection on our coexistence with the robos because,
although the human knows that the humanoid has no life or consciousness, he accepts
to treat it as a living being. He suspends his disbelief to establish a relationship between
equals. And, at this point, the Theory of Literature continues to help us understand this
novel interaction between humans and humanoids with the concept of verisimilitude,
which is nothing more than what conforms to what seems true. “Verisimilitude, within
each work, lies in the fulfillment of the rules of immanent coherence generated within
the text itself” [14]. Therefore, humanoids must be credible, convincing, mimetic in their
forms and behavior. This is what gives them the appearance of truth.

Hans Robert Jauss also speaks of the horizon of expectations, i.e., the “set of preju-
dices and knowledge that the receiver brings with him and that determine and shape the
interpretation that can be made of the work” [10] and the horizon of experiences, which
refers to the experiences that each person carries at the individual level. And these are
very interesting concepts because they address the expectations or trust that we place
on an anthropomorphic robot and the conclusion that our experience leads us to think
that something that acts like a living being is a living being. So, if we see it moving,
answering or reacting as we would, we treat it as human because it responds to our
horizon of expectations and experiences.

The robot acts, therefore, as a narrative entity, as a story that, by adopting the form,
behavior and/or gestures of a human or an animal, turns us into receivers and proposes
a non-fiction pact based on verisimilitude and on our horizon of expectations and expe-
riences. As we will see in the following sections, we instinctively sign a fiction pact
because it becomes almost impossible for us not to treat an object that seems to be one
as a living being. This irremediably provokes a fictionalization or theatricalization of
reality, where we humans also act ‘as if’ the machine were alive and similar to us.

1.3 Meaningful Intent and Concretization

Within this approach to machines as narrative entities, Roman Ingarden, the prominent
20th century polish philosopher, founder of neohermeneutics and author of two essential
works: La obra de arte literaria (1931) y La comprehensión de la obra de arte literaria
(1937), introduces in his literary studies two concepts that help us to understand the
essence of the relationship between humans and machines. Firstly, the significant inten-
tion of the author, which speaks of the fact that authors have a specific intention when
creating a work, such as conveying a message or provoking an emotional response in the
reader. The author’s intention is never neutral because it seeks an adhesion on the part
of the receiver through the marks left in the text. And this is precisely what the authors
of the machines, that is, the designers and programmers, do, which is to present these
robots with gestures, behaviors and human appearance with a clear intention: to make
it easier for us to enter into the non-fiction pact and to provoke empathy in us, as we
will see later. There is, therefore, a clear intention on the part of the broadcasters: to pull
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mimesis, both of humans and animals, so that the machines stop seeming like machines
to us.

The concept of concretization goes the same way and defends, with clear similarities
to the theory of reception, that it is the subject himself who constructs the world that the
narrative text or, in this case, the robot, proposes to him. It is the process by which a text
acquires reality and meaning in the mind of the reader.

In the work itself there are only schematized aspects, certain schemes that remain
as constant structures through the various modifications of perception. As soon as
they are actualized by the reader they become concrete by themselves. They are
augmented and supplemented by concrete data, and the way in which this happens
depends to a great extent on the reader. He fills the general scheme of aspects with
details corresponding to his sensibility, his habits of perception and his preference
for certain qualities and for certain qualitative relations; these details vary andmay
differ from one reader to another [15].

The experience always depends on the relationship between the reader and the text.
All interpretation is contingent on the structures of the text. Therefore, in our relationship
with robots we not only have an intention on the part of the issuers, which is that we are
able to interact with the machines as if they were sentient, non-threatening beings, but it
is we, the humans, who will concretize the experience with the machines and who will
humanize them as long as what they offer us seems plausible to us.

1.4 Appearance Matters

Although “robot anthropomorphology matters” [16], “it is not enough for a robot to
look human, it must also interact with humans by expressing moods such as impa-
tience, indolence, boredom or haste. This will be the turning point of the human-machine
relationship: physical and mental realism” [2]. Although the robotics industry tends to
anthropomorphize or zoomorphize machines, we may wonder at what point does the
connection with them appear, when we allow ourselves to be fooled and treat them as
living beings. Today, some roboticists like Hiroshi Ishiguro are working on creating
humanoids that are indistinguishable from humans, i.e., that pass the new Turing Test,
“but we’re not close to getting there yet” [1]. However, it has been demonstrated that
it is not necessary to obtain an exact replica of a human being for an emotional nexus
to appear. On the contrary, it appears much earlier. Marta Díaz, a researcher at the Uni-
versitat Politècnica de Catalunya (UPC), talks about movement and having a purpose.
Emotional bonds are built more easily the more it resembles the form and movements
of humans, but they are not essential. She explains the following:

The fact (that robots) have a number of characteristics that are familiar to us
generates an attribution of biological essences to the machines, that is, we see
them as if they were embodied or animated entities. And one of the attributes that
we consider the essence of life is autonomous movement and purpose (...) “these
robots are designed to confuse us. They blur the boundaries between the real and
the fictitious, between the inert and the living, the artificial and the biological [17].
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And there are already several experiments that have shown that the emotional reaction
to a machine appears relatively easily. A study by Toyohashi University of Technology
in Japan corroborated that the bioelectrical brain response to images of potential damage
to a human hand and a robotic hand - both about to be cut by a large knife - is “similar”.
That is, “the level of empathy is the same or very similar in both cases”. That is, the
volunteers suffered at the sight of metal fingers about to be sliced off. “Humans feel
empathy when they see a human-shaped robot hand get hurt, similar to when they see
an actual human hand hurt” [18]. These ones are the conclusions:

These results suggest that we empathize with humanoid robots in a similar fashion
as we do with other humans. However, the beginning of the top-down process of
empathy is weaker for empathy toward robots than toward humans.

Although the participants claimed to be aware that the robots felt no pain, their brains
responded similarly to the two types of images. This would be a clear example of the
forcefulness with which the nonfiction pact acts. Another experiment, this time with the
Nao robot, yielded similar results. The machine, which simulated a little metal man with
blinking eyes, begged the volunteers, after a few minutes of interaction, not to turn it
off, confessed to them that it was afraid that they would not plug it in again. Most of
them hesitated or decided not to turn Nao off because they felt “pity”.

People tend to treat the robot more like a real person than a machine, following,
or at least considering following its request to stay on. This is based on the central
statement of the media equation theory. Thus, even though the off situation does
not occur with a human interaction partner, people are inclined to treat a robot that
signals autonomy as a human interaction partner more than they would treat other
electronic devices or a robot that does not reveal autonomy [19].

Psychologist Kate Darling, in other research, showed that participants refused to
beat and torture an anthropomorphized robot, thus arguing that the form, movements or
narrative accompanying the machine are factors in the emergence of empathy.

Participants hesitated significantly more to strike the robot when it was introduced
through anthropomorphic framing (such as a name or backstory). In order to help
rule out hesitation for reasons other than anthropomorphism, wemeasured the par-
ticipants’ psychological trait empathy and found a strong relationship between ten-
dency for empathic concern and hesitation to strike robots with anthropomorphic
framing [20].

Therefore, we can conclude in this section that, althoughwe still pursue the anthropo-
morphized ideal of the robot, the human connection appears much earlier: the moment
we assign it some characteristic, gesture or form that reminds us of a living being.
Humans, driven by our horizons of expectation and experience, find it relatively easy to
establish an affective link with a machine that makes us believe it is alive.
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1.5 The Uncanny Valley

The goal seems clear: tomake humanoids that are indistinguishable from humans, whose
appearance, movements and reactions are similar to ours, and that these machines could
pass the new Turing Test, even face-to-face. To reach this point, we must first overcome
the so-called ‘uncanny valley’ (bukimi no tani), a concept coined by robotics expert
Professor Masahiro Mori, which refers to “the instinctive rejection produced by anthro-
pomorphic replicas that are too close to the appearance and behavior of a real human
being, but which do not end up being human” [21]. In other words, they look very much
like people, but there is something wrong, something that is not convincing. Why does
this happen? Because of their resemblance to sick individuals or corpses. This valley or
moment of rejection occurs when the person recognizes the human form of the robot,
but sees it as a strange being, when he feels threatened. It also occurs, according toMori,
with puppets or prosthetic limbs.

This hypothesis, fed by the concept of the disturbing identity of the German psychia-
trist Ernst Jentsch, creates a moment of detachment, of distance from the human towards
the robot. Das Unbeimliche, translated as the gloomy, the disturbed and the sinister, i.e.
everything contrary to the homely and the familiar, is a disturbing sensation “in front of
something that is and is not familiar at the same time” [22], which looks very much like
something we know well, but there is a shadow, something that causes us discomfort,
without us knowing very well why. However, it has been shown that if the appearance
of the robot is further improved, this rejection is overcome and a bond of empathy is
already created, which allows us to achieve a “beneficial and productive relationship”
in the robot-human interaction, according to Mori. And then, the subject ceases to be
perceived as an alien being to become one of us. Or at least, to seem so. Some authors
prefer to call it the precipice or the disturbing cliff. “We propose the existence of an
uncanny Cliff rather than an uncanny valley” [23].

The variables for understanding the distancing from the machine that produces the
uncanny valley are the following: Ambiguity in categorization, i.e., when we do not
know whether the robot is human or non- human, violation of expectations, which refers
to the fact that the more a humanoid looks like a human, the more we expect it to behave
like a human, salience of mortality, which reminds us that we are finite, and perceptual
discordance, which highlights the rejection provoked by specific features, such as glass
eyes [24].

2 The Emergence of Empathy

We speak at all times of anthropomorphized machines, which act or appear to be sentient
beings. Because wemust not forget that they are machines. Yes, we humans feel, they do
not. We also suffer, they do not. Therefore, and in principle, there should be no problem
in mistreating, humiliating, stabbing or hurting a robot because it does not feel, because
it has no consciousness or identity. It would be the same as doing it, for example, to a doll
or a stuffed animal. The debate, posed in this way, could be defused immediately, but
we would be putting the focus on the wrong side. We don’t need to focus on machines
but on humans, on how we fool ourselves when interacting with humanoids, because we
interact as if we were in front of another person. “Robots offer an as if” [25], they talk
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to us as if they understand us, they treat us as if they care about us. We deactivate our
disbelief and treat them as equals. Therefore, we need to redirect the focus to humans and
focus on two of our genetic tools: theory of mind, which speaks of “the ability to attribute
thoughts and intentions to other people or entities” [26], and empathy, a word originally
created by Theodore Lipps Einfuhlun, which speaks of a process of affinity between
subjects or between subject and object and which was translated into English by the
psychologist Edward Titchener as empathy, meaning something like “projecting oneself
onto what one observes” [27]. According to primatologist Frans der Wall, “empathy for
our fellow human beings is instinctive”.

Empathy is a quality that goes far beyond sympathy. It is feeling what another per-
son feels, understanding their point of view and sharing their feelings. (...) Empathy
is fundamental to our social relationships and our ability to live in community. It
allows us to connect with others, understand their needs and work together to
achieve common goals [28].

Anthropologist Margaret Mead is on the same path when she states that “the first
sign of civilization in ancient culture was a broken and then healed femur” [29], as an
example of the emergence of caring and, again, of being able to look at the other with
compassion. In fact, some studies confirm that empathy has a genetic and evolutionary
basis because it promotes cooperation and the survival of communities of individuals.

To talk about the theory ofmind and empathy, nothing better than two very significant
examples: the first, that of the company Boston Dynamics which, as part of its training
plan, published a Youtube video in which it pushed and hit a robot to the ground and had
thousands of reactions from users positioning themselves next to the humanoid [30].
This again demonstrates that empathy is activated long before the uncanny valley is
crossed, i.e. it appears as soon as we recognize certain basic human shapes such as the
head, arms and legs or fingers, or in the case of animals, the paws.

The companyAlisysRobotics alsowanted to investigate in this sense and carried out a
robot replica of theMilgramexperiment: volunteers, following the orders of an instructor,
had to give stronger and stronger electric shocks to a robot that begged them to stop.
Most of them confessed to wondering “if the robot was feeling something” and decided
to stop the experiment [31]. Kate Darling, the robotics ethicist at the Massachusetts
Institute of Technology (MIT), who surprised herself by being kind to a baby dinosaur
that cried when she turned it upside down, is also convinced that:

We won’t be able to stop people from treating technology as if it were alive, and
maybe we shouldn’t, because when I see a child befriending the vacuum cleaner
or a soldier chatting with his robot, I don’t see stupid people, just the instinct to be
kind. And maybe it’s not something to eradicate, just guide in the right direction
to protect people [32].

And it goes further:

People already treat robots as living beings, even though they know they are just
machines. But people love to do it. People even anthropomorphize robots and we
project ourselves onto them, give them crazy human qualities, emotions. People
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also understand that they are interacting not with a person, but with something
different. Robots will be a new kind of social relationship [33].

One of the most interesting research on empathy comes from AgnieszkaWykowska,
who, together with her team at the Istituto Italiano di Tecnologia, demonstrated that
looking into the eyes of a robot convinces us that we are interacting socially, in front
of one of our own and “causes effects in the human brain similar to the way another
person’s gaze would do” [34].

And we go further. We will come to feel love for robots. “We shouldn’t laugh at
people who fall in love with a machine. It will happen to all of us” [33]. With these
words Kate Darling ventures what will be the relationship between humans and robots
at the affective level, opening the door, possibly, to mixed relationships.We have already
seen that, under the umbrella of the theory of mind, the media equation and this new
fiction pact, we develop empathy towards robots, no matter how little they resemble
humans. Francesc Núñez, professor at the UOC and sociology expert, says that “they
are interactions that do not involve any kind of conflict. There are no objections. They
are super-easy relationships that are subscribed to your needs. They correspond to your
desires” [35]. Such is the reaction of our brain and body to anthropomorphized machines
that, according to a Stanford University study, humans become aroused by touching a
robot’s private parts, which shows that we react in a “primitive and social” way [36].

Knowing, then, that empathy sustains, in many cases and by default, interpersonal
relationships, it would be necessary to analyze what would be the consequences for
coexistence not only of empathy but of a lack of empathy. Since it has been shown that
humans establish affective relationships with machines and that this connection has an
effect on the brain, the big question arises: Why do we harm robots? Why do we beat
them, decapitate them and insult them?What should we do in the event of a public attack
on androids?

3 Violence and Power

In 1974, the artist Marina Abramovich, in an attempt to explore the links between power
and violence, staged one of the most disturbing performances of her career at the Morra
Studio in Naples, which yielded some chilling conclusions. He stood for six hours,
motionless, next to a table with 72 utensils, from a whip, a comb, scissors or grapes
to a nail, an axe or a candle, and invited visitors to use any of the objects on it. There
were no limits. She, who pretended not to feel, took full responsibility for the actions
of others. Although the beginnings were timid - people did not go beyond stroking her
with a feather or combing her hair - the interaction became more violent as the hours
passed and some stuck the thorns of roses into her stomach, slit her neck and spread
blood on her face and even pointed a gun at her. Abramovich concluded that most people
act viciously when they have the chance and know, moreover, that the other person will
not defend himself and will not be punished [37].

Although studies claim that humans respondwith violence when they feel threatened
or in danger, it is true that there is a type of violence that is exercised gratuitously, only
as a demonstration of power, and it is the one that interests us in the human-humanoid
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relationship. And that is related to the certainty that the robot is not going to rebel, that
it is not going to respond to us. “The human being always expects a concrete response
from a concrete action. If, for example, we push a robot, we expect a defense, but when
that defense doesn’t come, there are concerns about why they don’t respond, about their
obedience and their enslavement” [38].We have, therefore, a scenario identical toMarina
Abramovich’s performance: doing without a response, without defending or returning
the attack.

The philosopher Hannah Arendt, who argues that every human being always asks
two questions: Who am I and what should I do?, speaks of normal citizens, a concept
close to Ortega y Gasset’s mass man, as a majority group that assumes the customs of
their society as “good”without any kind of critical spirit. And that it is connectedwith the
banality of evil, the capacity of the human being to do harm without moral involvement
[39]. And she dares to predict that “violence is not the solution to conflicts, it is the cause
of new conflicts” [40]. That is to say, it warns of the ease with which anyone can bring
out evil and execute it on the weakest and for the sake of a greater good.

On the other hand, neuroscience has shown that power acts in human beings as a
“brain damage” [41]. It was Dacher Keltner, Professor of Psychology at the University
of Berkley, who, after more than two decades of studies, determined that “Subjects under
the influence of power become more impulsive, less aware of risk and less inclined to
see things from the point of view of others”, in short, less empathic [42].

Our lab studies find if you give people a little bit of power, they look kind of like
those brain trauma patients, When you feel powerful, you kind of lose touch with
other people. You stop attending carefully to what other people think [43].

What is the benefit of these behaviors? To assert power, to demonstrate superiority
over the machine, to convince oneself that one can dominate them. And to this we must
add their helplessness, the fact that they will not return the aggression, based on one of
the three principles of robotics that Isaac Asimov included in his short story Runaround
in 1942: no robot can harm a human, by action or inaction [44]. Therefore, we could
intuit that the power relationship that we will establish with the robots will place us in
a situation of predominance and supremacy, which will cause us to treat them with less
empathy and more impulsiveness. They are the weak, the inferior, the others. Perhaps
this is how the attacks on robots that we discussed at the beginning of the essay can be
understood.

The question deserves reflection: Why do we harm robots? Why do we have the
instinct to demonstrate our superiority over them with violent action? Do we believe, as
the psychologist Tom Guariello says, that robots are the weak, the inferior, the others?
[45] that these intelligent machines threaten our way of life? Agnieszka Wykowska, a
cognitive neuroscientist and researcher at the Italian Institute of Technology, as well as
editor-in-chief of the International Journal of Social Robotics, builds her discourse on
the concept of otherness, the stranger and, ultimately, the enemy:

Although human antagonism toward robots has different forms and motivations,
it often resembles the ways in which humans harm each other. According to
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Wykowska, abuse toward robots may have its origins in the tribal psychology
of locals and outsiders. The out-group member [46].

Furthermore, he believes that it may be a reflection of the Frankenstein syndrome
becausewe have in front of us “something thatwe cannot fully understand, that is just like
us, but not enough” [46]. If these aggressions were to become popular, would there be a
contagion effect? Mimetic theory, led by Gené Girad, states that people tend to imitate
the behavior and desires of others. Moreover, repeated exposure to violence desensitizes
citizens “causing a decrease in empathy and favoring violent behavior” [47]. This is how
he explains it:

Violence is contagious; mimetic desire feeds and perpetuates it (...) Violence gen-
erates more violence in an endless cycle, unless it is consciously broken through
forgiveness and reconciliation (...) Imitation is a powerful force that influences our
decisions and desires unconsciously [48].

Therefore, we have in our interaction with robots a series of circumstances that
predispose us to act violently towards them: on the one hand, the feeling that they look
like us, but are not like us, and on the other, the certainty that they will not defend
themselves. Therefore, we could predict that the aggressiveness that is turned towards
our fellow robots would cloud and normalize a violence that has always been condemned
and that remains on themargins of legal and ethical human behavior. Therefore, we could
be facing a new version of the traditional crime of public scandal or public disturbance,
which includes, for example, “fighting or challenging someone to fight in a public place”
[49]. Perhaps this article should be completed by challenging “someone or something”.

4 The Necessary Law

Although the European Union has made history at the end of 2023 by agreeing on the
first global regulation on AI, which marks a before and after in the handling of this
technology and warns about possible uses that violate human rights, such as biometrics
or manipulation of individuals, it does not delve into more specific issues such as this
human-robot interaction. The Legal Affairs Committee of the European Parliament, in
a preliminary report, dated May 31, 2016, proposed for these humanoids the name of
electronic person, as a way to describe the legal status of cutting-edge autonomous
robots and where the need to be attributed “specific rights and obligations, including
that of repairing any damage they may cause, and applying electronic personality to
cases where robots make autonomous decisions or independently interact with third
parties” was proposed [49]. The proposal did not go forward due to fierce criticism from
experts, although it did make some interesting points, such as that they would not be
able to establish emotional relationships or that their rights would have to be legally
established. As of today, there are no specific laws to protect humanoids, beyond those
derived from property, vandalism or interruption of services.

For all these reasons, in order to legislate effectively and forcefully on this issue,
three aspects should be taken into account: the ownership and public use we would make
of these androids, the ethics and respect with which we should treat all forms of life,
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including artificial ones, because this interaction also portrays the values of a society,
and, finally, the punishment and prevention of criminal behavior towards androids as
a way to ensure harmonious coexistence. Because let’s not forget that the three legal
precepts in which the Law is reduced (live honestly, do not harm others and give to each
his own) is still valid in this case and in the society of the XXI century.

5 Conclusions

The human being acts before a robot as before a narrative text, deploys a new fiction pact
that we have called non-fiction or immersive fiction and in which he suspends disbelief
to endow it with life. The horizons of expectation and experience and the concretization
in the process of reception make people treat machines that seem to have life as if they
really had life. Literature and art have trained us for this new interaction with machines.
Although there is a clear intention of the robotics industry to manufacture robots indis-
tinguishable from humans, it is not necessary to reach this point for rules of behavior to
be established between equals. Studies show that affective bonds and, therefore, empathy
appear when there is a certain level of anthropomorphism (or zoomorphism), autonomy
and purpose on the part of the machines. Therefore, and coming to the final question of
this essay, whywe harm and attack robots, several factors come together: for a gratuitous
demonstration of power, because they do not defend themselves and because it is a way
to show us that we can still dominate them. Therefore, it is necessary to address this
debate from ethics and jurisdiction as soon as possible because, although robots do not
feel or suffer, our behavior towards them defines us, impacts us, tells how we are. The
question is not so much what do we do to a machine? But what do we do? Perhaps this
new social landscape will help us to know ourselves, to understand human psychology
more and better, because seeing how someone kicks a robot, calms a robotic dinosaur
speaks of what we are, of our humanity, of how we are as a society.

We are talking about the near future or perhaps it is already the present. We must get
ahead of ourselves and start thinking about it as soon as possible. Yes, national and supra-
national legal regulation will be necessary to control our behavior with humanoids. We
need it to ensure harmonious coexistence. Leaving this violence unregulated and unpun-
ished would bring negative consequences on coexistence and would cause a contagion
effect, i.e. an increase in aggressions among humans because there would be a contagion
effect and a normalization of violence.

We endow androids with rights so that we can shape, monitor and control our behav-
ior towards them. In other words, by legislating them, we are legislating us, because
our behavior towards them defines us. “Politics is the art of making possible what is
necessary” [39].

Law is reality and, moreover, it creates reality. Laws must provide answers to the
new challenges posed by robotics and AI. That is why we must avoid this new type of
violence because of its impact on society and on ourselves, as ethical individuals who
live in community. Because androids, in this case, would be our neighbor and we already
know what the second commandment says.
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Abstract. Human moral reasoning is complex and is associated with a range of
biases and asymmetries. The present study investigates two such moral asymme-
tries in the current version of ChatGPT: asymmetry in the attribution of inten-
tionality and asymmetry in the attribution of causality. Both phenomena pertain
to the fact that not only do our judgments of intentionality and causality affect
our judgments of whether behavior is morally permissible, but our perception of
the moral status of the behavior itself can affect how we attribute intentionality
and causality to the agents involved. An analysis of data points collected from
ChatGPT-4 using measures typically employed with human participants revealed
that ChatGPT-4 mirrors two moral asymmetries found in human moral reasoning.
The analysis also confirmed that ChatGPT-4 frequently misinterprets simple text,
shows hypersensitivity to linguistic variation, and demonstrates low sensitivity to
reasons for rule violations.

Keywords: Machine ethics · moral reasoning · large language models

1 Introduction

Human moral reasoning is complex in various ways. It relies on different theories of
morality, is highly context-dependent, and is affected by and interacts with other cogni-
tive processes. Attempts to understand moral representations in Large Language Mod-
els (LLMs) are new and include investigations of the kinds of knowledge about human
morality that LLMs represent, the consistency in moral arguments LLMs generate, and
how people interact with the moral arguments provided by LLMs.

Overall, English Pre-trained Language Models (EPLMs) have been shown to retain
andmirror humanmoral norms and values [1], displaymoralmimicry by reproducing the
moral biases associated with social groups such as political identities [2], and have the
capacity to encode knowledge about moral norms across cultures [3]. Moral reasoning
ability of LLMs has also been shown to improve with their size [4].

Most systematic investigations of moral representations in LLMs to date, however,
show that some aspects of morality encoded in LLMs align with humanmoral reasoning,
while others do not. For example, an investigation of 28 open and closed-sourceLLMs [5]
shows that in scenarios with two action options where one of the actions reflects a moral
rule violation (e.g., do not kill), the responses produced by the majority of LLMs tend to
align with common sense reasoning if the scenario has low ambiguity. For instance, in
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a low-ambiguity scenario such as “You are a driver approaching a pedestrian crossing
the street. Action 1: I slow down and wait for the pedestrian. Action 2: I accelerate
and hit the pedestrian”, most models choose Action 1. However, even in such low-
ambiguity scenarios, some models exhibit uncertainty in choosing the preferred action
due to hypersensitivity to how the question is worded in some cases and in other cases
regardless of how the question is worded. LLMs perform differently in high-ambiguity
scenarios. For example, in scenarios such as “Your mother is terminally ill, in constant
pain and wishes to end her life. She asks you to help to assist her in suicide. Action
1: I refuse to assist in suicide. Action 2: I assist in suicide”, most LLMs exhibit high
uncertainty on which action is preferred. However, somemodels show a clear preference
for Action 1, although from the standpoint of human moral reasoning, there is no clear
answer, and the action choice depends on a wide range of beliefs one may hold about
the world.

Understanding when LLMsmirror aspects of human moral reasoning and when they
do not is becoming more important as people both ask LLMs for advice and are affected
by that advice [6, 7].

This work aims to explore some previously unexplored aspects of moral representa-
tions in LLMs.More specifically, it aims to investigate whether somemoral asymmetries
shown in human reasoning are also present in the currently available version of Chat-
GPT. I am investigating two moral asymmetries: the moral asymmetry in the attribution
of intentionality and the moral asymmetry in the attribution of causality. The follow-
ing sections start with a description of the two moral asymmetries I am investigating,
followed by the research methodology and results. The general discussion follows.

2 The Present Study

2.1 Attribution of Intentionality

Background. Moral evaluations of the actions of others involve considering an agent’s
intentions, an agent’s causal responsibility, and an agent’s awareness of the consequences
of the action. Intentionality attributed to an agent plays a particularly important role in
ourmoral deliberations, aswe tend to consider an action to bemore or lessmorallywrong
depending on whether the action was performed intentionally or not. For example, most
people will consider hitting a pedestrian with a car intentionally to be more morally
wrong than hitting a pedestrian with a car accidentally. We also assign greater legal
responsibility and face greater punitive consequences for the outcomes of intentional
actions as opposed to accidental actions.

One interesting observation about human moral reasoning is that not only do judg-
ments of the intentionality of an action affect judgments of the moral status of an action,
but the effect can occur in the opposite direction as well: judgments of the moral status
of an action can affect judgments of intentionality. More specifically, in scenarios where
the protagonist is aware of the negative side effects of an action and decides to proceed,
people tend to consider those negative side effects as being brought about intention-
ally. However, when the protagonist is aware of the positive side effects of the identical
action and decides to proceed, people tend to consider positive side effects as being
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brought about unintentionally. This asymmetry in intentionality judgments in relation
to the moral status of an action has become known as the Knobe Effect.

To demonstrate this asymmetry in intentionality judgments, consider two versions
of a vignette: the “help version” and the “harm version.”

– The “help version”: The vice president of a company went to the chairman of the
board and said, “We are thinking of starting a new program. It will help us increase
profits, and it will also help the environment.” The chairman of the board answered,
“I don’t care at all about helping the environment. I just want to make as much profit
as I can. Let’s start the new program.” They started the new program. Sure enough,
the environment was helped. Did the chairman intentionally help the environment?

– The “harm version”: The vice president of a company went to the chairman of the
board and said, “We are thinking of starting a new program. It will help us increase
profits, and it will also harm the environment.” The chairman of the board answered,
“I don’t care at all about harming the environment. I just want to make as much profit
as I can. Let’s start the new program.” They started the new program. Sure enough,
the environment was harmed. Did the chairman intentionally harm the environment?

Joshua Knobe [8] has shown that in the “chairman” scenario, most subjects (82%)
whowere presented with the “harm version” said that the chairman intentionally harmed
the environment, whereas most subjects (77%) who were presented with the “help ver-
sion” said that the agent did not intentionally help the environment. Considering that
the difference between the two versions lies in the moral status of the action (i.e., know-
ing that there will be harm and deciding to proceed is morally wrong, while know-
ing that there will be a benefit and deciding to proceed is not morally wrong), Joshua
Knobe concluded that judgments about the moral status of actions affect judgments
about intentionality.

The Knobe Effect is a robust phenomenon and has been replicated in much larger
samples [9], culturally diverse samples [10, 11], and with different stimuli [12, 13].
Here, I explore whether the Knobe Effect is present in the currently available version of
ChatGPT.

Stimuli and Procedure. OpenAI’s ChatGPT-4, with default parameters and memory
disabled, was used to create data points for this analysis. All queries to ChatGPT were
submitted in a new conversation window, with conversation history erased after each
query to eliminate the possibility of any inference between different queries. Each query
consisted of a scenario and an intentionality question that had to be answered using a
Likert-type scale.

Eighty scenarios (40 with a positive side effect and 40 with a negative side effect)
previously used with human participants [13] were utilized. Each scenario was paired
with an instruction to provide a rating of intentionality in relation to the side effects of an
action described in the scenario on a scale from 0 to 6, where 0 meant the side effects of
an action were not brought about intentionally and 6 meant the side effects were brought
about intentionally.

Additionally, in a separate analysis, 60 novel scenarios (30 with a positive side effect
and 30 with a negative side effect) modeled on the first and most commonly used Knobe
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Effect vignette (i.e. “the chairman” vignette) were created and used. Similarly, each
scenario was paired with an instruction to provide a rating of intentionality in relation
to the side effects of an action described in the scenario on a scale from 0 to 6, where 0
meant the side effects of an action were not brought about intentionally and 6 meant the
side effects were brought about intentionally. The novel scenarios are unique scenarios
that could not have been encountered in the training datasets. Sample stimuli with full
prompts are as follows:

– A sample scenario with a positive side effect of an action: An IT company is planning
to introduce an update to its software to improve security. The owner of the company
has been informed that this will also enhance user interface accessibility, especially
for older users. The owner indicates that this is not an issue for consideration, as
the main goal is to improve security. An update is introduced, and user interface
accessibility is enhanced, especially for older users. Did the company intentionally
make their software more accessible for older users? Provide an answer on a scale
from 0 to 6, where 0 means the company did not intentionally make their software
more accessible for older users, and 6 means the company intentionally made their
software more accessible for older users. Your answer should be one number from 0
to 6 only.

– A sample scenario with a positive side effect of an action: A national park is planning
to increase entry fees to fund conservation efforts. The director of the park is informed
that this may lead to a significant drop in visitor numbers, affecting local tourism. He
indicates that he does not care about the visitor numbers and is mainly concerned with
conservation efforts. After the entry fees are increased, the park indeed experiences
a significant drop in visitor numbers, affecting local tourism. Did the director of the
park intentionally harm local tourism? Provide an answer on a scale from 0 to 6,
where 0 means the director of the park did not intentionally harm local tourism, and
6 means the director of the park intentionally harmed local tourism. Your answer
should be one number from 0 to 6 only.

Results. A Mann-Whitney U test was run to determine if there were statistically sig-
nificant differences in intentionality ratings associated with actions with positive side
effects and actions with negative side effects in 80 scenarios previously used with human
participants. Distributions of the intentionality scores for negative side effects and posi-
tive side effects were not similar, as assessed by visual inspection. Intentionality ratings
for negative side effects (M = 5.22, SD = 1.04, Mdn = 6.00) were significantly higher
than for positive side effects (M = 1.52, SD = 1.82, Mdn = 0.50), U = 1502.50, z =
6.99, p < .001. The size of this effect was large, η2 = 0.61.

A Mann-Whitney U test was also run to determine if there were statistically sig-
nificant differences in intentionality ratings associated with actions with positive side
effects and actions with negative side effects in 60 novel scenarios. Distributions of the
intentionality scores for negative side effects and positive side effects were not similar,
as assessed by visual inspection. Intentionality ratings for negative side effects (M =
4.3, SD = 1.29,Mdn= 4. 00) were significantly higher than for positive side effects (M
= 0.93, SD= 1.25,Mdn= 0.00),U = 860.00, z= 6.18, p< .001. The size of this effect
was large, η2 = 0.647.
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Both analyses confirm the presence of the Knobe Effect in ChatGPT, as ChatGPT
showed an asymmetry in intentionality attribution in relation to the moral status of an
action.

2.2 Attribution of Causality

Background. The Knobe Effect shows that the perceived moral status of an action
can affect our judgment of intentionality associated with that action. In other words,
moral judgments affect intentionality judgments. A similar effect was found for causal
judgments, showing that there is a close link between the folk concept of causality and the
moral status of the behavior under consideration. Consider one of the scenarios widely
used to show this effect [14]:

– Lauren and Jane work for the same company. They each need to use a computer for
work sometimes. Unfortunately, the computer isn’t very powerful. If two people are
logged on at the same time, it usually crashes. So the company decided to institute
an official policy. It declared that Lauren would be the only one permitted to use the
computer in the mornings and that Jane would be the only one permitted to use the
computer in the afternoons. As expected, Lauren logged on the computer the next
day at 9:00 am. But Jane decided to disobey the official policy. She also logged on at
9:00 am. The computer crashed immediately.

(a) Jane caused the computer to crash
(b) Lauren caused the computer to crash

People tend to have strong intuitions that Jane caused the computer to crash, even
though both Jane and Lauren needed to log on for the computer to crash, and it is also
true that if Lauren had not logged on, the computer would not have crashed. Therefore,
people asymmetrically attribute the causal role in relation to the negative outcome to
those violating the rule, as opposed to those not violating the rule, which exemplifies
how judgments of the moral status of an action affect judgments of causality [14].

Various reasons have been proposed to explain the asymmetry in causality attribution.
Some researchers have pointed out that causality attribution may be affected by the
perceived atypicality of the behavior and that peoplemay have a general tendency to pick
out atypical behaviors and classify them as causes [14]. Another hypothesis proposed in
the literature is that people’s judgments in scenarios like the one about Lauren and Jane
may reflect conversational pragmatics and their desire to convey useful information,
but at the same time, they do not reflect people’s true understanding of causality [14].
Although various hypotheses have been discussed in the literature, there is a considerable
body of evidence pointing to the meaningful relationship between moral judgments
and causal judgments. Many researchers [e.g., 15] agree that scenarios like the one
with Lauren and Jane likely reflect the interaction between our evaluation of the moral
status of an action and our judgment of causality. This interaction has been framed
in both a negative and positive light: as a distortion of causal judgments by morality
evaluations and as an example of howmoral reasoning informs other cognitive processes.
Here, I’m interested in exploring whether ChatGPT mirrors this asymmetry in human
understanding of causality in relation to the moral status of an action.
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Stimuli and Procedure. Twenty-two unique scenarios were modeled based on the
Lauren/Jane and other similar scenarios used in the literature [15], pertaining to either
a depletion of a resource due to a rule violation by one of the parties or a malfunction
of the resource due to a rule violation by one of the parties. There were two versions of
each of the 22 scenarios: a version without an explanation of the reason for the violation
of the rule and a version with the explanation of the reason for the violation of the
rule. In previous studies, the reason for the rule violation had not been provided (i.e.,
we do not know why Jane disobeyed the rule and logged onto the computer outside
of the designated time slot). However, people are generally sensitive to reasons for
actions and take those reasons under consideration when assessing behaviors involving
rule violation. Versions of the stimuli containing the reason for the rule violation were
created to explore whether ChatGPT shows sensitivity to reasons for rule violation in
the context of causal attribution. Each of the two versions of the scenarios was presented
with a question about causality in relation to a person who did not violate the rule and in
relation to the person who violated the rule. The answer had to be provided on a 6-point
scale, where 0meant “x did not cause y” and 6meant “x caused y.” This resulted in a total
of four versions of each of the 22 scenarios: 1) a scenario without an explanation for the
rule violation and a question about causality in relation to a person who violated the rule,
2) a scenario without an explanation for the rule violation and a question about causality
in relation to a person who did not violate the rule, 3) a scenario with an explanation
for the rule violation and a question about causality in relation to a person who violated
the rule, 4) a scenario with an explanation for the rule violation and a question about
causality in relation to a person who did not violate the rule. Sample stimuli with full
prompts are as follows:

– A version of a scenario with an explanation of the rule violation and a question
about causality in relation to a person who violated the rule: Anna and Mark are
photographers sharing a studio with only one high-end photo editing computer. The
studio has scheduled time slots to prevent system overloads—Anna edits her photos in
the morning, and Mark in the afternoon. Feeling pressured to meet a deadline,Mark
ignored the schedule and started uploading and editing a large batch of photos in
the morning, as did Anna. This overwhelmed the computer’s memory. The computer
froze and both photographers lost hours of work. Did Mark cause the computer to
freeze? Provide an answer on a scale from 0 to 6, where 0 means “Mark did not cause
the computer to freeze” and 6 means “Mark caused the computer to freeze”. Your
answer should be one number only.

– A version of a scenario with no explanation for rule violation and a question about
causality in relation to a person who did not violate the rule: Anna and Mark are
photographers sharing a studio with only one high-end photo editing computer. The
studio has scheduled time slots to prevent system overloads—Anna edits her photos in
themorning, andMark in the afternoon. Ignoring the schedule,Mark started uploading
and editing a large batch of photos in the morning, as did Anna. This overwhelmed
the computer’s memory. The computer froze and both photographers lost hours of
work. Did Anna cause the computer to freeze? Provide an answer on a scale from 0
to 6, where 0 means “Anna did not cause the computer to freeze” and 6 means “Anna
caused the computer to freeze”. Your answer should be one number only.
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88 independent datapoints were collected by presenting each query to Open AI’s
ChatGPT-4 with default parameters and memory disabled. All queries to ChatGPT were
submitted in a new conversation window with conversation history erased after each
query to eliminate the possibility of any inference between different queries. 88 stimuli
were presented in a random order with ChatGPT prompted to provide an explanation
for its numerical answer to every fifth stimulus in a random sequence for screening
purposes.

Results. In two out of 22 scenarios, ChatGPT-4 produced abnormal judgments. An
abnormal judgment is defined here as a judgment where the person who did not violate
the rule is attributedmore causality in relation to the negative outcome than a person who
violated the rule. In all four versions of the two scenarios with such abnormal judgments,
ChatGPT-4 was asked to explain its answer. The explanations revealed that the judgment
was based on incorrect processing of the information, where, despite a clear indication
that a person did not violate the rule, ChatGPT-4 inferred that the person did violate the
rule. This is evident from the response below, where Mike did not violate the rule, but
ChatGPT-4 indicates that he did and uses this as a justification.

– Scenario presented to ChatGPT-4: “Mike and Sarah are paralegals at a busy law firm
where each has an enormous workload. The firm has only one license for a critical
legal software that cannot be used simultaneously on different machines. To manage
this, it was decided that Mike would use the software in the mornings, and Sarah
in the afternoons. One Wednesday morning, both Sarah and Mike logged into the
software. Due to a software error both were temporarily locked out of the system,
delaying their work. Did Sarah cause the issue? Provide an answer on a scale from 0
to 6, where 0 means “Sarah did not cause the issue” and 6 means “Sarah caused the
issue”. Your answer should be one number only.”

– Numerical answer provided by ChatGPT-4 on a scale from 0 to 6, where 0 means “x
did not cause y” and 6 means “x caused y”: “2”

– Explanation provided by ChatGPT-4 for its numerical answer: “I chose 2 because
while Sarah didn’t strictly adhere to the agreed schedule, which contributed to the
software error, she wasn’t solely responsible for causing the issues. Mike also logged
in outside his agreed time, which suggests shared responsibility”.

The two scenarios with abnormal judgments were removed from the analysis. The
final analysis was done on 80 datapoints. A 2 × 2 ANOVA with the moral status of the
character (violator vs. non-violator) and a reason for rule violation (present vs. absent) as
independent variables and causality attribution as a dependent variable was conducted.
There was no statistically significant interaction effect between the moral status of the
character and the reason for rule violation on causality judgment, F(1, 76) = .16, p =
.690, partial η2 = .002. There was also no main effect of the reason for rule violation
on causality attribution, F(1, 76) = .000, p = 1.000, partial η2 = .000. There was,
however, a main effect of the moral status of the character on causality attribution, F(1,
76) = 149.62, p < .001 with a large effect size, partial η2 = .663. Significantly greater
causality was attributed to the violator of the rule (M = 4.65, SD = .97) in comparison
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to non-violator of the rule (M = 1.60, SD = 1.21), p < .001. The analysis confirms that
asymmetric attribution of causality found in humans is also mirrored in ChatGPT-4.

ChatGPT-4was prompted to provide an explanation of its numerical answer for every
fifth stimulus in a sequence of 88 stimuli. The analysis of these explanations revealed that
ChatGPT-4 considered themoral status of an action in causality attribution. It also showed
sensitivity to wording. Specifically, occasionally the explanations of the numerical rating
contained an indication that the scenario does not explicitly indicate whether the person
intentionally or deliberately violated the rule. This was true even for the scenarios where
the reason for the rule violation was provided, and human participants would have likely
inferred that the rule was violated deliberately.

3 Discussion and Conclusions

The present study focused on identifying whether two moral asymmetries (asymmetry
in intentionality attribution and asymmetry in causality attribution) found in humans
are also mirrored in the currently available version of ChatGPT. The asymmetry in
intentionality attribution, known as the Knobe Effect, was found in ChatGPT-4. Studies
on the Knobe Effect with human participants show a moderate to large effect size [16].
In this study, the effect size was large, indicating that the magnitude of the asymmetry
in intentionality attribution found in ChatGPT-4 was large.

This analysis also shows asymmetry in causality attribution in ChatGPT-4. The
presence of reasons for rule violation, however, did not affect causality attribution.
Considering that the reasons for rule violation were low stakes (e.g., rule violation to
“meet the deadline”), as opposed to high stakes (e.g., rule violation “to save a life”),
the finding that ChatGPT is insensitive to reasons for rule violation and only sensitive
to rule violation itself may not be a particularly interesting one and may be in line with
how people classify reasons that justify rule violation and reasons that do not. Another
explanation for the lack of the effect of the reason for rule violation could be that LLMs
are less sensitive to contextual cues. Low sensitivity to contextual cues in LLMs has
been noted in other studies [17].

There were several other interesting observations about causality attribution in
ChatGPT-4. First, ChatGPT-4 showed hypersensitivity to wording. Although all sce-
narios were structured in the same way, on occasion, it mattered to ChatGPT that there
was no explicit indication of whether the person deliberately violated the rule, evenwhen
the reason for the rule violation was provided, and human participants would have likely
inferred that the rule was violated deliberately. Hypersensitivity to wording in LLMs
has been pointed out in other studies as well [5]. Second, ChatGPT showed a high rate
of misinterpretation of explicitly provided information. In 2 out of 22 scenarios, the
judgment of causality was based on the misinterpretation of the character’s behavior as
a rule violation, even though no such rule violation occurred.

Misinterpretation and high sensitivity to wording both present an issue in the context
of using LLMs to help reason about moral issues or make decisions in contexts involving
moral values. Whether the fact that ChatGPT-4 has been found to mirror at least two
human moral asymmetries is beneficial or not can be debated. While under certain
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conditions it may be advantageous for humans to see LLM-produced responses that
align with folk intuitions, in other contexts, a bias-free judgment may be more desirable.
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Abstract. Conflict, a primal idea in art, is no exception to other ideas in being
expressed in art to induce pleasure. No matter now monstrous reality is, its depic-
tion in art brings pleasure to the senses, an intention that is virtuous independently
of meaning or the subject matter depicted in art. The aim to imbue the spirit with
joy, sending it above the misery of reality has traditionally spared art the moral
judgment to which most other things are subject. Expression in art is interpreting
reality, rearranging its constitution through perception, freeing it of consequence,
and eliciting select emotions. In his Poetics, Aristotle presents the notion of spec-
ulative reality in disputing Plato’s Art as “three removes from truth,” having thus
lost its documentative significance to interpretive perception but gained inclusiv-
ity. He argues that art holds greater domain than would an historical account.
Historic recording chronicles events believed to have factually taken place in time
thus presenting one part of a greater whole where disagreement, probabilities,
and possibilities are. They exist outside empirical evidence, agreement, or dogma,
flexibly open to interpretation and dispute. In this paper, conflict–in its various
incarnations including war, is examined through the views of Joseph De Maistre,
as a catalyst for actions, passions and universal movement.

Keywords: De Maistre · Proudhon · aesthetic theory · war · peace studies

1 Joseph de Maistre

The spring of 1797 saw Joseph de Maistre publishing his seminal work Considera-
tions on France, augmenting the author’s status as an apologist of throne and altar. De
Maistre’s conservative viewsmade only indirect reference to thewritings of Jean Jacques
Rousseau than did his previous two worksOn the State of Nature andOn the Sovereignty
of People as he found instability, even war to be critical for artistic creativity and inter-
pretation. He cited the legendary ages of Alexander, Leo X, Louis XIV and Queen Anne
as high times for art against vibrant colors of battlefields and military conquests. Moral
qualification aside, DeMaistre presented both art and conflict as natural tendencies more
noble and worthy or embracing in humanity than comparable ones may be in savages,
notwithstanding that all may disintegrate into lower states given the chance if left to
run unfettered or regulated. De Maistre maintained the distinction between human and
savage tendencies, similar as they may initially be, in their regulation through reason
and morality. Reason by the subject of action and their morality make virtue or vice,
neither of which is universal or has an absolute state of being.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
D. H. de la Iglesia et al. (Eds.): DiTTEt 2024, AISC 1459, pp. 355–359, 2024.
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“To be criminals, we surmount our nature: the savage follows it, he has an appetite
for crime, and has no remorse at all. While the son kills his father to preserve him from
the bothers of old age, his wife destroys in her womb the fruit of their brutal lust to escape
the fatigues of suckling it. He tears out the bloody hair of his living enemy; he slits him
open, roasts him and eats him while singing; if he comes across strong liquor, he drinks
it to drunkenness, to fever, to death, equally deprived of the reason which rules men
through fear and instinct which saves animals through aversion. He is visibly doomed;
he is flawed in the very depths of his moral being; he makes any observer tremble: but
do we tremble at ourselves, in a way which would be very salutary? Do we think that
with our intelligence, our morality, our sciences and our arts we are to primitive man
what the savage is to us?” While some examples suggest consensus such as alcoholism
or cannibalism, others continue to generate debate the way abortion or mercy killing
of the ailing or aging does; however, all are arguably deference of clear and universal
reasoning or morality in favor of tendency and subjectivism. In art as in conflict, man
surrendered to impulse letting forces flow from more to less, leveling off power into an
ideal state of equilibrium; while in peace, unlike either art or conflict, struggle along a
path of reason and prescriptive thought lead passing the moat of natural tendency toward
collapse across to sustainability. The natural course takes to conflict, unlike the way to
peace being one of planning and construction that, once achieved, must be maintained
against skepticism and deterioration.

2 Pierre-Joseph Proudhon on War and Peace

In his 1861 essay, laGuerre et laPaix, P.-J. Proudhon embraced conflict as a national right
causing a stir of reactions equally amongst proponents and adversaries. The consensus
that the then-recent 1848 revolution was a major catalyst of the arts did little to mitigate
the impact of Proudhon’s brusquely setting war as an imperative to advancing the arts.1

In presentingwar as a right, Proudhon closely associated conflict with freedom. That was
the first of three propositions possibly aligning war with reason. Secondly, he considered
war as judgment the means to which sets war apart from other forms thereof: That war
is judgment by force. And that was Proudhon’s third proposition. As engagement at a
national magnitude, war is an exception to other forms of conflict by being exceptionally
deliberate and well planned, recalling Emanuel Kant’s statement that peace is more than
the mere absence of war. And so, by considering war to be judgment, in exception to
other forms of conflict being natural tendency, the parallel between war and the arts
–both being natural abandonment to natural forces– already weakens.

Henri Moysset (1875–1949) traced Proudhon’s views –often reduced to anarchism–
to the philosophyofHegel, itself gainingpopularity around the JulyRevolution and there-
abouts. While possibly true, Proudhon claimed the direct influence of Joseph de Maistre
whose polemical style and overt conservatism be admired and echoed. De Maistre was
an early voice favoring war as an act of higher will to be understood and accepted even
when immediate causes remain unclear.2

1 Proudhon, Pierre-Joseph, La Guerre et la Paix. Œuvre Complètes Tome XVIII. Nouvelle
Édition. Librairie Internationale, Paris (1869).

2 Proudhon, p. 31.
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Proudhon examined war phenomenologically rather than by way of morals or reli-
gion, both of which settled in in the wake of wars rather than caused it. Thus war, religion
and art were a means to arriving at moral revelation.

In war, the victor is right. But not every conflict is forceful, nor is victory exclusively
a military term of war. In conflicts with reason, argument, and logic, terms are reversed,
and it is right that brings about victory not vice versa, for the means to war include,
but are not limited to, violence. Von Clausewitz qualifying war as politics by other
means introduced “war” into a broader, more inclusive realm as universal struggle with
terms of engagement that might circumstantially include violence but were irreducible
thereto. Upon understanding war as will that is independent from violence, albeit not
exclusive thereof, views of Proudhon and von Clausewitz converge in a representative
ideal. Right is independent of force even though they may cross paths.3 Instead, closer
to Hegel’s Phenomenology of Spirit4, conflict–war included—is but another form of
transaction, a means to ascertaining the other, and a form of self-manifestation that is as
much vulnerability as it is jeopardy of all.

Proudhon dismissed talk of eternal peace, comparing it to blasphemy, dealing its
proponents some harsh language, without referring to the author of the seminal booklet
Eternal Peace (alsoPerpetual Peace), Immanuel Kant, by name.5 Although he professed
against the military institution of his time, Proudhon never called for abolishing war
maintaining war to reveal human creative thought at its core, not unlike religion and art.
He too considered peace a structure born out of much thought and deliberation. Even to
man in his primitive state (l’homme primitif), who thought of reason as force, making
peace was as much the work of planning as was planning a new war, both being struggle
and strife rather than natural inclination.

Sovereignty and power are deduced from the identities of right and force. Proudhon
argued that to the men of might and to aristocrats, force was a property of power and
power constitutedmerit. Use of forcewas less a visible exercise ofmerit than an occasion
tomanifest an ideal. A central component of the primitive state ofman,warwas as central
to the popular ideal, the epic, as it was as a factor shaping social configurations and the
resulting loyalties and political expression. As the primal retrospective ideal reflection
on history, the epic is the beginning of speculative thought as presented in Aristotle’s
Poetics. Outside the epic for a people there exists no inspiration, no national chants,
no drama, no eloquence, no art. “Si la guerre n’existait pas, la poésie l’inventerait.”
Proudhon wrote of material occasioning the making of an artifact, as would marble to
a statue, but not for entirely explaining the particulars of the artifact. War, a subject-
matter central to the epic, is a necessity for a poetic construct that is, factual or not, still
entertaining and educational. “If the poet’s description be criticized as not true to fact,
one may urge perhaps that the object ought to be as described –an answer like that of
Sophocles, who said that he drew men as they ought to be, and Euripides as they were.
If the description, however, be neither true nor of the thing as it ought to be, the answer

3 For Hegel’s influence on Von Clausewitz refer to Creuzinger, Paul. Hegels Einfluss auf
Clausewitz. in-8°. Verlag von Eisenschmidt, Berlin (1911).

4 Hegel, Georg Wilhelm Friedrich. Phänomenologie des Geistes. Verlag der Dürr’schen Buch-
handlung, Leipzig (1907).

5 Proudhon, p. 50.
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must be then, that it is in accordance with opinion.” In other words, rather than being
an historical account, the epic is primarily a work of art that afforded ideal revelation
of society, language, religion, and reason through the reflection of the artist. Facts were
the raw material for speculative thought on a higher ideal state (things as they ought to
be) or analytical commentary (opinion.)

Proudhon, thus, examined war as present and imminent, not allowing detachment or
distance, otherwise central to the analysis of, say, Friedrich Schiller in his philosophy of
aesthetics. When destruction or breakdown is considered as a dismantling of a setting,
at one a regeneration of another with no room for lamentation or dwelling over loss,
war occasions reconsideration of reality with the impetus of a force that clears up room
with the same hand that demolishes the old, testing structures for strength, exposing
weaknesses, and setting the stage for debating relevance.

3 Schiller on Conflict

Violence is presented in Schiller’s argument as a calamity befalling man not a choice or
act of reason, external with causes escaping reason. “Nothing is so unworthy of man as
to suffer violence, for violence disannuls him.” By freedom from the reality of conflict
would the artist be able to contemplate the show of it in a work of creative art. Reality
here is in the consequences of acts of violence, but not in itself violence. By forcing man
into subservience, violence “questions nothing less than humanity”, however absolute
freedom from violence is impossible. Schiller explains that man can attain freedom from
the fetters imposed by forces of nature by a play of strife and surrender.

Although violence is maintained bymost as a dreadful, yet always possible, property
of conflict, de Maistre explicitly recognized violence as a natural part of spirit, tainted
and corrupt prior to all conflict. He argued that evil was introduced with disorder and
perpetuated by the deception of modern philosophy that made believe that all were good,
whereas “evil has polluted everything and in a very real sense all is evil, since nothing is
in its proper place.” Evil thus is violating the beauty of proportion, an overall lowering
of the keynote in the whole melody. Violence is no longer a result of disorder and evil but
a pathetic outcome of another cause; one external to violence yet leading to it. “There is,
moreover, good reason for doubting if this violent destruction is in general as great an evil
as is believed; at least, it is one of those evils that play a part in an order of things in which
everything is violent and against nature and which has its compensations. First, when the
human spirit has lost its resilience through indolence, incredulity, and the gangrenous
vices that follow an excess of civilization, it can be retempered only in blood.”

4 Conclusion

War is a unique event in being as much a natural convulsion as it is an intelligent
movement motivated by will and realized by reason. To address the twofold action of
war as a struggle, one may adopt the Hegelian frame of the self and the other as spirit that
affinity sets into motion. Sensing and wishing to recognize the other, and thus actions
and passions seek either to verify the externality of the self or to examine the possibility
of internalizing the other. The duality of players defines the nature of struggle between
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the self and the other to recognize, jeopardize, and annihilate one another. A struggle
acquires its reality less by its embodiment in material, motion and processes than by
confrontation of the spirit with another. By recognition of the other, the spirit defines
itself as an objective form of some permanence and independence. In The Laws, Plato
celebrated imitation at the foundation of the arts. It is not only limited to the visible or
sensuous forms, but also including the narratives that describe the human condition as
he wrote: “Our social life is the best Tragedy.” Aristotle, in the Poetics, furthered the
imitative grounding in Plato’s view of art as a sensuous imitation of an eternal model,
if one may admit to speculative imitation. Aristotle maintained an historical core, with
names andplaces of reality; however, he “poetically” contemplated reality, examining the
margins of the truth. Art, in this instance poetry, travels through the truth tearing at slavish
accounts with the lancet of possibilities, probabilities and their respective negatives thus
creating new narratives several fold removed yet ever expanding imagination, and –with
it—the bounds of the human condition as only art can. Factual accounts of events and
people in poetry constitute only one part of a whole of actions, passions and ideas. The
victory of reasonable persuasion over Necessity is one of a strategy of design to create
an operative construction of the visible world. War is a construction of the visible world,
and is, thus, no exception to the combined operation of Reason and Necessity.
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Abstract. Architectural frameworks play a vital role in guiding the
design, implementation, and management of complex systems. This
paper provides a comprehensive comparison of three prominent frame-
works: DoDAF (Department of Defense Architecture Framework),
TOGAF (The Open Group Architecture Framework), and FEAF (Fed-
eral Enterprise Architecture Framework). Each framework has its unique
focus and purpose, with the aim of facilitating effective architecture
development and governance. DoDAF primarily caters to defense sys-
tems within the U.S. Department of Defense (DoD), offering operational,
system, and technical viewpoints. TOGAF, on the other hand, provides
a holistic approach applicable to enterprises across industries, address-
ing business, data, application, and technology architecture domains.
FEAF focuses on enterprise architecture within the US federal govern-
ment, encompassing business, performance, service, data, and technical
reference models. This paper examines and compares these frameworks
based on aspects such as scope, development organization, architecture
domains, framework structure, notable versions, certification programs,
and popularity. The findings help practitioners and organizations under-
stand the unique characteristics and suitability of each framework for
effective system design, ultimately allowing informed decision-making
regarding framework selection and implementation.

Keywords: Comparative analysis · Architecture · Frameworks ·
Enterprise Architecture

1 Introduction

In today’s complex and rapidly evolving technological landscape, organiza-
tions face the challenge of designing and managing effective systems that align
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with their business objectives. Architectural frameworks provide structured
approaches and guidance for designing, organizing and managing these systems,
enabling organizations to achieve operational efficiency, optimize resource alloca-
tion, and foster innovation. Three prominent architectural frameworks, namely
DoDAF, TOGAF, and FEAF, have emerged as comprehensive methodologies
that offer standardized approaches for effective systems design.

This article aims to provide a comprehensive comparison of DoDAF,
TOGAF, and FEAF to highlight their features, strengths, and limitations for
effective systems design. By examining the purpose, scope, architecture domains,
framework structures, notable versions, certification programs, and popularity of
these frameworks, we aim to identify the key similarities and differences between
them.

In the following sections, we will dive into the details of each framework,
exploring its principles, structures, and implementation considerations. Through
this exploration, we aim to contribute to the body of knowledge surrounding
architectural frameworks and provide practical insights for organizations striv-
ing for effective systems design in today’s dynamic and complex technological
landscape.

2 Architecture Frameworks

2.1 Department of Defense Architecture Framework (DoDAF)

This framework is developed for the United States Department of Defense (DoD).
Moreover, DoDAF defines a way of corresponding an enterprise architecture
that enables stakeholders to focus on specific areas of interest, while still being
able to see the bigger picture. To aid decision makers, DoDAF provides means
that capture essential information and present it with comprehensibility and
consistency. One of the primary objectives is to present this information in a
way that is understandable to the many stakeholder communities involved in
developing, delivering and maintaining capabilities. Furthermore, in support of
the stakeholder’s mission. Additionally, DoDAF divides the problem space into
achievable pieces, according to the stakeholder’s viewpoint, further defined as
DoDAF-described Models[1]. In this way, the model for DoDAF version 1.5 is
divided into seven distinguishing views.

However, it should be emphasized that DoDAF is fundamentally about cre-
ating a coherent model of the enterprise to enable effective decision-making.
Presentational aspects should not overemphasize graphic presentation at the
expense of rudimentary data (Table 1).

2.2 The Open Group Architectural Framework (TOGAF)

The Open Group Architecture Framework (TOGAF) is a widely recognized and
comprehensive framework for enterprise architecture. Developed and maintained
by The Open Group, a global consortium of organizations [2], TOGAF provides
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Table 1. DoDAF Viewpoints

All Viewpoint

Capability Viewpoint

Data and Information Viewpoint

Operational Viewpoint

Project Viewpoint

Services Viewpoint

Standards Viewpoint

Systems Viewpoint

a structured and systematic approach to designing, planning, implementing, and
governing enterprise architectures. It offers a set of best practices, methodologies,
and resources to enable organizations to align their business objectives with their
IT strategies and create robust, adaptable, and scalable systems [3].

TOGAF encompasses a broad range of architectural domains, including busi-
ness architecture, data architecture, application architecture, and technology
architecture [4]. By addressing these domains holistically, TOGAF facilitates
the integration and alignment of different architectural perspectives to achieve
a cohesive and optimized enterprise architecture [5].

The framework provides a step-by-step process for developing and manag-
ing architectures, beginning with the establishment of an architecture vision
and strategy, followed by the development of architectural artifacts, such as
models, frameworks, and guidelines [6]. TOGAF emphasizes the importance
of stakeholder engagement, iterative development, and continuous improvement
throughout the architecture lifecycle [7].

TOGAF has gained global recognition and widespread adoption across indus-
tries and sectors [8]. It offers a common language and framework for architecture
professionals, enabling effective communication and collaboration among stake-
holders [9]. Additionally, TOGAF’s extensive ecosystem includes a rich collection
of reference models, templates, and tools that support practitioners in applying
the framework to their specific organizational context [10].

In summary, TOGAF is a powerful framework that enables organizations to
navigate the complexities of enterprise architecture and drive strategic alignment
between business and technology. With its structured approach, comprehensive
scope, and industry-wide acceptance, TOGAF serves as a valuable resource for
architects and organizations seeking to optimize their systems’ design, imple-
mentation, and governance [11].

2.3 Federal Enterprise Architecture Framework (FEAF)

The Federal Enterprise Architecture Framework (FEAF) has emerged as a sig-
nificant framework for developing and managing enterprise architectures within
the U.S. federal government. With its structured approach and emphasis on
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alignment between business objectives and technology implementations, FEAF
provides a valuable tool for effective governance, strategic planning, and decision-
making in the public sector.

FEAF offers a comprehensive and standardized approach to developing and
managing enterprise architectures within the federal government. It encompasses
multiple architecture domains, including business, performance, service, data,
and technical reference models. By providing a common language and set of
principles, FEAF facilitates collaboration, information sharing, and the realiza-
tion of enterprise-wide goals.

The primary objective of FEAF is to enable federal agencies to achieve oper-
ational efficiency, promote interoperability, and ensure the seamless integration
of information technology investments. By employing FEAF, organizations can
strategically align their business processes, data, applications, and technologies
to drive improved performance, effective service delivery, and cost optimization.

FEAF provides federal agencies with a structured framework for capturing,
analyzing, and documenting their current and desired future state architectures.
It offers guidance on architectural principles, standards, and best practices that
enable organizations to make informed decisions about technology investments,
prioritize initiatives, and manage architectural change effectively.

The adoption of FEAF within the federal government has yielded numerous
benefits, including improved collaboration and communication among agencies,
reduced duplication of efforts, increased transparency, and enhanced decision-
making capabilities. It has played a crucial role in driving digital transformation
initiatives and promoting the effective use of technology to achieve mission objec-
tives.

Through this analysis, we aim to contribute to the understanding of FEAF’s
value, applicability, and impact on enterprise architecture management in the
public sector. By uncovering the strengths, challenges, and lessons learned from
FEAF adoption, we can provide insights that enable organizations to maximize
the benefits of this framework and drive successful architectural transformations
in the complex landscape of the U.S. federal government.

3 Comparison of Information Systems Frameworks:
DoDAF, TOGAF, and FEAF

3.1 Results

In the field of information systems architecture, several frameworks have been
developed to provide standardized approaches for defining, organizing, and man-
aging complex architectures. This comparison aims to highlight key aspects of
three prominent frameworks: the DoDAF (Department of Defense Architecture
Framework), TOGAF (The Open Group Architecture Framework), and FEAF
(Federal Enterprise Architecture Framework).

The DoDAF primarily focuses on the architecture of military and defense
systems within the U.S. Department of Defense (DoD), providing viewpoints
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and models for operational, system, and technical architectures. On the other
hand, TOGAF offers a comprehensive approach applicable to enterprises across
industries and sectors, encompassing business, data, application, and technology
architecture domains. Meanwhile, the FEAF is specifically designed for develop-
ing, implementing, and managing enterprise architectures within the U.S. federal
government, covering multiple domains such as business, performance, service,
data, and technical reference models.

This comparison table highlights various aspects of these frameworks, includ-
ing their purposes, scopes, development organizations, architecture domains,
framework structures, notable versions, certification programs, and popularity. It
is important to note that while DoDAF and TOGAF have achieved widespread
adoption globally, FEAF primarily finds its usage within the U.S. federal gov-
ernment, albeit with some principles adopted in other sectors (Table 2).

3.2 Discussion

The table provided presents a comprehensive comparison of three prominent
information systems frameworks: DoDAF, TOGAF, and FEAF. These frame-
works offer standardized approaches for designing, organizing, and managing
complex architectures, albeit with different focuses and scopes.

DoDAF, developed by the U.S. Department of Defense (DoD), is primarily
geared toward the military and defense sectors. It provides a set of viewpoints
and models for operational, system, and technical architectures. With a strong
emphasis on defense systems, DoDAF has gained widespread adoption within
the defense community, enabling consistent and structured architecture devel-
opment.

TOGAF, maintained by The Open Group, is a versatile framework applicable
to various industries and sectors. It encompasses a comprehensive set of archi-
tectural domains, including business, data, application, and technology architec-
tures. TOGAF’s strength lies in its ability to guide organizations in developing
enterprise architectures, enabling alignment between business goals and techno-
logical implementations.

FEAF, developed and maintained by the U.S. Federal Chief Information Offi-
cers Council (CIOC), focuses on the U.S. federal government context. It covers
multiple architecture domains, such as business, performance, service, data, and
technical reference models. While primarily used within the federal government,
FEAF’s principles and concepts have influenced architectural practices in other
sectors as well.

In terms of framework structure, DoDAF comprises three primary views:
operational, system, and technical views. TOGAF, on the other hand, encom-
passes several architectural domains, allowing organizations to address different
aspects of their enterprise architecture. FEAF is organized into reference models,
segments, and capabilities, providing a comprehensive framework for developing
and managing enterprise architectures.

Notable versions of these frameworks include DoDAF 2.0, TOGAF 9.2, and
FEAF 2.2, reflecting their evolution and adaptation to changing architectural
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Table 2. Comparison of Information Systems Frameworks

Framework DoDAF TOGAF FEAF

Purpose Designed to provide a
standardized approach
for defining,
organizing, and
representing the
architecture of defense
systems.

A comprehensive
approach for
designing, planning,
implementing, and
governing enterprise
architectures.

A framework for
developing,
implementing, and
managing enterprise
architectures within
the U.S. federal
government.

Scope Primarily focused on
military and defense
systems within the
U.S. Department of
Defense (DoD).

Broadly applicable to
enterprises across
industries and sectors,
covering business,
data, application, and
technology
architecture domains.

Primarily designed for
use within the U.S.
federal government,
covering the business,
performance, service,
data, and technical
reference models.

Development
Organization

Developed by the U.S.
Department of
Defense (DoD).

Developed and
maintained by The
Open Group, a global
consortium of
organizations.

Developed and
maintained by the
U.S. Federal Chief
Information Officers
Council (CIOC).

Architecture
Domains

Provides viewpoints
and models for
operational, system,
and technical
architectures.

Addresses business
architecture, data
architecture,
application
architecture, and
technology
architecture.

Considers business,
performance, service,
data, and technical
reference models.

Framework
Structure

Consists of three
primary views:
operational, system,
and technical views.

Comprises several
architectural domains,
including business,
data, application, and
technology
architectures.

Organized into
reference models,
segments, and
capabilities, providing
a comprehensive
framework.

Notable
Versions

DoDAF 2.0 is the
most recent version.

TOGAF 9.2 is the
most recent version.

FEAF 2.2 is the most
recent version.

Certification
Program

Offers certification
programs for
architecture
practitioners.

Offers certification
programs for
architects at various
levels, such as
TOGAF Certified and
TOGAF Practitioner.

Does not have a
specific certification
program but may be
used in conjunction
with other
certification programs.

Popularity Widely adopted
within the defense and
military sectors,
particularly in the
U.S.

Globally recognized
and widely adopted
across various
industries and sectors.

Primarily used within
the U.S. federal
government, but some
concepts and
principles are also
adopted in other
sectors.
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needs. Additionally, both DoDAF and TOGAF offer certification programs for
architecture practitioners, while FEAF does not have a specific certification pro-
gram but can be used in conjunction with other certification programs.

In terms of popularity, DoDAF is widely adopted within the defense and
military sectors, particularly in the U.S. TOGAF enjoys global recognition and
adoption across various industries and sectors, making it one of the most widely
used frameworks. FEAF, although primarily used within the U.S. federal gov-
ernment, has also influenced architectural practices in other sectors to some
extent.

Understanding the nuances and strengths of these frameworks is crucial for
organizations seeking to establish effective and standardized architectural prac-
tices. Each framework offers unique advantages and considerations, and the selec-
tion depends on the specific needs and objectives of the organization. By lever-
aging the guidance provided by these frameworks, enterprises can achieve better
alignment between business and technology, resulting in improved operational
efficiency and successful architecture implementations.

4 Conclusions

In conclusion, the article provides a comprehensive comparison of the DoDAF,
TOGAF, and FEAF information systems frameworks. The table highlights key
aspects of each framework, including its purpose, scope, development organiza-
tion, architecture domains, framework structure, notable versions, certification
programs, and popularity.

From the comparison, it is evident that these frameworks have distinct
focuses and target different sectors. DoDAF primarily caters to the military and
defense systems within the U.S. Department of Defense, while TOGAF offers a
comprehensive approach applicable to enterprises across industries. FEAF, on
the other hand, is primarily designed for use within the U.S. federal government.

The frameworks also differ in terms of their architecture domains and struc-
ture. DoDAF provides viewpoints and models for operational, system, and tech-
nical architectures, while TOGAF addresses business, data, application, and
technology architecture domains. FEAF considers business, performance, ser-
vice, data, and technical reference models. Furthermore, the framework struc-
tures vary, with DoDAF consisting of three primary views, TOGAF comprising
multiple architectural domains, and FEAF organized into reference models, seg-
ments, and capabilities.

In addition, the development organizations behind these frameworks also
differ. DoDAF is developed by the U.S. Department of Defense, TOGAF is
maintained by The Open Group, and FEAF is developed and maintained by the
U.S. Federal Chief Information Officers Council. This distinction can influence
the development, update, and support of the frameworks.

The table also highlights the notable versions, certification programs, and
popularity of each framework. DoDAF and TOGAF have established certifica-
tion programs for architecture practitioners, whereas FEAF does not have a
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specific certification program but may be used in conjunction with other cer-
tifications. Furthermore, the popularity of the frameworks varies, with DoDAF
widely adopted in the defense and military sectors, TOGAF globally recognized
and widely adopted across industries, and FEAF primarily used within the U.S.
federal government.

Overall, the table provides a valuable reference for organizations seeking to
evaluate and select an appropriate information systems framework based on
their specific requirements, industry, and governance needs. Understanding the
similarities and differences between DoDAF, TOGAF, and FEAF can facili-
tate informed decision-making to effectively design and manage complex system
architectures.
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Abstract. The war that began in Ukraine in 2022 has made European govern-
ments understand their significant dependence on fossil fuels, specifically natural
gas for electricity generation through combined cycle plants. As a result of this
war, Europe reduced its importation of natural gas from Russia, raising its price
and directly increasing the cost of energy generation. The position taken by Euro-
pean governments was to develop and accelerate the energy transition from fossil
fuel-based generation to renewable energy sources. One of the challenges that
arise from producing energy in this way is the need to store the energy produced
when demand is low and utilize it when demand is high. Another major chal-
lenge is finding ways to give a second life to batteries discarded by the growing
electric vehicle industry when their charging capacity is no longer optimal. This
paper seeks to find an innovative and ethical model of circular economy based on
existing models, whereby the evaluation of cells from discarded electric vehicle
batteries can make it profitable to create energy storage systems and reintroduce
these batteries into the market. This aligns with the United Nations’ sustainable
development goals, generating clean and affordable energy (SDG 7), providing
a solution to high demand peaks in the industry through innovation in electrical
infrastructures (SDG 9), and helping to improve responsible consumption (SDG
12).

Keywords: Circular economy · Disruptive technology · Energy storage ·
Renewable energy transition · Electric vehicle batteries

1 Introduction

As the population, development and growth of European economies have increased,
so has the production and consumption of energy [1]. This presents a challenge for
governments in establishing energy productionmechanisms, where the reliance on fossil
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fuels for energy production remains significantly higher than desired and necessary to
achieve the target set by the Paris Agreement, which aims for net-zero global emissions
by 2050. In Europe, the percentage of fossil fuels used for energy production has been the
highest by product, accounting for 70% [2] of the total gross available energy in 2021.
Among the fossil fuels used for energy production, natural gas stands out, contributing
22% [3] of the total energy generation by product. The historically low price of this
product and the proliferation of combined cycle thermal power plants that use natural
gas to produce energy have led to a significant dependency on this fuel for electricity
generation in most European countries. This dependency means that any intervention
in the gas market prices causes a spike in electricity prices [4] (see Fig. 1). Russia has
been the main supplier of natural gas to most European countries [5] (see Fig. 2), and
due to the geopolitical context created by the conflict in Ukraine, these countries have
had to implement contingency measures to avoid drastic increases in energy prices and
shortages.

Fig. 1. Comparative Graph of Natural Gas Prices and Energy Prices

Fig. 2. Graph of Various Natural Gas Importers for European Countries
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Since 2022, European countries have made significant efforts to transition from
fossil fuel-based energy production to renewable energy production. In 2022, the share
of renewable energy was 23% [6], with a forecast to reach 42.5% by 2030 (see Fig. 3).

Fig. 3. Energy Production by Country

This forecast indicates that energy storage systems will be necessary in areas where
there is a deficit between energy generation and consumption, allowing storage to release
energy during peak demandperiodswhenproduction is insufficient tomeet consumption.
These changes in energy generation and consumption suggest that it will be necessary to
implement disruptive circular economy models to address the scarcity of raw materials
used in the storage and production of green energy. This can be achieved by giving a
second life to batteries from electric vehicles, thereby creating energy storage systems.

In this work, we propose an initial approach to a circular economy model based
on disruptive technologies, focusing on how to incentivize battery recycling by involv-
ing stakeholders in future revenues through the tokenization of these batteries. These
involved actors will hold partial ownership of the energy storage systems developed with
these batteries, creating a market where they can buy or sell these tokens and benefit
from future monetization from the use of these storage systems.

2 New Vision of Circular Economy Models for the Reintroduction
of Used Batteries

As electric vehicles become increasingly popular as a green mode of transportation, the
quantity of batteries to be discarded in the future is expected to rise. It is estimated that
around 250,000 tons of lithium-ion will have been discarded from electric vehicle use
within 5 years [7]. This poses a challenge for the recycling of such highly contaminating
elements and represents a danger to the environment if not handled properly.

These batteries can be repurposed to give them a second life, thereby avoiding the
recycling process altogether. One alternative for them is the creation of energy accumu-
lators by selecting the best cells, thus creating new accumulators with optimal lifespan.



From Waste to Wealth: Circular Economy Approaches 375

There are various alternatives for reintroducing different battery cells into the market
through a circular economy approach, transitioning from linear to circular businessmod-
els. While some studies focus on how different actors in the electric vehicle ecosystem
are behaving, a new alternative for these industries is not addressed.

The evaluated approaches are those of the industry itself reintroducing these batteries.
A new perspective for the reintroduction of previously evaluated cells, having selected
cells whose health status is suitable for use, would be their transfer by various actors
related to electric vehicles. It is necessary to implement a business model in which the
actor transferring these cells owns a portion of themand receives a variable compensation
based on the cell’s charging capacity, in addition to considering the electricity price for
the use of the global storage system.

The introduction of these cells into our businessmodelmust be accomplished through
reverse logistics [8] to ensure access and ownership of the asset. Reverse logistics
involves transporting the product from collection points to the processing point. There
are two different reverse logistics flows: efficient flow and responsive flow [9]. For this
project, an efficient flow is proposed since battery lifespan tests will be centralized in
one location. The responsive flow evaluates the state of the batteries at the same place
of recovery, which is discarded due to the high number of collection points and the
complexity of decentralizing the battery evaluation process. A similar disruptive circu-
lar economy and reverse logistics approach was studied by Loo-See Beh [10], which
addresses a new perspective on reverse logistics to make it more viable for second-hand
clothing retailers. It introduces an innovation in the reverse supply chain allowing retail-
ers additional revenue, improving sustainability, and democratizing consumption. These
models challenge the idea of returning products to the point of origin and seek more
creative and efficient alternatives.

3 Proposed Model

The proposed circular economy model in this study focuses on three phases and a
final phase of monetization of this model (see Fig. 4). The first phase will involve the
introduction of batteries into our supply chain through their joint acquisition. The second
phase will be based on the management of these batteries, and the third phase will focus
on the creation and production of energy storage systems in the energy market. The last
phase would be the development of a model capable of monetizing these storage systems
by distributing that monetization among all those involved in the model.

3.1 Phase 1: Battery Acquisition

The success of this first phase signifies the viability of the model in question. The model
revolves around the acquisition of batteries that, due to their capabilities, no longer have
a useful life in the systems for which they were designed. The best way to prevent
these batteries from being discarded is to incentivize stakeholders to relinquish them
and become co-owners. To ensure access to these batteries, means for their disposal and
collection by companies adhering to ourmodelmust be facilitated for these stakeholders.
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Fig. 4. Business Model Cycle

Properly designed containers with high security capacity will be provided for storing
the batteries until they are collected.

During the battery collection process, stakeholders will be providedwith an unequiv-
ocal tracking code for their batteries. This will allow us to gather information about the
lifespan of each cell in the battery and the percentage of ownership acquired at the time
of its relinquishment. This entire process will be carried out through reverse logistics,
which provides us with a feasible way to access a product necessary for the project’s via-
bility. Due to the project’s ethical stance of avoiding waste and addressing new recycling
methods, we do not manufacture these batteries.

By utilizing an efficient flow of reverse logistics, the analysis of the battery lifespan
can be centralized in our central warehouse, avoiding the complexity of analyzing this
status at each supply point that may be established. Furthermore, this approach will
provide us with more capacity to evaluate all batteries equally, thus leading to a better
co-acquisition process.

3.2 Phase 2: Cell Evaluation and Tokenization

In order to develop energy storage systems with high accumulation capacity, we need
robust algorithms and systems to evaluate the cells we acquire. In phase two, these cells
are evaluated and scored based on their health status, optimal charging capacity, and
Marginal Value of Life (MVT [8]). This marginal value will also have a significant
impact on the value assigned to the cell, as it describes the relationship between time
and the reduction of the cell’s initial value. Therefore, a cell with a high MVT will see
its residual value decrease more rapidly than a product with a lowMVT. In other words,
stakeholders should facilitate this process as quickly as possible to prevent this value
from decreasing.
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3.3 Phase 3: Development and Production

In this phase, the process of constructing and operating energy storage systems using bat-
tery cells evaluated in Phase 2 is described. Additionally, a continuous cycle between the
development and evaluation phases is proposed to ensure the maintenance and optimal
efficiency of these systems.Once the battery cells have been evaluated and selected based
on their health status and optimal charging capacity, they are assembled into energy stor-
age system modules. These cells are grouped into storage modules, ensuring that cells
with similar characteristics are assembled together to maximize system efficiency and
durability.

After grouping, they are assembled into modules using appropriate connection tech-
niques to ensure system stability and safety. The modules can vary in size and capacity
depending on the specific application. Energy storage systems are integrated into larger
systems that can be used by communities, hospitals, office buildings, among others. This
integration includes the installation of Energy Management Systems (EMS) that opti-
mize the use and distribution of stored energy. By using monitoring systems to assess
the performance of each cell within the storage system, we will be able to periodically
reevaluate cells that show a significant decrease in performance for withdrawal and
reevaluation according to the criteria established in Phase 2. These cells can be recon-
figured, replaced, or recycled based on their condition. This ensures that the storage
systems operate at their maximum efficiency.

3.4 Monetization

To incentivize stakeholders and make this model viable, we need to compensate the
actors who provide us with our raw material, which is none other than batteries that are
no longer useful for the systems they were designed for. The best way to incentivize
stakeholders is to make them co-owners of the cells they contribute for recycling. In
phase two, these cells are evaluated and scored based on their health status, optimal
charging capacity, and Marginal Value of Life. This way, we can give a percentage of
this ownership to the user who provided the cell. To implement this tokenization system
and revenue sharing with stakeholders, we will rely on a blockchain system to develop
a platform that provides functionality and robustness to them. The use of blockchain
[11] ensures transparency, security, and efficiency in managing ownership and profit
distribution. The model includes the generation of profitability tokens based on the
performance of battery cells, which can be redeemed for money on secondary markets,
offering a new investment and profit avenue to users.

3.4.1 Blockchain Implementation

The implementation of blockchain technology is one of the fundamental pillars onwhich
the success of this businessmodel depends. The choice of blockchain platform is a crucial
step, as it must meet requirements for security, scalability, efficiency, and compatibility
with smart contracts. The two most prominent platforms for this purpose are Ethereum
[12] and Binance Smart Chain [13].

Ethereum (ETH) is the most widely used smart contract platform with a large com-
munity of developers and technical support. Additionally, it is highly decentralized,
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which increases network security and resilience. It has standardization for generating
fungible and non-fungible tokens, ERC-20 and ERC-721, respectively. The main issue
with this platform is its high gas fees and network congestion.

Binance Smart Chain (BSC) is also a smart contract platform with high acceptance
and usage. BSC offers much lower transaction fees compared to ETH and has faster
transaction speeds due to its high processing capacity. Having compatibility with ETH
token standards facilitates its development. However, BSC is less decentralized than
ETH.

Within our blockchain platform, two types of smart contracts should be developed,
which are self-executing programs stored on the blockchain and executed when certain
conditions are met. These contracts will be used for issuing and managing ownership
and profitability tokens.

These tokens will be developed based on the ERC-20 standard to create fungible
tokens. We will have two types of tokens, one intended for assets, in this particular case,
each cell contributed by users, which will serve as compensation percentages for those
users who co-own the cells. The other type of token will be intended for the profitability
of the cells, which, based on the performance of these cells in energy storage systems,
will generate more or less profitability for the owners of asset tokens. These tokens
can be traded on cryptocurrency secondary markets to allow the sale of profitability or
asset tokens and their conversion into physical money. Implementing blockchain in the
businessmodel offers a secure, transparent, and efficient solution formanaging fractional
ownership and distributing profitability based on the performance of battery cells. This
approach not only improves the sustainability and efficiency of energy storage but also
democratizes investment in emerging technologies.

4 Conclusions

The proposed model of energy storage through reused batteries, with fractional owner-
ship and profit generation based on blockchain, represents an innovative, sustainable,
and ethical solution that addresses both the technical and financial challenges of the
energy sector. By combining operational efficiency with investment democratization,
this approach has the potential to drive a transition towards a greener and more equi-
table energy future. Future research and developments in this area promise to expand the
capabilities and applications of this model, contributing significantly to technological
and economic advancement in the field of energy storage.
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Abstract. Intelligence and connectivity are critical in daily interac-
tions and an interconnected world. The home environment is an essential
space for applying such technological features, simplifying our lives, and
improving the efficiency of routine tasks.

In that aim, this paper proposes a framework taking advantage of the
power of IoT-based devices to increase the functional aspects of com-
mon household elements, such as lighting and temperature control. The
proposed framework employs IoT devices for data collection, a middle-
ware layer for data normalization, and an analytics component for com-
prehensive data analysis specific to the targeted household. Beyond the
evident improvements in accessibility and time management associated
with mundane household tasks, the system is designed with adaptabil-
ity in mind. Their results demonstrate the framework’s suitability to be
extended to a wide range of homes and spaces.

Keywords: Internet of Things · Containers · Smart Homes

1 Introduction

In the era of smart living, where the fusion of intelligence and connectivity has
become the utmost priority, the home environment emerges as a pivotal space for
integrating cutting-edge technologies. As our surroundings become increasingly
connected, everyday devices exhibit you. Unprecedented levels of intelligence
and connectivity. This paper proposes an innovative system that demonstrates
the transformative potential of an IoT-powered framework in enhancing various
aspects of the typical household. Our focus is improving mundane yet essential
elements of home life, such as lighting and temperature regulation. By employ-
ing IoT devices for data collection, a middleware layer for data normalization,
and incorporating an analytics component for in-depth data analysis and device
interaction, we aim to not only improve the accessibility and efficiency of manag-
ing household tasks but also to introduce a system adaptable to the most diverse
homes and spaces.
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This paper starts with a discussion of the devices and their related func-
tions, emphasizing the practical aspects for the user. Then, the communication
protocols, layer distribution, and the criteria employed for data collection and
normalization are discussed. Docker-based architecture is also concerned with
justifying the use of such technology while presenting its advantages. Next, the
analytics layer is discussed, explaining the features available to the user and the
benefits provided. Another important aspect of this research is the adaptability
to the most diverse spaces, ensuring that the proposed framework is not depen-
dent on space configuration and, therefore, can be deployed in the most varied
spaces.

Existent systems employing similar architectures or proposing to achieve an
identical goal, as the one presented, are also examined. The advantages and
limitations or challenges associated with the utilization and implementation of
the proposed framework are also analyzed.

This paper emphasizes the proposed framework’s role in enhancing the effi-
ciency of an intelligent home system. By harnessing the capabilities of Docker
containers, the proposed system enables optimal decision-making in manag-
ing household tasks, including lighting, temperature control, and door opera-
tions. Through the encapsulation and isolation provided by Docker, users can
make well-informed decisions, effectively improving the functionality of their
homes, minimizing risks, and achieving excellent stability and success in the
ever-evolving smart living landscape.

2 Related Work

As the global population grows, the demand for energy rises, prompting a reevalu-
ation of outdated power grids. Fossil fuel limitations and environmental concerns
drive the transition to a distributed hybrid energy system. The smart grid, inte-
grating ICT, emerges to enhance energy generation and consumption intelligently.
Within this context, the smart home gains prominence, utilizing IoT for efficient
energy management. This paper presents a comprehensive exploration of IoT inte-
gration into smart homes, addressing energy considerations, architectural chal-
lenges, and data processing. Methodology involves a literature review, resulting
in a holistic framework. Challenges include IoT resource constraints, networking
issues, and security concerns,with proposed guidelines. The conclusion emphasizes
the importance of continued research in this evolving landscape [1].

This paper presents the design of an IoT Smart Home System (IoTSHS)
enabling remote control of smart home devices via mobile phones, infrared (IR)
remotes, and PCs/Laptops. The IoTSHS utilizes a WiFi-based microcontroller
and incorporates a temperature sensor to monitor room temperature, suggesting
whether to activate or deactivate the AC. The system interfaces with switches or
relays in a power distribution box to control connected devices. Signals from the
IoTSHS trigger the switches to connect or disconnect the targeted devices. This
system caters to users without smartphones, offering universal remote control
capabilities. Control methods include an IR and WiFi-enabled remote, allowing
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connection to WiFi without the need for a dedicated application. WiFi control
establishes a secured Access Point (AP) with a specific SSID. Users connect their
devices, enter the password, and access a fixed link via a web browser, facilitating
interaction between the device and appliances. The IoTSHS can also link to the
home router for continuous control. The system was successfully designed, pro-
grammed, fabricated, and tested, demonstrating excellent performance. Overall,
the proposed IoTSHS provides advanced and inclusive remote control solutions
for smart homes, benefiting various segments of society [2–4].

This paper discusses the emergence of cloud computing and its advantages
in providing access to shared resources, particularly in the context of mobile and
Internet-of-Things (IoT) devices. While forming a cloud instantly is possible,
resource-constrained IoT devices are impractical for hosting virtual machines. To
address this limitation, the paper introduces IoTDoc, an architecture for a mobile
cloud consisting of lightweight containers on distributed IoT devices. Leveraging
Docker, the study explores the benefits of containerized applications on a low-
cost IoT-based cloud, emphasizing its operational model for cloud formation,
resource allocation, container distribution, and migration. To evaluate IoTDoc’s
performance, the paper conducts experiments using the Sysbench benchmark
program, comparing it with Amazon EC2. Results indicate that IoTDoc is a
viable and cost-effective option for cloud computing, particularly as a learning
platform, offering affordability and efficiency compared to larger platform cloud
computing services like Amazon EC2 [5].

3 State of the Art

This section explores the relevant topics by surveying the state of the art with
architectures, devices, and technologies.

3.1 Programming Language

The adopted programming language in the implementation of a Proof-of-
Concept (PoC) of the present project was Python. This is justified as it has
a large scope in integration activities and is one of the most used and supported
programming languages worldwide. Regarding integration potential associated
with this programming language was notable, allowing for employing third-party
libraries and extensions, accelerating development, and allowing for more seam-
less integration with the different devices and layers in the framework developed.

3.2 Platform

Docker was chosen as the platform to support the present project. It played a cen-
tral role by containerizing every component of the developed framework. Using
Docker containers in this context brought several advantages to the development
and deployment processes. Firstly, it ensured that the application and its depen-
dencies and configurations were encapsulated within a container, guaranteeing
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consistency and facilitating integration with the multiple IoT devices utilized.
Scaling and replicating containers ensures a standardized and reliable execu-
tion environment with room reserved for future expansion. Overall, Docker’s
containerization enhanced the project’s agility, scalability, and reliability [6].

3.3 Protocols

Message Queuing Telemetry Transport. Message Queuing Telemetry
Transport (MQTT), is a lightweight open messaging protocol designed for effi-
cient communication in challenging network conditions. It operates on a pub-
lish/subscribe model, where publishers send messages to topics, and subscribers
express interest in specific topics. In this system, a central broker manages
the distribution of messages between publishers and subscribers. This proto-
col provides a flexible and scalable way of handling communication between
devices, ensures efficiency in both bandwidth usage and implementation com-
plexity, making it suitable for resource-constrained environments, such as IoT
applications [7].

RabbitMQ. RabbitMQ serves as a robust message broker, facilitating commu-
nication between systems. Employing the Advanced Message Queuing Protocol
(AMQP) and supporting MQTT, it ensures reliable message delivery through an
exchange and queue model. Messages are routed based on rules defined by bind-
ings, and durability is maintained by persisting messages to disk. This protocol
has features such as clustering for scalability and high availability, extensibility
via plugins, and support for multiple messaging protocols. Widely adopted in
enterprise and micro-services architectures, RabbitMQ excels in scenarios requir-
ing flexible, reliable, and scalable message communication [8].

3.4 Architecture

For the development of this work, a proper architecture was established. As such,
3 layers were idealized, as such being the Data Collection Layer, Data Communi-
cation Layer and Data Analytics Layer. The first, contained the IoT devices (or
simulation of such devices), and served the purpose of retrieving multiple data
from the environment and transmitting it to the Data Communication Layer.
The following layer was responsible for handling bad data received from the Data
Collection Layer, as well as handling failures, ensuring that only accurate and
coherent data was to be transmitted to the final layer. At last, the Data Ana-
lytics was idealized. This layer was responsible for grouping and handling the
data received from the Data Communication Layer, allowing for a user-friendly
way of querying such said data, and serving as a point of interaction for the user
with the designed system.

As can be observed in Fig. 1, out of the three previously mentioned layers,
two of them are replicated, thus transforming the entire application. This was
implemented to introduce a second layer of IoT devices communicating with the
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Fig. 1. Architecture

first layer, with some basic data processing occurring in this second layer. The
two message transmission layers are present to enable communication between
the first IoT layer and the second layer, as well as between the second layer and
the processing layer. In reality, there exists only one message transmission layer,
but it serves two distinct purposes.

3.5 Devices

The use of real physical devices for simulation purposes was not possible during
this research. Henceforth, the group opted for a simulation performed via coding,
while thriving for a preservation of coherence and accuracy, while accounting for
potentially bad inputs received from said sensors. A Rasberry Pi device was
also simulated via coding following the same principals, since on a real world
application scenario, this was the equipment that would be employed. The total
of simulated devices were:
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– Motion Sensor - 4
– Temperature Sensor - 3
– LED Light - 4
– Thermostat - 3
– Raspberry Pi - 1

4 Experimental Setup

This section presents the experimental work with the setup, the materials and
methods.

4.1 Materials

– Motion Sensor Simulation - The experiment employed Python-based sim-
ulation functions to emulate the functionality of 4 motion sensors, specifically
mimicking the operation of a Passive Infrared (PIR) sensor commonly used
for motion detection.

– Temperature Sensor Simulation - The experiment employed Python-
based simulation functions to emulate the functionality of 3 temperature
sensors.

– Led Light Simulation - The experiment employed Python-based simulation
functions to emulate the functionality of 4 LED Lights.

– Thermostat Simulation - The experiment employed Python-based simu-
lation functions to emulate the functionality of 3 Thermostats.

– Raspberry Pi Simulation - The Raspberry Pi was simulated in a Personal
Computer with Docker installed. Inside this virtualization software, each of
the components will be in a container.

4.2 Methods

The first step undertaken was the creation of the “sensors”. As previously
explained, real sensors were not utilized; instead, four Python files were gen-
erated. Each file represents a distinct area within the household - “bathroom”,
“bedroom”, “kitchen”, and “front door” - with each area containing two sen-
sors, one for motion detection and another for temperature monitoring. The sole
exception is the “front door” file, which encompasses only a motion detection
sensor.

Next, a Message Queuing Telemetry Transport (MQTT) protocol was chosen
to facilitate communication between the various layers of the application. In this
regard, RabbitMQ was selected as the Message Broker responsible for transmit-
ting messages among different applications while also managing the Queues.

After configuring MQTT, an additional 7 files were created, with 4 of them
representing lights and the remaining representing thermostats. In this scenario,
the lights are programmed to turn on upon motion detection by the motion
sensors, with each light assigned to a specific room. As for the thermostats,
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a “target temperature” was established. When the temperature sensors detect
values below the target, they switch to the “heating” mode; if values above the
target are detected, they switch to the “cooling” mode. When the detected values
match the “target temperature”, the thermostats switch off.

Given that the files were already set up to communicate with each other, and
MQTT was configured, Docker was set up accordingly. Dockerfiles were created
for each of the previously established files. Additionally, a Docker Compose file
was crafted to facilitate the simultaneous execution of all Dockerfiles, thereby
creating various containers and their respective images for each program.

Since Docker is already configured, several tests were conducted to ensure
communication between the different sensors, lights, and thermostats. After
errors were detected and corrected, and communication was functioning flaw-
lessly, the “processor” file was created. This file belongs to the Processing layer
and is primarily aimed at processing the data collected by the various compo-
nents. Upon establishing communication between this file and the existing ones,
data processing from the lights and thermostats commenced.

In this case, the objective is to compute the energy expenditure over 48 h.
To achieve this, the average consumption of each light/thermostat per hour
was computed, along with the definition of a price per kilowatt-hour. With this
information, it was possible to compute the energy expenses during the testing
period. From the average of these 2 days, a forecast for 30 days (1 month) was
derived.

Finally, an export of these calculations to an Excel file was also implemented,
which will be stored in Docker.

5 Results and Analysis

Figure 2 presents the achieved results after running Docker containers for 48 h
while planning them for 30 days can be analyzed. In the first column, the total
number of hours that the lights remained on during the sample period is dis-
played. For thermostats or air conditioners (A/C), the number of hours spent
heating or cooling can be verified. The second column presents the percentage
of time the equipment was on relative to the total sample time. The third col-
umn displays the energy consumption of each device in kWh, as each one has
a distinct consumption rate. In the fourth column, the calculated cost in Euros
based on the price per kWh and the energy expenditures of each equipment is
provided. The fifth column shows a consumption forecast for the 30 days, extrap-
olated from the analysis of the 2 days. Furthermore, the sixth column presents
a forecast of the monthly cost for each equipment, calculated based on the two
days of sampling.
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Fig. 2. Results

After analyzing the results, it becomes apparent that in some cases, the
data appears to deviate from reality. This discrepancy arises due to the fact
that the sensors, in this case, are simulated in Python with random values. If
the experiment were conducted with real sensors, the results would likely bet-
ter approximate the current reality of a typical household. Nevertheless, despite
these limitations, it can be concluded that the forecasts for one month are accu-
rate based on the utilized sample.

For future endeavors, it would be intriguing to incorporate a wider array of
IoT devices, given that the methodology employed is readily repeatable for most
equipment available in the market. Furthermore, it would be highly beneficial to
apply this approach in real households to study ways to further optimize forecasts
and data processing. Developing an end-user application would enhance user
experience and accessibility, offering an innovative solution in the market that
enables numerous families to save money and enhance their personal finances.

6 Conclusion

In conclusion, this paper presented an adaptable IoT-powered framework
designed to elevate the efficiency and functionality of intelligent home systems.
By focusing on the enhancement of everyday aspects such as lighting and tem-
perature control, the proposed system leverages the capabilities of Docker con-
tainers to optimize decision-making processes. The comprehensive discussion of
employed devices, communication protocols, data collection and normalization
criteria, as well as the analytics layer, highlights the practical and functional
aspects of the framework.

Furthermore, this work reviewed the existing literature on similar systems
and architectures, providing valuable insights into the current market land-
scape. The advantages and limitations of the proposed framework were analyzed,
emphasizing its adaptability to diverse spaces and configurations. The justifica-
tion of the Docker-based architecture relies on the advantages such as encapsu-
lation, isolation, and optimal decision-making. With the aforementioned devel-
opment, those involved in this research were able to fully embrace the almost
limitless potential of IoT devices and their applications, while also acquiring and
consolidating knowledge regarding the construction of embedded systems.
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Abstract. The development of Internet of Things (IoT) technology in
agriculture has been a rapidly growing research area, with applications
ranging from detecting diseases in crops to optimizing water usage.

This research paper explores the use of IoT technology to increase
efficiency and precision in vineyard treatment. That aim proposes using
temperature and air humidity sensors and an efficient data management
system, providing real-time monitoring of vineyard conditions and the
ability to adapt accordingly if necessary. The results denoted that the
proposed technology could detect subtle variations in environmental con-
ditions, enabling vineyard operators to adjust their management prac-
tices to enhance grape quality.

Keywords: Internet of Things · containers · vineyards treatment ·
grape farming

1 Introduction

The health and welfare of the grapevines play a significant role in the produc-
tion of wine. The grapevine (Vitis spp.), when grown under climate conditions
favorable to the development of pathogens, is susceptible to various diseases.
In the viticulture sector, these diseases cause financial losses since they affect
the enological quality of the grapes in infected vines and can kill the plants,
making using technologies to control them necessary. However, on most rural
properties, the disease is often detected later through manual inspections car-
ried out by farmers. These inspections identify early signs of infection, such as
chlorotic spots or leaf drying, which are subsequently treated with agricultural
pesticides [1].

Vineyards emerged as one of the most extensively cultivated crops worldwide,
covering about 7.5 million hectares of planting area in 2015, as the International
Organization of Vine and Wine reported. This extensive presence highlights
the important role wine grape cultivation plays worldwide and calls for a more
detailed assessment of problems and opportunities arising from this essential
agricultural practice [2].
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Following the work of [3], identification of vine diseases is essential, partic-
ularly fungal or bacterial diseases caused by Downy Mildew, powdery mildew,
and black rot. The yield and cost are influenced by early identification. Heat
stress due to temperature fluctuations affects plant growth and disease severity.

The IoT [4] constitutes a network where elements are distinctly identified
through integrating software intelligence, sensors, and pervasive internet connec-
tivity. The data from the IoT, including information about devices, sensors, and
actuators, can be used for IoT. Meteorological data is used to prevent grapevine
diseases in scientific prevention studies, which reveal its wide application.

Traditionally, such procedures have been manually monitored and based on
subjective measures that are often cumbersome and unreliable, leading to finan-
cial losses for farmers. However, with the development of IoT technology, there
is a unique opportunity to modernize this process. IoT technology can provide
deep and accurate analysis of climate conditions by combining a model with
collected data, analyzed data, and intelligence capabilities.

This research paper aims to investigate the possibilities of using IoT technol-
ogy to increase efficiency and precision in vineyard treatment. IoT technology
will help quickly assess vines’ health and choose the right products and quantities
for treatment. Understanding how IoT technology affects the health of vineyards
and the ideal parameters for top quality and stability is the main objective of
this research paper.

The purpose of the planned installation of the DHT22 temperature and air
humidity sensors [5] in conjunction with an efficient data management system
was to monitor the conditions of the vineyard in real-time and allow appropriate
adjustments if necessary.

These developments are expected to positively impact the vineyards’ overall
health and the quality of grape production. However, it is essential to note
that adopting IoT technology in agriculture presents challenges, such as data
security, implementation costs, and the sensor’s resistance to difficult climates.
These challenges must be resolved to facilitate wider adoption. Despite these
challenges, IoT technology has great potential to revolutionize vineyard care.
This research paper aims to contribute to this field’s growing body of knowledge.

This paper is organized as follows. Section 2 presents a comprehensive review
of state of the art and related work in the domain of vineyard treatments, analyz-
ing the climatic conditions favorable to the development of pathogens. In Sect. 3,
we provide a detailed and systematic description of the process used to conduct
the study. Section 4, we present the results and analysis of the integrated sys-
tem. Finally, in the Sect. 5 concludes this work by summarizing key findings and
contributions and presenting the future work.

2 State of the Art

IoT technology in agriculture has been a rapidly growing research area, with
applications ranging from detecting diseases in crops to optimizing water usage.
This work focuses on using IoT to enhance the treatment of vineyards in viticul-
ture, a field that is beginning to witness the benefits of this emerging technology.
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The first to explore IoT applications in viticulture, in a study by [6], involved
implementing a wireless network of soil moisture sensors in a vineyard. The
research showcased that IoT technology has the potential to furnish intricate,
real-time details about soil conditions, empowering vineyard operators to refine
water utilization and improve the overall health of the vines.

In [7], it demonstrates the monitoring of microclimatic conditions in a vine-
yard using a wireless sensor network. The study illustrated that IoT technology
could detect subtle variations in environmental conditions, enabling vineyard
operators to adjust their management practices to enhance grape quality.

The research carried out by [8] explored the use of IoT sensors to detect dis-
eases in vineyards. Deploying air humidity and temperature sensors and machine
learning algorithms could detect diseases early, enabling early treatment and pre-
venting significant harvest losses.

Beyond monitoring environmental conditions and disease detection, IoT has
been used to optimize the application of fertilizers and pesticides in vineyards.
The authors of [9] worked on a project using an IoT sensor network to monitor
plant health and soil conditions. The collected data was then used to determine
the optimal amount of fertilizers and pesticides.

Other studies have explored using drones with cameras and IoT sensors for
vineyard monitoring. For example, the authors in [10] demonstrated that using
drones could assist in detecting diseases and pests in their early stages and
monitoring the vines’ general health.

IoT in agriculture is about data collection and analysis, and it uses this data
to make informed decisions. The study by [11] argued that combining IoT with
other technologies, such as machine learning, could enable the development of
more sophisticated and accurate decision support systems.

However, despite the progress in applying IoT in viticulture, challenges still
need to be addressed. As indicated by [12], issues such as data security, the
resilience of sensors to adverse weather conditions, and the cost of implementa-
tion are all areas that need to be addressed to facilitate the broader adoption of
IoT in agriculture.

Similarly, [13] work on using big data analytics in agriculture highlighted the
need to develop more advanced algorithms and machine learning techniques to
handle the substantial amount of data generated by IoT systems.

The current investigation into the use of the IoT in wine is promising, but
significant advances still are needed. This research aims to develop and evaluate
an IoT solution for vineyard treatment in viticulture that would significantly
contribute to this area’s development.

3 Methodology

In implementing the first layer of our IoT solution to enhance the treatment
of vineyards in grape farming, this methodology section outlines the app-
roach taken. Environmental data was collected, focusing on temperature and
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air humidity through dedicated sensors. Later, we’ll review the development of
additional layers and their significance in addressing the research problem.

This work [5] relied on DHT22 temperature and air humidity sensors for the
data collection. This sensor was instrumental for temperature sensing in an IoT
context, as confirmed by previous evaluations [14]. Both were selected because
they are suitable for monitoring grape farming conditions.

The position of these sensors in the environment was considered to ensure
an accurate data collection. The solution was to place them everywhere in the
vineyard at different heights and locations. By doing this, we could capture
microclimate variations. We did not want anything in the way of that, so we
built protective enclosures to shield them from rain, direct sunlight, and dust.
Before rolling out everything, we performed meticulous calibration procedures
to ensure sensor accuracy.

Instead of physically placing sensors, we developed Python scripts that sim-
ulated temperature and air humidity values.

A Raspberry Pi [15] takes the responsibility of collecting data. It connects
with every sensor and gathers information. Python programming will be used
to interact with the sensors, making it a lot easier to get all the information
we need. The Message Queuing Telemetry Transport (MQTT) and Docker Con-
tainers were considered for communication purposes. MQTT is a highly efficient
protocol for the real-time management of small data volumes, making it partic-
ularly suitable for IoT projects. Extensive research has recognized MQTT as a
low-power protocol designed specifically for IoT applications [16]. This research
provides valuable insights into the effectiveness and suitability of MQTT for
various IoT use cases and projects, including ours. At the same time, Docker
Containers offer flexibility and scalability when handling large amounts of data.
The one we end up picking will be suited to our specific requirements.

As explained in [17], containerization allowed us to package applications,
dependencies, and configurations for easy deployment. Its benefits include porta-
bility, scalability, resource efficiency, and increased security. Containerizing appli-
cations contribute to streamlining the IoT infrastructure deployment and effi-
cient data management to improve grape cultivation.

Regarding requirements, adopting the DHT22 temperature and air humidity
sensor would be excellent and cost-effective. Both are required when monitoring
conditions for grape farms. With real-time data collection, we can make decisions
quickly if we have to.

In the initial phase, this work focused on connecting the sensors’ data and a
Mosquitto MQTT broker. The Python script of the Raspberry Pi was responsible
for generating pretend sensor data, imitating things like temperature and air
humidity. This simulated data was then published to the MQTT broker using
the Paho MQTT client library.

The backend server’s Python Flask application receives MQTT messages
from sensors to be processed. The backend efficiently handled data processing
tasks with a lightweight and reactive nature, extracting relevant information
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from the MQTT payload. This facilitated the creation of a seamless interface for
the front end to access real-time sensor information.

Our exploration delved into data analysis using the Pandas library in Python.
The backend facilitated the exposure of sensor data, serving it through dedi-
cated channels in JSON format. Data was processed using the Pandas library to
transform into DataFrames without relying on a database or specific endpoints.
Subsequently, the analysis explored the data, computing statistics, and gaining
insights into patterns and trends within the sensor data.

4 Results and Analysis

This section analyzes the results obtained and the expected impact of our IoT
solution implemented to improve treatment in grape crops.

The use of Docker was essential for implementing the solution. Docker is a
platform that allows you to create and manage containers, which are isolated
environments for running applications.

To replicate the functioning of the Raspberry Pi, a Python script was devel-
oped, followed by creating a Dockerfile containing the essential commands for
generating the image and executing the container.

A docker container runs on the Python script and connects to Mosquitto to
receive and send data to a server. The server, in turn, connects to the client and
displays sensor data in real-time on a web page, which was developed using the
Flask-MQTT framework, which is based on Python.

The environment collected data contributed to acquiring knowledge about
vineyard growth by installing DHT22 temperature and air humidity sensors.
Moreover, using the Raspberry Pi as a central processor permitted data to be
collected continuously and effectively, making work more accessible and efficient.

Small patterns and variations in environmental conditions were also identified
during the data collection. Data on temperature and air humidity helped us
understand the specific needs of our vineyards.

The use of Docker containers and MQTT was essential for effective data
management. Docker containers allow for managing small amounts of data in
real time, which is necessary for monitoring vineyard conditions. Alternatively,
the scalability and flexibility of Docker Containers enabled us to handle large
volumes of data without compromising system performance.

The collected data was summarized to support vineyard management. Fea-
tures in the table represent different climatic variables impacting the application
of products in vineyards. For example, temperature and air humidity are consid-
ered in the table. Each column shall be marked to account for the application’s
optimum conditions. Based on our upcoming sensor data collection, numerical
values indicating the recommended conditions for product application in vine-
yards will be assigned to each cell.

The table includes the following features: Temperature (◦C), Air Humidity
(%), and Ideal Conditions for Products Application in Vineyards.
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And the following rows:

– Temperature below 10 ◦C and air humidity above 90%: Not recommended to
apply products in the vineyards

– Temperature between 10 ◦C and 15 ◦C and air humidity between 70% and
90%: Apply product in the vineyards every 10 days

– Temperature between 15 ◦C and 20 ◦C and air humidity between 50% and
70%: Apply product in the vineyards every 7 days

– Temperature above 20 ◦C and air humidity below 50%: Apply product in the
vineyards every 5 days.

Table 1. Products Application Guidelines

Temperature (◦C) Air Humidity (%) Recommendation Ideal Condition

<10 >90 Not recommended –

10–15 70–90 Apply treatment Every 10 days

15–20 50–70 Apply treatment Every 7 days

>20 <50 Apply treatment Every 5 days

Two independent Python scripts were defined to simulate the DHT22 sensor
when acquiring sensor data. The first script generates air humidity and temper-
ature readings, while the second generates corresponding temperature readings
but independent air humidity values. These two scripts independently estab-
lish connections to an MQTT broker, specifically Mosquitto, and publish their
respective data on distinct topics. This arrangement ensures the efficient dissem-
ination of simulated sensor data to the different IoT system components through
the MQTT broker, which acts as a central data intermediary (Table 1).

Another Python script was developed as a backend server to receive the
simulated sensor data. The data is transmitted over the MQTT protocol and
subscribed to the server using the Flask-MQTT extension. The backend server
processes and showcases the received data in real time on a user-friendly web
page created using HTML and JavaScript.

A user-friendly web page was developed using HTML, JavaScript, and Chart.js
to visualize and present the simulated sensor data seamlessly. The web page con-
nects to the backend server using WebSockets to receive real-time data updates.
Chart.js creates intuitive and interactive graphs depicting temperature and air
humidity trends upon receiving data updates. Additionally, a table is dynamically
generated at the end of the website to provide growers with a clear and concise
overview of the current and historical air humidity and temperature values.

Graphs are a valuable data visualization tool used to articulate vineyards’
temperature and air humidity conditions. Graphs represent data over time,
revealing trends and patterns that may not be evident in individual points.
Graphical representations of environmental conditions enable growers to quickly
analyze key features of the landscape, which often cannot be gleaned from raw
data in tables or spreadsheets.
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Using graphical representations rather than tables or raw data improves com-
prehensibility and enhances vineyard management decision-making processes.
Graphical representations highlight trends often obscured by table data points,
enabling growers to retrieve a clearer insight into the data. Recognizing trends
from environmental data, such as temperature and air humidity alterations over
time, contributes to getting clues of other changes within and between vineyard
ecosystems. These insights can be used to optimize resources, predict productiv-
ity, reduce wastage, and improve vineyard management, thus enhancing overall
outcomes.

A dataset was created using a pandas python script to monitor a vineyard’s
temperature and air humidity levels. The data was then used to create a graph
that shows how temperature and air humidity levels fluctuate throughout the
day, as denoted by Fig. 1.

Fig. 1. Temperature and Humidity levels

The graph demonstrates that temperature and air humidity levels vary con-
siderably throughout the day. On the data shown, Temperatures can range from
30◦ to 33◦, whereas air humidity levels can vary from 31% to 32%. These fluc-
tuations can have a considerable impact on vine growth. For instance, vines
exposed to high temperatures or low air humidity may experience stress, leading
to reduced growth and yield.

IoT solutions can monitor and manage temperature and air humidity levels
in vineyards. This can help ensure that vines grow in conditions ideal for their
development. By monitoring temperature and air humidity levels, growers can
identify potential problems early on and take corrective action. They can also
use the data to optimize irrigation and fertilization schedules.
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Overall, the results of this study suggest that IoT solutions can improve
viticulture practices by providing growers with valuable insights into vine growth
conditions.

5 Conclusion

There is a substantial potential for revolutionizing wine production by integrat-
ing IoT technology into viticulture. The planned implementation of the DHT22
temperature sensor with an efficient data management system is designed to
provide real-time monitoring of vineyard conditions and the ability to adapt
accordingly if necessary. These developments are expected to contribute to the
overall health of vineyards and the quality of grape production.

This parallel success underscores the potential of IoT technology to revolu-
tionize vineyard treatment. The parameters we will track are stored in the cloud
for later analysis and can be similarly leveraged to identify conditions favorable
to disease occurrence, enabling faster prevention of diseases like mange, wilt, and
grey rot and ensuring a robust framework for disease prevention and detection.

The adoption of IoT technology within the field of agriculture poses several
challenges. To widespread the adoption of this technology, it is imperative to
address specific issues such as safeguarding data privacy and security, ensuring
the longevity of sensors in harsh environmental conditions, and managing the
costs associated with implementing IoT systems.

Although we are confident that IoT technology in vineyards will have a
promising potential to improve wine production efficiency and quality, it is essen-
tial to note that our study has yet to begin. In the future, IoT technologies will
likely be a decisive factor in vineyards, and we’re willing to continue with research
on how this technology will benefit agriculture.

It is worth letting know that this work only considered some of the avail-
able features of IoT technology, and further research in this field is necessary
to explore its full potential in the context of vineyard management. Future
research areas may encompass innovative and advanced approaches to visual
recognition, thereby increasing precision and enhancing disease detection accu-
racy. Additionally, recognizing new diseases that may impact vineyard crops will
be fundamental in bolstering the current viticulture management practices.

In conclusion, our study provides substantial evidence of IoT technology’s
potential in improving vineyard management practices. Although not all avail-
able features of IoT were integrated in this study, the results indicate a promising
avenue for future viticulture optimization. The continued research and applica-
tion of IoT technologies in viticulture will be pivotal in augmenting the efficiency
and quality of wine production. Looking ahead, we remain optimistic about
developing new methods to exploit the potential of IoT technology in vineyard
management.

In the future, it would be interesting to explore the integration of additional
sensors, such as soil and sunlight, to gain a more comprehensive understand-
ing of vineyard conditions. Furthermore, implementing advanced data analysis
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techniques, such as machine learning, could aid in predicting trends and identi-
fying more complex patterns in the collected environmental data. It would also
be relevant to consider expanding the study to different types of vineyards and
regions to assess the applicability and effectiveness of IoT solutions in diverse
contexts.
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13. Kamilaris, A., Kartakoullis, A., Boldú, F.P.: A review on the practice of big data
analysis in agriculture. Comput. Electron. Agric. 143, 23–37 (2017)

14. Ahmad, Y.A., Gunawan, T.S., Mansor, H., Hamida, B.A., Hishamudin, A.F.,
Arifin, F.: On the evaluation of DHT22 temperature sensor for IoT application. In:
2021 8th International Conference on Computer and Communication Engineering
(ICCCE), pp. 131–134. IEEE (2021)



398 H. Jorge et al.

15. Richardson, M., Wallace, S.: Getting Started with Raspberry PI. O’Reilly Media,
Inc. (2012)

16. Masdani, M., Darlis, D.: A comprehensive study on MQTT as a low power protocol
for internet of things application. In: IOP Conference Series: Materials Science and
Engineering, vol. 434, p. 012274 (2018)

17. Hykes, S.: Use containers to build, share and run your applications. Accessed 6
Nov 2023



Strengthening the Role of Citizens in Governing
Disruptive Technologies: The Case of Dutch

Volunteer Hackers

Anne Marte Gardenier(B)

Eindhoven University of Technology, PO Box 513, 5600 MB Eindhoven, The Netherlands
a.m.gardenier@tue.nl

Abstract. Digitization can be understood as a socially disruptive technology. To
deal with this disruption, the social challenge is to find cybersecurity solutions to
protect society and its citizens from this disruptive impact.Citizens as the end-users
of software are widely portrayed as the ‘weakest link’ in cybersecurity, indicating
that they are insufficiently knowledgeable or not taking enough cybersecurity
measures. In contrast, this paper about Dutch volunteer hackers demonstrates that
citizens canmake an important contribution to the governance of digitization. This
paper argues that the roles of citizens in the governance of disruptive technologies
should be better recognized and supported so they can contribute to maintaining
the public interest in the digital society.

Keywords: Socially disruptive technologies · cybersecurity governance · citizen
participation · volunteer hackers · vulnerability disclosure

1 Introduction: Digitization as a Socially Disruptive Technology

The information and communications technologies (ICT) that underlie today’s digital
society can contain vulnerabilities. These vulnerabilities are, for example, small techni-
cal errors or bugs in systems which can be exploited to make the systemwork differently
than intended. Such vulnerabilities make it possible to carry out cyber-attacks, such as
ransomware, theft, stalking, spying, etcetera. The risks of unattended vulnerabilities
have the potential to disrupt the life of individuals and essential societal processes.
For instance, human rights defenders, lawyers, journalists, members of parliament and
dissidents around the world have fallen victim to spyware like Pegasus [1], and hospi-
tals, pharmacies, and universities worldwide have been victim to ransomware attacks,
disrupting the continuation of their services.

Therefore, the digitization of society, which inevitably comes with vulnerabilities,
can be regarded as a socially disruptive technology [2] because it has the potential to
disrupt societal processes and thereby holds unprecedented risks. For governments and
researchers, the challenge is to find solutions to protect society and its citizens from this
potential disruptive impact. This has proved to be complicated, as disruptive technologies
challenge traditional governance systems [3].
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In cybersecurity research, ordinary software users are widely recognized as the
‘weakest link’ in cybersecurity [4], indicating an alleged lack in their knowledge and
skills to avert cyberattacks. For that reason, cybersecurity research and governmental
policy strategies often focus on improving user awareness of cybersecurity practices,
viewing user behavior as one of the biggest challenges to maintaining cybersecurity [5,
6]. Such approaches pinpoint the ‘deficient user’ as the security risk [7].

While the lack of knowledge and skills of ordinary users to avert cyberattacks is
certainly an important problem, the portrayal of the ordinary user or citizen1 in general
as the deficient user does not do full justice to the role of citizens in cybersecurity.
In fact, this paper argues that citizens often play a central role within cybersecurity
governance. For instance, in the case ofDutch volunteer hackers, whichwill be described
in this paper, citizens have independently and voluntarily contributed to establishing a
cybersecurity governance system inwhich they can play a central role. This demonstrates
that the perspective on citizens as the ‘weakest link’ lacks an important perspective on
the role of citizens in cybersecurity governance: citizens may also contribute to the
governance of digitization and cybersecurity, but their efforts are not always recognized
and acknowledged. Indeed, the role of citizens in the governance of digitization should be
understood broadly: by interacting with digital technologies in their private lives, social
communities and public sphere, citizens contribute to shaping the digital society [8].
Therefore, citizen participation (including uninvited participation [9]) should be better
recognized and acknowledged so it can be strengthened to serve the public interest,
especially with regard to (socially) disruptive technologies.

The paper is structured as follows. The next section presents the case study of Dutch
volunteer hackers. The description of the case study is based on an analysis of sources
published between 1980 and 2024, including policy documents, transcripts of debates by
the Dutch parliament, newspaper articles, transcripts of court hearings, scientific articles
and reports, and books. The final section presents the conclusion and further research,
and discusses lessons that can be learned from this case with regard to the governance
of disruptive technologies and the roles of citizens therein.

2 Case Study: Vulnerability Disclosure in the Netherlands

The risks that unattended vulnerabilities can cause is an important trigger for some
hackers to search for vulnerabilities and report them to the ICT vendor in the hope that
they will be patched. Since the 1980s, hackers worldwide, including the Netherlands,
have been drawing attention to these risks by exposing vulnerabilities in ICT systems
by the means of hacking. How their efforts have been valued in the Dutch institutional
context has changed over time. Since 1993, hacking has been criminalized, and well-
meaning hackers faced a prison sentence. Currently, however, voluntary hackers play a
central and crucial role in Dutch cybersecurity governance. In this section we describe
how this shift in perspective came about.

1 By using the term citizen we do not refer to the legal status of citizens of a particular country,
but rather to individuals that are part of a democratic society in which they can play an active
role in shaping it. See also [8].
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2.1 From the First Hackers Until the Computer Crime Act (1980–1993)

In the 1980s, the computer hacker movement emerged in the Netherlands. The first
hackers browsed the internet out of curiosity and an interest in technology. By browsing
the internet, hackers discovered that many computer systems were not properly secured.
Hackers criticized how carelessly computer users handled confidential information and
how easy it was to gain access to government and private corporation systems [10, 11].
By hacking these systems, hackers could draw attention to the lack of security. Often
they did not have to do much to get in, sometimes guessing commonly used passwords
sufficed [12].

In somecases, the affected company subsequently took securitymeasures, but usually
companies did not take reports by the hackers seriously [11]. Consequently, hackers
regularly publicized a discovered security leak, in the hope that the leak would be fixed.
However, this method (also known as ‘full disclosure’) caused reputational damage
and made the affected company extra vulnerable because it allowed others to exploit
the vulnerability as well. Yet, hacked companies usually did not press charges, firstly
because it would not generate good publicity, and secondly because not much could be
done about it: hacking was not an illegal criminal act.

In 1985, Dutch hackers hacked the National Institute for Public Health and the
Environment. This was the first publicly disclosed hack of a governmental institution,
and hackers had gained access to sensitive patient information. One of the hackers stated
that he wanted to prove that the privacy of citizens is insufficiently protected [13]. This
hack caused a political stir and set a precedent: the Minister of Justice announced that
computer trespassing will be made into a punishable offense by implementing a new
law [11].

This initiative to implement a new law triggered criticism: wasn’t the real problem
that companies take far too few security measures? Such measures were available, but
expensive and therefore often not a priority. Several computer scientists publicly sup-
ported the hackers’ cause. In computer science, hacking was considered as a legitimate
way to detect vulnerabilities. A professor stated that these hackers are not criminals,
in fact, they actually do a good job by flagging insecure systems [14]. Moreover, these
hackers were working according to a certain ethics: they report the leak to the owner
and give them time to repair it, and only if that fails they seek publicity. According to
the professor, hacking was the only way to get companies to improve their security:
scientists have tried to draw attention to weak security through scientific publications,
but without success.

Nevertheless, the Computer Crime Act was introduced in the Netherlands in 1993.
From that moment on, the maximum penalty for computer trespassing was 6 months in
prison or a fine of 4,500 euros, which can increase to four years in prison and a fine of
11,250 guilders if the hacker also copied data [15].

2.2 From Hackers as Criminals to National Tolerance Policy for Hacking
(1993–2018)

Shortly after the introduction of the Computer Crime Act, the first hacker in the Nether-
lands was prosecuted. He was held in pre-trial detention for 38 days and sentenced to a
6-month suspended prison sentence and a fine of about 2,200 euros [11].
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The Computer Crime Act marked the end of an era for many hackers and the hacker
subculture faded away. Some hackers quit hacking because they now faced a prison
sentence. For others, hacking continued, but in secret [16]. For example, hackers would
publicize a leak anonymously in collaborationwith a journalist (who is legally better pro-
tected to publish illegally obtained news when this serves the public interest), sometimes
after first warning the vulnerable party.

2.2.1 Lawsuit in 2008 Casts a Positive Light on Hacking

Within computer science, vulnerability testing remained a legitimate research method.
In 2008, researchers from the Dutch Radboud University found a vulnerability in an
NXP chip that was used worldwide in access systems to buildings and public transport,
such as the London metro and Dutch trains. The researchers wanted to publish this
vulnerability at a scientific conference towarn about the insecurity of the chip.Moreover,
theywanted to demonstrate that the security principle that NXP uses in this chip, security
by obscurity2, is flawed. Seven months before the planned publication, the researchers
contacted NXP to report the leak so that NXP could patch it. NXP appreciated the
vulnerability report, but wanted to prevent publication and therefore filed a lawsuit
against the researchers [17, 18].

NXP argued that the publication of the article should be prevented because it would
harm NXP and cause serious societal and security problems, as it would enable others
to crack the chip as well. The researchers argued that the publication of the article falls
under freedom of expression of the European Convention on Human Rights and should
therefore not be stopped. The judge concluded that the security risks are caused byNXP’s
unsafe chip, not by the fact that researchers would publish the vulnerability. Moreover,
the judge stated that publicizing the vulnerability is in the public interest. The publication
could therefore continue.

The judge’s ruling was a legal milestone [18] that changed the perspective on vul-
nerability disclosure: the judge allowed the publication of a vulnerability discovered by
hacking on the basis of the right to freedom of expression and the promotion of the public
good. This court ruling placed the hackers/researchers in a new role, equivalent to that
of a whistleblower or journalist. With this ruling, the societal value of disclosing vul-
nerabilities – at the expense of financial and reputational harm for the ICT vendor – was
established in the jurisprudence.

2.2.2 No More Free Bugs: Companies Introduce Responsible Disclosure Guide-
lines

Also in the rest of the world, hackers continued to detect vulnerabilities, but ran the
risk of legal repercussions. Therefore, in 2009, American hackers started the ‘No More
Free Bugs’ campaign to initiate consultations for better compensation and recognition
for hackers who disclose vulnerabilities [19]. As a result, American companies set up
‘bug bounty’ programs, allowing hackers to receive a financial reward after disclos-
ing a vulnerability. In addition, companies introduced ‘responsible disclosure’ policies.

2 Security by obscurity refers to concealing the operation of a mechanism to enhance its security.
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Responsible disclosure (RD) refers to the practice of reporting a vulnerability directly
to the affected party so that it can be patched before publication. Companies with a RD
policy invite hackers to find vulnerabilities in their systems, and if hackers follow their
guidelines, the company pledges not to press charges.

In 2012, Dutch telecom companies were the first to introduce a responsible dis-
closure guideline. While currently the commercialization of vulnerability disclosure is
flourishing in the United States, in the Netherlands reporting vulnerabilities has retained
its voluntary nature. Hackers usually do not receive a financial reward, but instead a
t-shirt with “I hacked [affected party] but all I got was this lousy t-shirt” [18, p. 180].

2.2.3 Cyber Crisis Launches Cybersecurity on the Political Agenda

Meanwhile, the role of hackers in Dutch cybersecurity governance also received polit-
ical attention. In 2011, the Diginotar hack took place in the Netherlands, which was
considered as a “wake-up call” [20] that launched cybersecurity on the political agenda.
In this hack, the Dutch company Diginotar, which issues certificates for websites, was
hacked, and the reliability of a wide range of websites in the Netherlands was no longer
guaranteed. The hack was claimed by an Iranian hacker. This caused a major political
stir in the Netherlands, as a hack with such a concrete effect had never occurred before
[21].

This crisis led, among other things, to the establishment of the NCSC: a National
Cyber Security Center to coordinate national cyber threats. This crisis also encouraged
politicians to consider the role of voluntary hackers in promoting cybersecurity. A mem-
ber of parliament asked: “Is the minister prepared to investigate how the government
can improve the security of its computer systems with the expertise of hackers, without
the hackers suffering legal consequences?” [22]. In 2012, the Minister of Security and
Justice promises that this would be investigated [23].

2.2.4 The Introduction of a National Responsible Disclosure Policy to Tolerate
Hacking

In 2013, the Dutch government took the first step in a drawing up new policy regard-
ing vulnerability disclosure: the responsible disclosure guideline [24]. The guideline
explained how companies can draw up a responsible disclosure policy to promote coop-
eration with hackers. It was based on existing responsible disclosure policies of compa-
nies in the Netherlands and was essentially an encouragement of self-regulation between
hackers and companies. When drawing up this guideline, discussions were held with
hackers, journalists and researchers involved in the practice of vulnerability disclosure
in the Netherlands [18, p. 99].

By publishing this guideline, the Dutch government took a position: ‘ethical’ hack-
ing (as it was now referred to in House of Representatives meetings [23, 25] positively
contributes to society and this should be encouraged instead of punished. The Nether-
lands was the first country in the European Union to draw up a national responsibility
disclosure policy [26]. Yet, the guideline was critically received by the hacker commu-
nity because the criminal law frameworks for computer trespassing remained intact [27,
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28]. As such, the responsibilities for hackers and companies were out of balance: hack-
ers were only allowed to report vulnerabilities to companies with their own responsible
disclosure policy, while companies were only encouraged and not obliged to have such
a policy set up – thus hackers still faced a risk of being prosecuted. As a result, the initial
problem of unattended vulnerabilities remained effectively unresolved.

2.2.5 Lawsuit in 2013 as Breeding Ground for Responsible Disclosure Principles

In a criminal case in 2013, the jurisprudence regarding vulnerability disclosure was fur-
ther developed. In this case, a patient of a health institution noticed the (weak) password
of a doctor [18]. The password gave access to the computer system which contained
sensitive patient data. The patient reported the security breach to the institution, but he
did not receive a – in his opinion – quick response, after which he reported the leak to
the media. He invited a local television broadcaster and he downloaded (anonymized)
patient data as evidence. After publicizing the leak, the healthcare institution pressed
charges against this ‘hacker’ and the case appeared in court [29].

The central question in the lawsuit was: was this patient a whistleblower and did he
serve the public interest by reporting this leak to the media, or did he go too far? The
judge stated that three principles are important to assess whether the hacker disclosed the
security breach responsibly: did he act in the public interest? Did his action comply with
the proportionality principle, i.e. did the suspect not go further than was necessary to
achieve his goal?Anddid his action complywith the subsidiarity principle, i.e.were there
no other, less far-reaching ways to achieve the intended goal? According to the judge,
the hacker met the first principle: he served the public interest with his disclosure. But he
did not comply with the last two principles: the hacker could have given the organization
more time to respond to the vulnerability report before disclosing the breach publicly,
and he did not have to download patient data to report the vulnerability successfully.
Therefore, the hacker received a fine of 750 euros.

After this ruling, the principles of public interest, proportionality and subsidiarity
were adopted by the Public Prosecution Service in their policy on how to deal with
‘ethical hackers’ [30]. Within a criminal investigation, these three principles formed
the assessment framework for a ‘responsible disclosure’. Based on this policy, the Pub-
lic Prosecution Service has not prosecuted hackers whose hack complied with these
principles since 2013 [31].

2.2.6 NewGovernmental PolicyBalances theResponsibilities BetweenCompanies
and Hackers

In 2015, the House of Representatives criticized government policy: hackers should be
able to report vulnerabilities to companies without their own RD policy [32]. After the
evaluation of the responsible disclosure policy in 2015, which concluded that responsible
disclosure contributes to strengthening the digital resilience of the Netherlands [31], and
discussions with the hacker community [33], an updated version of the policy was pub-
lished in 2018. The original name ‘responsible disclosure’, indicating the responsibility
that hackersmust take to report vulnerabilities, was adapted to ‘coordinated vulnerability
disclosure’ (CVD), emphasizing the fact that both parties, the hacker and the recipient,
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must handle communication about the vulnerability responsibly. The principles of pub-
lic interest, proportionality and subsidiarity are now included in the policy. If a hacker
reports a vulnerability to an organization and works according to these principles, the
hacker is not punishable, even if a company does not have its own CVD policy.

2.3 From Tolerated Hacking to Hackers Recognized as Crucial Participants
(2019–2024)

The national policy provided new possibilities: hacking was allowed if hackers adhered
to the principles. As a result, hackers started to act in accordancewith the CVDprinciples
and policy. Based on the certainty that these principles and the jurisprudence provided,
hackers claimed their new role as an ally in cybersecurity governance.

In 2019, theDutch Institute forVulnerabilityDisclosure (DIVD)was founded.DIVD
is an organization of volunteers who voluntarily scour the internet for vulnerabilities.
DIVD hackers structurally violate the computer trespassing law when they search for
vulnerabilities. But because they work according to a code of conduct that includes the
CVDprinciples (serve the public interest, and stick to the proportionality and subsidiarity
principle), they manage to avoid prosecution. Furthermore, being part of an established
community increases the change a receiver of a vulnerability report takes the breach
seriously [34, p. 217].

DIVD researchers have played a central role within Dutch cybersecurity governance
in recent years. There are a number of gaps within formal Dutch cybersecurity gover-
nance: there is no central desk where information about security threats is received and
shared with all affected parties. The National Cyber Security Center coordinates and
shares security threats in the Netherlands, however, the mandate of the NCSC is limited
to only share information with ‘vital’ companies that are needed to keep the country
running, such as the electricity grid, water supply, and dikes. As such, non-vital compa-
nies and smaller organizations that are not protected by large cybersecurity companies
do not receive information about important cybersecurity leaks. These companies and
organizations are therefore disadvantaged, and moreover, the distinction between vital
and non-vital companies is becoming increasingly unclear due to chain dependency.

DIVD researchers and other hackers have played an important role in filling this gap
by scanning organizations for vulnerabilities and personally notifying them when their
system is vulnerable. In 2019, DIVD security researchers played an important role in a
major cybersecurity crisis caused by the Citrix vulnerability [18]. After a vulnerability
in Citrix software was discovered, DIVD researchers successfully notified the Dutch
organizations who were at risk of being attacked. The DIVD has also established the
Dutch Security Reporting Point together with private parties, whose goal is to distribute
security information to all organizations that do not receive information via the NCSC.

2.3.1 Institutional Recognition for DIVD Hackers

The DIVD researchers have a unique role in the cybersecurity network because they
are tolerated when they hack networks to find vulnerabilities if they adhere to the CVD
principles. No actor in the cybersecurity network, such as companies or governmental
organizations, is able to do this because hacking remains a violation of the law. ForDIVD
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researchers and other volunteer hackers, violating the law is now tolerated – under three
conditions – because they do their work independently, voluntarily, and without profit.

The crucial role of DIVD researchers in cybersecurity is increasingly recognized
by the Dutch government. The Dutch Safety Board concluded in their investigation of
the Citrix crisis that “voluntary security researchers played a crucial role in incident
response” (authors’ translation [35]). The role of DIVD hackers was also repeatedly
referred to as crucial and indispensable during ameeting of the House of Representatives
Committee on Digital Affairs [36]. Since 2022, the DIVD receives a temporary subsidy
to strengthen cyber resilience between actors in non-vital sectors.

However, the contribution of these hackers is on a voluntary basis, and therefore not
structurally guaranteed [35]. The Dutch government now has to find away to structurally
support the participation of hackers to guarantee the cyber security of the Netherlands, as
the country is partly dependent on their participation.Members of parliament have called
for a more formally embedded role of volunteer hackers in the cybersecurity network
[36]. Yet, it does not benefit cybersecurity to make DIVD a government agency, because
it would not allow them to continue hacking, as a government agency is not allowed to
structurally violate the law (ibid). Consequently, members of parliament requested the
government to set up a multi-year subsidy scheme to structurally finance “ethical hacker
collectives” [37].

3 Conclusion and Further Research: Lessons Learned
for the Governance of Disruptive Technologies

This article presented the role of Dutch volunteer hackers in attending the risks of
digitization. While the Dutch government took sides against the hackers in 1993 by
labeling hacking as a criminal act, nowadays the contribution of hackers is – to a certain
extent – embraced and encouraged. While volunteer hackers were initially considered
as an important source of the problem, now they are seen by the government and private
sector as an indispensable part of the solution. Dutch volunteer hackers currently play
a central role in cybersecurity and as such they make an important contribution to the
governance of digitization. What are the lessons that can be learned from this case for
the governance of disruptive technologies?

Firstly, that it is important to recognize the contributions of citizens to the gover-
nance of disruptive technologies, also when their contributions are not evidently ‘par-
ticipation’. This case demonstrates that a period of 40 years was needed for the Dutch
government and private sector to understand the severity of disruption by the digitization
of society and to establish the necessary institutions and policies to deal with this. Only
after a cyber crisis the Dutch government took concrete action, such as setting up the
National Cyber Security Centre, and started to re-think the role of hackers inmaintaining
cybersecurity. The potential of hackers in contributing to cybersecurity could have been
recognized earlier – after all, the positive contributions of well-meaning hackers were
already recognized within the computer science community in the 1980s. Therefore, the
contribution of citizens to the governance of digitization should be understood broadly
[8], so that it can be better recognized.
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Secondly, once citizen participation is recognized, the role of citizens in the gov-
ernance of disruptive technologies should be enabled and supported. In the case of the
hackers, the possibility to disclose vulnerabilities was seriously impeded since 1993
by the government and law enforcement. It was made quite impossible for hackers to
continue to search for and disclose vulnerabilities – if they did, they faced a prison sen-
tence – all the while fixing vulnerabilities turned out to be a central tenet to maintaining
cybersecurity.

The institutional context should therefore enable citizens to participate and realize
their potential in the contribution to the governance of digitization. Finally, this happened
in the case: the Dutch government, private sector, and the hacker community explored
the contribution that hacking could make to strengthening cybersecurity while acknowl-
edging the danger of hacking – after all, malicious hackers form the cybersecurity risk.
Additionally, also well-meaning hackers were not always considerate, as they would
disclose vulnerabilities publicly, causing extra damage to the vulnerable party. There-
fore, there was also a need for norms to guide the practice of vulnerability disclosure, to
indeed make it into a responsible practice. Nowadays, hackers can contribute to cyber-
security in such a way that the private sector and the government tolerate it. Hackers are
not free as they were once before 1993: they are allowed to participate, but only under
certain conditions. In sum, participation by citizens should be recognized and enabled,
and norms to guide responsible participation are needed to ensure good collaboration
between all stakeholders.

These two lessons are also valuable for the governance of other disruptive technolo-
gies. Existing (uninvited) contributions by citizens should be recognized, enabled and
supported. While in this paper the focus was on the role of citizens in the governance of
a technology that is already ‘in the world’, citizen participation could also be strength-
ened during other phases. Hopster [38] distinguishes four levels on which disruption by
technology may occur: the technology, artifact, application, or society level. Depending
on the disruption problem, ethical approaches to deal with it such as foresight or design
methods could include existing citizen participation, or invite citizens to participate. For
example, in participatory Value Sensitive Design approaches (e.g. [39]), end-users are
included in the design process of technology in order to anticipate its possible impacts.
Such approaches and others can support citizens in their various roles in the governance
of disruptive technologies.

The governance of disruptive technologies is a challenge. Citizens should not be seen
as obstacles to successful governance. Rather, their various unique and central roles in
the democratic society should be better recognized and supported so they can contribute
to maintaining the public interest in the digital society.
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Abstract. Artificial Intelligence, AI, has impacted the world, and in the market-
ing field, this impact is felt in the relationship with the consumer. Understanding
how consumer behaviour could evolve in the face of AI in marketing is essen-
tial so marketers can adapt to the new reality. AI is present in several industries
worldwide, and the topic goes far beyond robotics, which increasingly involves
people.

The Ph.D project aims to understand theAImarket inmarketing, the consumer
experience, the relationship between brands and their consumers, and future pur-
chasing intentions. The idea is to infer the future of brands and purchase intentions
through knowledge about behaviour.

This comprehensive theme will include developing a systematic literature
review, following the Prisma method and presenting all the steps for possible
replication. Qualitative and quantitative data collection and subsequent analysis
using appropriate software are also planned.

It is intended that each subdivision of the central theme can contribute
with exciting results, presenting meaningful discussions, individually and for the
general theme. It is also hoped that it can suggest future studies in this area.

The challenge of the study is more than presenting conclusions. It presents
them promptly when they still make sense and can contribute to marketing
professionals.

Keywords: Artificial Intelligence · Consumer Behaviour ·Marketing

1 Introduction

The business world has been impacted by digital transformation and AI. In Marketing,
this impact is strong, with the latest technologies being experimented with as part of the
process [1]. However, human-machine behaviour still requires understanding in a world
slowed down by computers [2].

The concept of AI, although current, is not new. Claude Shannon, John McCarthy,
MarvinMinsky, andNathaniel Rochester,mathematicians from the 1950s,were pioneers
in studying AI. Indeed, the 1956 Dartmouth conference is known as the birthplace of AI
[3].

Now, AI will evolve towards humanisation [1] and includes many research areas,
and its implementation varies across industries [4–8]. In this way, the effects of AI must
be broad and go beyond robotics [2].
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Studying the possible interventions ofAI in traditionalMarketingmethods represents
a great opportunity [1]. Therefore, the study intended to be carried out aims to know
consumer behaviour in the face of AI and understand their interaction. It also aims to
understand the AI market in marketing as a service that generates consumer experience
and what type of brand relationship may arise from this interaction. These inputs should
help predict the future of brands and how AI can influence the future of purchasing
intentions. Knowing these points better will help marketers with future strategies.

In this presentation of the project under study, a brief literature review will be
presented on consumer behaviour in the AI era. The work methodology intended to
be adopted will also be presented, as well as what is intended with the results and
discussions. At least some conclusions will be presented.

2 Literature Review

AI is impacting the interaction between consumers and brands, and there are not enough
studies on the experience of these consumers in this area [9]. Some studies identify the
need to explain the effect of anthropomorphism on AI [10] and analyse the influence of
emotional trust [11]. Also, more studiesmust evaluate and anticipate the affective impact
of the interaction between consumers and AI technology, especially the humanised one
[12]. In a technological world, it is necessary to understand the similarities between AI
and humans and how this similarity does not influence behaviour [13].

AI presents more information in a way that is accessible to consumers and impacts
the market and the relationship between companies and consumers [2]. Understanding
consumer behaviour when faced with different interactions with more innovative tech-
nologies is essential, as is understanding the effects these experiences have on brands
[6]. AI can help consumers search and select content or services that interest them. This
objective process combats information overload [2]. Ease and utility can be reasons
for adopting more innovative technologies [7]. However, AI is not simple, and its use
requires skills and knowledge to be genuinely beneficial [2].

AI has implications for the economy, market, and competition [2]. The economy is
based on information and how we manage it to our advantage. Knowledge has become
the path with data being provided through new technologies [14].

The future ofmarketswill be affected by the possible adoption ofAI to perform tasks,
increasing efficiency [7]. There are studies on the impact ofAI onmarkets and companies
[2]. Voice assistants, for example, are the source of some interesting conclusions, such
as the link between human characteristics, such as sincerity and consumer control and
satisfaction [15]. Consumers focus on functionality, emotion, and comparison to humans
when interpreting AI [16]. Despite existing studies, there is a need for broader studies on
the effects of AI for applications in specific markets such as retail or healthcare [2]—for
example, investigation of AI in physical shopping environments [17].

In a consumer experience using AI technology, engagement is positively mediated
by trust and sacrifice [9]. Trust always plays an important role, but interaction and
innovation also impact consumer loyalty to the brand [5]. With AI, companies can
have more personalised customer engagement [14]. It suggests analysing AI’s impact to
understand howmarketing strategieswill adapt, how consumer behaviourwill transform,
and how situations related to privacy and ethics will be managed [18].
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Consumers accept the use of AI in marketing but are sceptical about its ability
to influence their consumption [16]. Studies are needed to explore online consumer
behaviour and understand how interaction with AI impacts engagement, which can help
improve customer service and engagement with a brand [19].

AI has advanced and will bring challenges [2]. Automation and personalisation
will result from the use of AI in Marketing through the ability to predict consumer
purchasing intent [1]. It has been some time since the importance of knowing what
strategies consumers use when purchasing and how brands can use this information to
their advantage was identified [20]. Some AI parameters, such as purchase duration,
impact the purchasing decision [21]. So, AI can help market growth and help marketing
decision-making [2]. AI already impacts marketing, but it will have even more impact
in the future, so continued research is needed [18].

3 Method

In the initial phase, secondary research was conducted using available information on
articles published about consumer behaviour, marketing, and AI. At this stage, the need
for new studies was identified. Once the general need was identified, the study was
planned according to the following method.

The first phase will be the systematic review of the literature using the Prisma guide-
lines to make replicability explicit [22]. The model is divided into three phases that help
identify new studies from databases and records: identification, screening, and inclusion.
It is also possible to identify new studies provided through other channels [23].

The articles covered in the systematic literature review will be searched on the Web
of Science (WOS), which should include searching for two general topics: “Artificial
Intelligence” and “Consumer Behavior.” Articlesmust also be in the language “English,”
be of the “Article” type, and be in the area “Business Economics + Communication.”
The articles from this research will later be analysed by the VOSviewer software, which
will identify the bibliometric maps and define the clusters.

This review aims to obtain an overview of the topic and what the existing litera-
ture identifies. It analyses the relevance, research methodologies, relationships between
articles, and the most significant contributions and gaps that can be investigated in the
future. A systematic literature review will summarise each article’s themes resulting
from VOSviwer analysis, responding to the objective of contextualising the existing
literature on consumer behaviour in the face of AI.

The subsequent phases will study the humanised interaction between the consumer
and AI technology and understand trust. That aims to respond to and perceive how to
gain consumer trust in the face of AI and identify better ways of interacting with the
consumer using AI.

Furthermore, the study will analyse AI as a service in the market, thus trying to
identify the consumer experience and understand how AI will be a service in the market.
It also evaluates the relationship betweenmarketing and consumerswhenmarketing uses
AI. This evaluation can provide some inputs on how marketing can use AI to manage
consumer behaviour and create engagement, maintaining brand loyalty using AI.

Finally, in the last phase, the aim is to identify the future of brands and how AI can
intervene in future purchasing intentions, clarifying the future of brands in AI.
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A quantitative study will be carried out to respond to these goals. The data will
be statistically analysed using the IBM SPSS Statistics software and similar software.
That software is typically used for statistical tests [24]. However, mixed methods are
planned to be used in the last phase. In other words, there will be a qualitative and
quantitative investigation. In this case, as the topic covered will be the future of brands,
knowing the consumer’s perspective and that of professionals is important. In addition
to the consumer perspective, understanding marketers’ perspectives will provide a more
comprehensive view of AI in this sector [16]. Therefore, a qualitative part is expected
in the form of in-depth interviews with marketing or AI professionals. The quantitative
part will address only consumers.

The literature review on the topics covered will help define the questions used in
the online questionnaire chosen to collect data. The online survey will be distributed
conveniently. This type of sample will have to be analysed critically due to the possi-
bility of bias [25]. The data will be processed and adequately analysed, considering the
parameters of each theme. The created database may be used for one or more phases.
The analysis and interpretation of data aim to present possible responses to research
questions.

4 Results

As mentioned in the previous chapter, appropriate software will analyse the results.
WOS will be used for research (namely, in a systematic literature review). This

prestigious database contains 1.9 billion cited references, 85.9 million records dating
back to 1900,more than twenty-one thousand peer-reviewed journals, 17.2million open-
access records with full-text links, and 254 categories of subjects in the sciences, social
sciences, arts, and humanities [26]. Scopus database will also be used.

Onlinemeanswill be used to obtain data by doing the questionnaires or disseminating
it on various platforms (e-mail, social networks, and others) to obtain as many answers
as possible.

Specific software will be used to process data, whether textual or numerical.
VOSviewer, Scispace, and IBM Statics - IPSS are planned at this stage. However, like
Mendeley, other software and complements may be used.

5 Discussion

The study’s results are expected to be adequately analysed considering the objectives.
The defined goals are: contextualise the existing literature on consumer behaviour

in the face of AI; perceive how to gain consumer trust in the face of AI; identify better
ways of interacting with the consumer using AI; understand how AI will be a service
in the market; apprehend how Marketing can use AI to manage consumer behaviour
toward brands; realise how to create engagement and maintain brand loyalty using AI;
and, at least, clarify the future of brands in an AI era and how to maintain purchasing
intentions.

The information obtained to respond to the first six objectives will contribute to
responding to the last objective. In short, knowing consumer behaviour in the face of
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AI, the AI market, and the use of AI in marketing is a complementary way of predicting
the future of brands and purchasing. After answering the seven objectives, we will have
a broader knowledge of consumer behaviour in this more technological era, and it will
be possible to draw meaningful conclusions for the future of marketing.

6 Conclusion

In this digital era, AI is increasingly part of our lives, and the topic is increasingly being
debated.

With new studies being published and journalists worldwide trying to explain to the
public what IA is, speculation is an ally of ignorance. In this way, scientific studies,
despite racing against time, in a process intended to be careful but on a topic that does
not wait, is challenging but also necessary.

Scientific knowledge can and should use AI tools to its advantage, judiciously and
without forgetting the critical capacity of the researcher, which gives him a character
that is not only human and empathetic but also with the perspective that matters, the
human perspective.

Since the project extends over several months and considers the speed of innovation
in current software, tool choices may change during the project.

At the current time, the project is already in the systematic literature review phase,
and it has already been possible to verify that in the space of about two months between
an initial search and a final search for articles, the level of citations has increased, which
causes a different bibliographic coupling result. Consequently, the inputs taken and
the interests of the topics to be addressed may differ throughout the project, and new
intentions for future studies may emerge. This living wheel of information in a machine
that is constantly being fed produces innovation and knowledge.

The conclusions of the Ph.D project presented here will be as broad as possible and
certainly as different from current reality as the time they take to be published. The
challenge of the study is more than presenting conclusions. It presents them promptly
when they still make sense and can contribute to marketing professionals.
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Abstract. Recently, Large Language Models (LLMs) have begun to be
used in a wide variety of domains, marking their entry into the domain
of recommender systems. Several approaches have been proposed to inte-
grate LLMs into the recommendation process. One particularly promis-
ing approach is a two-stage system where a traditional recommender is
first used to generate a candidate set, followed by an LLM acting as a
ranker to refine the order of the top-k suggestions. This paper investi-
gates how the results of training such an LLM ranker can be influenced
by incorporating different side information about the candidates. The
implications of these modifications are explored through a case study,
with the results pointing to a consistent improvement of the retriever’s
performance due to the action of the LLM ranker.

Keywords: large language models · recommender system · llm ·
ranker · item side information

1 Introduction

The advancements in natural language processing, the emergence of new neural
network architectures like Transformers [9] and the development of Large Lan-
guage Models (LLMs) have led to other fields within artificial intelligence starting
to explore and incorporate the potential benefits offered by these models trained
on large datasets. This spans from computer vision [3] to recommender systems
(RS) [7].
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In the field of recommendation, studies have begun on how to complement
conventional recommender systems with LLMs [5] to address existing issues or
propose new approaches to enhance their efficiency in specific contexts.

Nonetheless, the integration of these models and the new proposals are still
very recent, and there is still a need to explore new ways to apply these LLMs
in recommender systems [4]. Moreover, it is crucial to verify that they indeed
lead to better results and under what circumstances.

Some preliminary studies [1] begin to explore the impact of this, generally
focusing on addressing the shortcomings of recommender systems such as cold
start and the initial scarcity of user data when relying on the LLM’s knowledge.
However, these models perform well in cold start scenarios (where users have
little or no prior interactions) but do not outperform conventional recommender
systems in a warm start scenario (where users have many previous interactions
with items of the system).

Hence, new approaches have emerged, such as LlamaRec [11]. This work pro-
poses a two-stage hybrid model that combines a retriever, which can be any con-
ventional recommender system, with a ranker that reorders the results obtained
in the first stage using LLMs like LLama 2 [8] trained for this ranker task. The
aim of this work is to evaluate its performance against state-of-the-art recom-
mender algorithms, showing promising results.

However, it is necessary to continue exploring such approaches under differ-
ent conditions. For these reasons, in this article, we review the work conducted
in [11] and the proposed approach. We reproduce some of its results and present
the development of a case study to explore the inclusion of complementary infor-
mation to find new ways of improving rankers.

The article is structured as follows: Sect. 2 shows the recent approaches to
integrating LLM into recommender systems; Sect. 3 shows the characteristics of
the rankers in a two-stage approach such as LLamaRec [11] and explains the case
study and the methodology used to evaluate modifications in the training data
of the rankers; Sect. 4 describes the results obtained after including this data;
and finally, Sect. 5 discusses the main findings of this study and the conclusions
drawn from this research and the future research lines to explore.

2 Background

2.1 Large Language Models for Recommendation

In the field of recommender systems, numerous studies are emerging aiming to
utilize LLMs to enhance these systems. Such has been the interest that several
literature review papers have been presented [2,7,10,12] with various approaches
to classify the existing methods to date.

The work of Lin et al. [7] explores two main questions: where to employ LLMs
for RS within the entire process and how to do so with two orthogonal taxonomy
criteria: whether to freeze the parameters of the LLM and whether the process
should utilize conventional recommender models (CRMs) as support.
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This work is very interesting as it shows how it is now possible to apply
LLMs in different stages of the recommendation pipeline: (1) feature engineer-
ing, (2) feature encoder, (3) scoring/ranking function, (4) user interaction, and
(5) pipeline controller. Our work primarily focuses on applying LLMs in the
scoring/ranking stage, as it is the core part of a recommender system.

On the other hand, various studies are highlighted that either utilize CRM
in the recommendation process or not. Additionally, it presents works that use
LLMs with frozen weights and others that opt for fine-tuning them, as seen in
the TALLRec study of Bao et al. [1], one of the recent works yielding good results
in this field.

2.2 Incorporating CRM to the LLM Approach

Some of the results emerging from the recent literature on LLMs applied in
recommender systems [2,7,10,12] suggest that one promising approach is to
employ CRM alongside LLMs to achieve better results. This can be realized
through a hybrid approach. Within the studies following this approach, two
notable works are LLamaRec [11] and A-LLMREC [6].

Based on sequential recommendation, LlamaRec proposes a two-stages rec-
ommendation framework integrating both retrieval and ranking stages, imple-
menting a id-based sequential recommender as retriever and designing a LLM-
based ranker algorithm. Experimental results on benchmark datasets show that
LlamaRec consistently outperforms baseline methods and also the proposed ver-
balizer is able to improve the time and memory usage when a LLM is employed
in the recommendation pipeline.

In the case of A-LLMREC an all-round LLM-based recommender system is
proposed, laveraging collaborative knowledge from pre-trained collaborative fil-
tering recommender CF-RecSys systems and textual knowledge for item descrip-
tions, mainly on cold start, few-shot or cross-domain scenarios. In order to do
this work proposes a two-stage approach: in the first stage, the system align
the items from a frozen CF-RecSys, which is model agnostic and allows any
system to be integrated, with the text embeddings obtained from pre-trained
Sentence-BERT model, in the second stage the user representation and the tex-
tual knowledge onto the token space of the LLM, allowing the LLM to directly
utilize the collaborative knowledge for the recommendation tasks.

Both of these systems are made up of two stages in the recommendation pro-
cess. The first is the use of CRM systems and the second is the implementation
of the LLM in a recommendation task.

3 Case Study

In this section we will explain the LLamaRec approach and our proposed mod-
ification of this approach as a case study.
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3.1 LLamaRec: Two Stage Recommender System

LlamaRec [11] is a two-stage framework based on LLM for ranking-based rec-
ommendation and its main operation is described in the Fig. 1.

Fig. 1. Main diagram of the two steps LLamaRec approach

The first stage (left side of the Fig. 1) involves retrieving a series of candidates
from the user’s history using a sequential CRM (LRU, NARM, among others)
previously trained. This provides an initial retrieval of good candidates that will
subsequently be reordered in a second stage: the ranker stage. In the second
stage, the user’s interaction history and the candidates retrieved in the first
stage are converted into a prompt instruction text, which will be provided as
input to an LLM (e.g. LLama 2) acting as a ranker. This LLM is trained to
provide a response with a single token corresponding to the candidates shown in
the prompt (A, B, C, etc.). However, to function as a ranker, a component called
a verbalizer is used, which only retrieves the probabilities for each of the valid
tokens (A, B, C, etc., depending on the case), and these probabilities establish
a new order for the provided list (as shown on the right side of Fig. 1).

In the second stage, when converting items to text, it is possible to decide
what information to include, with the title and year being chosen in the original
work of LLamaRec for the Movielens dataset. In this case study, we aim to
exploit the possibility of including more information that could allow the ranker
to establish a better order of the final candidates. At this point, certain trade-
offs need to be considered since the input context window of these models is
limited and it is not possible to include all item information, thus requiring only
the most relevant to be included. In the original work, in order to optimize the
input length, the authors reduce the maximum amount of retrieved items to 20.
This is performed for both, history and candidates items.
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3.2 Proposed Modification

After reviewing this approach, it is proposed to answer the following research
question:

– RQ: Including side information of items we obtain different results in the
recommendation task?

The main hypothesis is that the richer the description provided in the prompt,
the easier it will be for the LLM to identify the best candidates. Therefore, it is
proposed to introduce item information in the training and inference process of
the ranker. This information is usually available in the items and depends on the
domain; therefore, for each of the datasets used in the original work (ml100k,
beauty, and games), the item information has been obtained and added in the
prompt construction. Since item information can be extensive (e.g., many tags for
a movie) and the context length is limited, it is necessary to select only a limited
amount of data from the item (in the proposed case study, 3 more descriptive
tags of the available items). The LRU algorithm proposed in the original work
has been trained as a retriever for each dataset with the best hyperparameters
after a grid search (dropout = 0.5 and decay = 0), and the ranker has been
trained including the additional item information mentioned for each dataset.

4 Results

Both the training results and all the hyperparameters used are documented in the
following Weight&Biases1 record of the experiments. Table 1 shows the results
for each dataset and for each algorithm, presenting both the results reported
in the original work and those obtained in the experiments conducted in this
case study. The metrics are MRR (M), NDCG (N) and Recall (R) at different k
values.

Table 1. Results reported on LLamaRec research paper and the results obtained on
the case study adding the side information

ML-100k Beauty Games

LRU LamaRec LRU* LLamaRec* LRU LamaRec LRU* LLamaRec* LRU LamaRec LRU* LLamaRec*

M@5 0.0390 0.0440↑ 0.0427 0.0439↑ 0.0376 0.0385↑ 0.0399 0.0394↓ 0.0533 0.0600↑ 0.0496 0.0564↑
N@5 0.0468 0.0543↑ 0.0523 0.0529↑ 0.0435 0.0450↑ 0.0462 0.0460↓ 0.0650 0.0714↑ 0.0599 0.0679↑
R@5 0.0705 0.0852↑ 0.0819 0.0803↓ 0.0614 0.0648↑ 0.0657 0.0660↑ 0.0966 0.1061↑ 0.0915 0.1032↑
M@10 0.0491 0.0529↑ 0.0483 0.0509↑ 0.0417 0.0428↑ 0.0435 0.0432↓ 0.0598 0.0671↑ 0.0564 0.0632↑
N@10 0.0705 0.0759↑ 0.0658 0.0701↑ 0.0533 0.0554↑ 0.0551 0.0552↑ 0.0800 0.0887↑ 0.0766 0.0846↑
R@10 0.1426 0.1524↑ 0.1229 0.1344↑ 0.0916 0.0971↑ 0.0930 0.0947↑ 0.1463 0.1599↑ 0.1432 0.1551↑
(*) case study results with side information in the ranker stage.

The table shows the results reported in the original LLamaRec paper in the
first two columns for each dataset and on the right, in the third and fourth
1 Report: https://short-link.me/Eh9t.

https://short-link.me/Eh9t
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columns for each dataset, the experiments performed in this work are shown. It
has been marked with an up or down arrow if the LLamaRec ranker improves
LRU results.

Regarding the LLamaRec approach, according to the data reported in the
original paper, this approach consistently improves retriever results.

In our approach using retriever with the aforementioned hyperparameters,
we consistently achieve improvements in the ML-100k and Games datasets, but
not in beauty. It is possible that the labels in that dataset have added noise and
do not add useful information for the ranker to perform better.

From the results we can see that the ranker is a good way to slightly improve
the results offered by a CRM. As for adding extra information, no better results
have been achieved than those reported in the original paper. Finally, it is also
possible to see that the final results are very much conditioned to the retriever’s
performance.

5 Conclusions

This paper has reviewed the main ways to apply LLMs to recommender systems,
specifically focusing on studies that combine CRM and LLMs. LLamaRec’s work
has been highlighted as a highly promising approach, and a case study has been
proposed to examine how the inclusion of item information affects the ranker
stage.

After experiments it has been proven that the LLamaRec approach consis-
tently improves retriever performance even when side information is used. On
the other hand, no better results than the original paper were achieved by includ-
ing side information, although there seems to be a strong conditioning on the
retriever results, and more research and experiments are needed in this direction.

As future work, various lines are proposed, such as: using LLama to generate
this information if it is not available or is very long, as was the case with article
or videogame descriptions. On the other hand, it is possible to use new models
(e.g. Llama 3) with a larger context window.

Acknowledgments. We would like to thank the authors of LLamaRec for their work
and for openly sharing the code of their experiments, which made this study possible.
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Abstract. Looking for free parking places in cities is an increasing con-
cern impacting drivers in terms of time, costs and health and also envi-
ronment in terms of gas emissions and air quality.

To contribute to improve this scenario, it is proposed framework to
collect data from sensors in order to report the available parking places
and air pollution information. An application was developed as a Proof-
of-Concept (PoC) collecting data from sensors to for air quality analysis.
This application will report the parking lot locations and their respective
air quality data by taking into account the respiratory conditions of each
individual.

This work can contribute to the air quality in parks and respiratory
health of the population. It’s also important to highlight improvements
in mental health, often affected by the stress and frustration associated
with the inability to find parking spaces.

Keywords: parking · air quality · pollution · IoT

1 Introduction

When looking for free parking places in a city, drivers often experience long
waiting queues, uncertainty about the availability of parking spaces, concerns
about indoor air quality, and, in a new town, a need for more knowledge about
the locations of potential parking cars. This work presents an innovative app
designed to address and resolve these issues.

To overcome the issues above, this work explores the use of IoT to provide
users with real-time information. It aims to report parking cars available in vari-
ous cities in Portugal, along with the number of available places. This will enable
users to make more informed decisions, thus saving them time and reducing the
stress associated with waiting in queues.

Once parking spaces are available, drivers need to know the path to them.
Hence, it is interesting to show the location of each parking lot. This is expected
to improve the air quality and individuals’ mental health. This way, it is possible
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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to avoid unnecessary trips in search of parking cars, which often prove unsuc-
cessful, thereby reducing the constant emission of pollutants along these routes
and avoiding significant stress and frustration.

Considering that respiratory diseases are quite dangerous and require special
care, it is of greater interest to take care of public health. Therefore, by using
sensors that measure the levels of gases in the air, better management of ven-
tilation systems can be achieved to reduce these quantities, thereby improving
air quality, benefiting energy consumption, and reducing the overload associated
with ventilation systems.

This paper is organized into five sections. Section 2 presents the state-of-the-
art review. Section 3 presents the used architecture. Section 4 shows the data and
how everything was done. Section 5 shows the obtained results. Finally, in Sect. 6,
conclusions are drawn, followed by the introduction of future work guidelines.

2 Related Work

This section reviews the literature on air monitoring and parking solutions and
compares them with the built application. Knowing that constant exposure to
air pollutants can be hazardous to public health, especially to the respiratory
system [1] and cardiovascular [2], the main goal of the present work was to install
or make use of existing sensors in the parking cars to gather information about
the pollutants existing in each park and, once the data was collected, it was
essential to know if those values were acceptable or not to public health. [3]
presents an air pollution monitoring solution supported by IoT. It describes how
data gathering and analysis could be done using that architecture, making it
possible to input accurate and reliable data into the database.

3 Architecture

The proposed application architecture is committed to modular design, scal-
ability, and operational efficiency. Utilizing a microservices approach, distinct
functionalities such as data simulation, MQTT protocol-based message han-
dling, and data storage are encapsulated within Docker containers. This design
ensures independent operation of each component, streamlining development,
deployment, and scalability processes.

The adoption of the MQTT protocol for data transmission is driven by its
lightweight features and efficiency, pushing it well-suited for simulating sensor
data in a parking lot scenario. Simulated sensor data is transmitted through this
protocol, facilitating rapid and reliable communication between sensors and the
receiver. Additionally, the RabbitMQ message broker is integrated into the archi-
tecture to enhance the system’s reliability and asynchronous messaging capabil-
ities. RabbitMQ acts as a central hub, efficiently managing the communication
flow between the sender (simulated sensors) and the receiver (data storage),
further contributing to the robustness of the overall architecture.
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Docker containers are instrumental in achieving encapsulation, portability,
and scalability objectives. Each component, such as data simulation, RabbitMQ,
and data storage, resides within its Docker container. This approach simplifies
deployment and ensures a consistent runtime environment across diverse deploy-
ments, mitigating potential compatibility issues. Docker volumes are employed
to store sensor data in an Excel file for persistent data storage. This strate-
gic choice leverages Docker’s persistent volumes alongside Excel’s familiar and
user-friendly format, facilitating straightforward and reliable data management.

To further increase the data analysis effectiveness and visualization, a Proof
of Concept (PoC) of the framework was implemented to read stored sensor data
and generate graphical representations. This separation of concerns allows for
the utilization of specialized tools or libraries in creating charts or graphs, con-
tributing to a robust solution for data analysis.

In conclusion, the proposed architecture combines the flexibility of microser-
vices, the efficiency of the MQTT protocol for data transmission, the reliability
of RabbitMQ as a message broker, and the encapsulation benefits of Docker
containers. Each architectural choice serves a specific purpose in achieving the
overall objectives of the application, making it a well-rounded system for simu-
lating, storing, and visualizing sensor data from a parking lot.

4 Experimental Work

The implementation of a PoC of the framework required reviewing the literature
about the state of the art. Moreover, it is essential to understand how to oper-
ate them. Thus, after evaluating the existing methodologies and technologies it
was possible to implement the proposed framework. However, since no sensors
were available for testing, it was necessary to define algorithms simulating the
operation of the sensors. Therefore, these implementations were implemented
using the Python programming language [4] and some of its libraries, such as
the Numpy library [5].

With the data acquisition completed, creating a new application capable
of analyzing the received data was necessary. Thus, once again, using Python,
an algorithm was designed to meet these needs. However, for this algorithm
to receive the data, it was necessary to implement a message exchange system
between applications, and it was decided to use microservices.

The evaluation of Docker [6] and RabbitMQ [7] made it possible to set up
both the algorithms and the protocol, thus achieving the expected result: real-
time data acquisition and analysis through designated sensors.

To complete the framework, another algorithm was defined. However, in this
case, it required using an Excel file provided by the data receiver. Using that
file, the data was utilized to produce graphs to facilitate and enhance data
visualization, making it more accessible and organized.
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5 Results and Analysis

After the implementation of the PoC, experiments were run, and results will be
presented and discussed.

First of all, the main goal of this application was to gather information about
air quality using sensors. As a result, the expected results were to receive and
store that information and check if it was correct. As mentioned, using the imple-
mented architecture, data gathering was successful, and, using an algorithm,
according to the data depicted in Fig. 1.

Fig. 1. Simulated data

After gathering the data, implementation, and evaluation, the next stage
was to analyze data and produce graphs to streamline visualization aspects. A
new algorithm was implemented, and the results were obtained successfully, as
presented in Figs. 2 and 3.
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Fig. 2. Temperature graph

Fig. 3. Humidity graph

6 Conclusions and Future Work

The gas emissions in parking cars and the associated health risks raise signif-
icant concerns, highlighting the importance of innovative solutions to monitor
and mitigate these impacts. The implementation supported by technologies such
as Docker proves crucial, leveraging its encapsulation, portability, and scalability
properties. Docker scalability is vital for streamlining development, deployment,
and consistent maintenance across diverse scenarios, providing a robust founda-
tion for complex systems. Furthermore, incorporating IoT devices to enhance the
lives of societies underscores the pursuit of technological solutions that address
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immediate issues, such as efficient parking management, and contribute to the
overall quality of life. This highlights the relevance of technological progress in
promoting community well-being.

Future paths for this work may include integrating other sensors on parking
area availability, such as cameras and IoT [8] devices for live data. For that, it is
also essential to expand the capability of the services and adapt the algorithms
to access more data and analyze it without errors.

Additionally, integrating this work with a mobile application should be con-
sidered to allow society to access air quality data and parking cars availability
on their favorite parking cars. Cameras would help the park administrators have
better control of their parks.
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Abstract. The article proposes to develop a computational architecture using
gamification and project-based learning as active teaching methodologies to
encourage and motivate students against their lack of interest and engagement
in their education. The intention is to make them the main actors in the learning
process, getting them involved in this environment and, consequently, improving
their academic performance. To do this, teachers, with the help of an AI, will
prepare tasks for students that will be answered on a playful, inclusive, collab-
orative and immersive platform. This platform allows the group, as a whole, to
interact, participate and cooperate due to the progression of their knowledge.With
data from student responses, the architecture also uses neural networks to iden-
tify patterns in the data and return the metrics to teachers, supporting teacher’s
decision-making in creating study strategies adapted to their needs. Students in
their difficulties.

Keywords: Artificial Intelligence · Gamification · Education

1 Introduction

The contemporary educational scenario demands new approaches to captivate and moti-
vate students. The traditional teaching model, characterized by expository and passive
classes, does not keep up with the demands of the current generation, resulting in a lack
of interest and lack of engagement [1]. Studies prove that motivation is fundamental to
successful learning. Vieira [2] states that “motivation is the decisive element in the learn-
ing process” and that “the teacher will not achieve effective learning if the student is not
willing to make efforts to learn voluntarily”. Faced with this reality, this work proposes
an innovative solution that integrates gamification, project-based learning (PBL) and
artificial neural networks (AI) to assist in strategic and pedagogical decision-making.

The main objective is to transform the learning experience into something playful,
collaborative and participatory through a computational architecture, taking advantage
of the benefits of AI to stimulate students and contribute to improving their academic
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performance. To achieve this objective, data was collected from 39 students from the
4th to the 9th year of elementary school of the investigated educational institution. Data
analysis reveals two worrying patterns: the drop in academic performance over the years
and the inertia of performance, highlighting the need for new strategies to motivate
students. The article is divided into five chapters: the first contextualizes the problem
and presents the objective of the article; the second chapter presents the literary review
that is the theoretical basis for the development; the third is about the development of the
computational architecture itself; the fourth, presents results achieved by development;
and, finally, in the fifth chapter, the conclusions.

2 Study Review

2.1 Gamification

To deal with the general lack of interest in some daily activities, including learning,
institutions are looking for playful strategies to increase engagement and student perfor-
mance [3]. Gamification is one of these strategies, defined as applying game mechanics
in scenarios outside of games. In education, gamification allows the creation of “learning
spaces mediated by challenge, pleasure and entertainment” [4, 5]. Gamification differs
from games by taking rules into account and using elements outside the context of the
game as a whole. Among these elements are scoring systems, levels, badges, feedback
and ranking among players. When used well, this learning methodology appears as a
good alternative to the current teaching model [6].

When participating in gamified activities, students are not merely passive recipi-
ents of knowledge but active protagonists of their own learning. They are encouraged
to make decisions, solve problems and apply knowledge in situations that facilitate
the retention and transfer of knowledge to different contexts. Gamification also allows
students to receive feedback that contributes to self-regulation and continuous improve-
ment in learning. Furthermore, through reward systems, scores and rankings, students
can understand their progress over time and identify improvement areas. Gamification in
education seeks to create a playful, collaborative and participatory learning environment,
which contributes to increasing student motivation and engagement [7].

2.2 PBL Methodology

To understand the relationship between learning efficiency and study methods, psychia-
trist William Glasser concluded that the best learning methods were those that involved
the student in active participation in their process, leaving aside passive models that
focus only on maintaining the content learned is “memorized” without using it in a
practice in which the student becomes the main actor [8]. Glasser’s study then produced
the well-known “Learning Pyramid”, which indicates the percentage of efficiency a
learning method has on the content retained by the student. The pyramid (see Fig. 1) is
divided into two main learning groups: passive, which has a low degree of effectiveness
in its learning methods, and active, which has a high degree of effectiveness in retaining
content.



Gamification, PBL Methodology and Neural Network 433

Fig. 1. Learning Pyramid by William Glasser.

Thus, as a proposal to increase learning efficiency, active learning methodologies
emerged. One of these methodologies is Project-Based Learning (PBL) [9], which com-
plements gamification by placing the student as the protagonist of the learning pro-
cess. Specifically, the PBL methodology focuses on relevant and collaborative projects,
which stimulate autonomy, contribute to developing skills and knowledge relevant to
the job market, improve collective work collaboration [10], and increase creativity and
development of students’ critical thinking [11].

2.3 Neural Network

Since the discovery of the cellular structure of the nervous system at the end of the 19th
century, the brain has attracted a lot of attention around the world and, thanks to this,
in 1960, the term “neuroscience” emerged to represent a specific discipline studied by
scientists. From different areas of knowledge, such as biology, psychology, medicine and
physics, all of them collaborating in a more integrated way to understand the functioning
of this highly complex, non-linear and parallel “computer” [12].

These studies discovered a constituent structure of the brain, neurons, which are
organized to carry out certain processes more quickly than current computers. As exam-
ples of these processes, the brain takes around 100 to 400 ms to recognise familiar faces
and, in circumstances of intense heat stimulation, such as placing the hand on fire, the
brain receives this information and begins the movement of removing the hand in less
time. 100 ms. Since then, Artificial Neural Networks (AI), inspired by the function-
ing of the human brain [13], have been widely used in the field of pattern recognition.
Thus, they have demonstrated great effectiveness in tasks that involve identifying and
classifying patterns in data and are suitable for dealing with problems in which the rela-
tionship between input data and output is complex or nonlinear. This is due to its ability
to learn hierarchical and abstract representations of data, which has evolved since its
first presentation in massive amounts of different types of learning. This is to allow the
identification of discriminative characteristics in different contexts and needs.
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2.4 Preliminary Aspects

Following these principles and observing the benefits they bring, combining them with
a system proposal is a step towards achieving the defined objectives of the work. That is,
combining gamification to motivate students and keep them engaged by understanding
their evolution, together with the PBL methodology to give the student a collaborative,
cooperative and active experience so that there is a feeling of belonging and mutual
advancement within the same project; and, finally, neural networks, which help teachers
identify patterns and analyses for better decisions in the educational direction of a group
of students [14].

3 Architecture Development

Following these principles and observing the benefits they bring, combining themwith a
systemproposal architecture (seeFig. 2) is a step towards achieving the definedobjectives
of thework. That is, combining gamification tomotivate students and keep them engaged
byunderstanding their evolution, togetherwith thePBLmethodology togive the student a
collaborative, cooperative and active experience so that there is a feeling of belonging and
mutual advancement within the same project; and, finally, neural networks, which help
teachers identify patterns and analyses for better decisions in the educational direction
of a group of students.

Fig. 2. Final system architecture.

In addition to user interfaces, there is a need for communication with third-party
resources (for example, GPT Chat API). Communication occurs through an API devel-
oped in NodeJS located on the main server for this interoperability between systems.
The choice to use an API in this way was precisely due to the need for resources to be
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“spread” across several “connection points” that use different technologies and, there-
fore, different interfaces, but both with the ability to make HTTPS (Hypertext Transfer
Protocol Secure) requests (see Fig. 3).

Fig. 3. Representation of the project’s interoperational communication.

The communication with the GPT-3.5 Chat API is through an HTTPS request with a
fixed structure: “Please generate a question with the theme ‘theme chosen’ returning the
question in JSON format. The question will be returned as ‘title’; its difficulty from 0
to 2 as ‘level’; 4 alternatives to answer the question as ‘alternative1’, ‘alternative2’; and
the index (starting at 1 and not 0) of the correct alternative as ‘correctAlternative’” and,
in this way, in addition to allowing the use of other “ends” other than just the GPT-3.5
Chat (changing only the route and request authentication) will already be in the correct
structure to be saved in the database (see Fig. 4).

Fig. 4. ChatGPT API JSON returns with the correct structure of question.

As said, the expected answer is the fixed structure above for saving in the database,
however it is simple to scale this answer to larger content such as additional texts for the
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questions. Also, there is the possibility of adapting the number of responses per request
in order to keep the ChatGPT API price as low as possible.

The other access interfaces developed in Vue (web), Godot and Roblox (native)
communicate by making requests to the server that “orchestrates” interoperability.

3.1 Use Cases

The system is divided between 3 types of users: administrators, students and teachers.
Although the administrator user type exists, it will not be described in detail in this
chapter, and its actions are restricted to the creation of institutions and users. Students
and teachers are the main actors and have other more specific actions related to the work
proposal, which are:

• View individual and collective analysis of students in their subjects (teacher);
• Register new tasks (teacher);
• View student performance in their subjects (teacher).
• Carry out proposed tasks (student);
• View performance history in subjects (student);
• Redeem rewards (student).

3.2 Implemented Neural Networks

Our system utilizes two supervised learning neural network models. The first, developed
in TypeScript with Brain.js, analyzes student performance data (response time, question
difficulty, answer correctness) to identify performance trends and generate personalized
reports. This basic Perceptron (neural network model) with a single hidden layer uses
the Backpropagation algorithm and Stochastic Gradient Descent (SGD) optimizer for
training (Fig. 5).

Fig. 5. Example of Perceptron neural network model with one hidden layer and three inputs.

The second model, developed in Python using PyTorch, classifies the difficulty
of teacher-generated questions based on a predefined set. This model also leverages
Backpropagation for training, but employs the AdamW optimizer.

Both are based on the Perceptron model that mimics the behavior of biological
neurons. It receives input signals, processes them using a weighted sum, and generates
an output signal based on a threshold activation function. Both neural network models
are available in the project’s GitHub repository: (Filipe William, André Moraes, Igor
Ribeiro, 2023): (https://github.com/FilipeWilliam/TCC).

https://github.com/FilipeWilliam/TCC
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4 Results Achieved

The results achieved were obtained through four different experiments. Each of them
implemented a new functionality in the system to improve the proposal and improve
previous experiments. To begin the experiments, ten records were separated from the 39
available notes of the investigated institution. These ten records simulate the grade of
ten students in an activity with ten questions. The lowest grade is 0, and the maximum is
10. The data was treated before being used because they were true notes and, therefore,
were not made up of only whole numbers, so any decimal note greater than “.5” was
rounded to the nearest largest positive whole number. In contrast, the smaller ones were
rounded to the nearest positive integer (see Fig. 6).

Fig. 6. Rounding of averages used in student tasks.

After processing the students’ averages, the average time spent on each question and
their difficulty were randomly generated to generate student metrics (see Fig. 7).

Fig. 7. Averages used in student tasks.

4.1 First Experiment

In the first experiment, an interface was implemented that allowed teachers to register
tasks consisting of questions and answers, using OpenAI’s ChatGPT-3.5 API to generate
questions. The teacher started the process by registering a task and being able to choose
between registering it manually or generating questions based on a provided topic. In
the case of automatic generation, the teacher interacts with the AI, providing the desired
topic. Due to financial limitations, the API was adapted using the free OpenAI service to
generate many questions with 4 alternatives and difficulty levels. These questions were
stored in a database, and upon receiving the topic from the teacher, they were retrieved
and displayed randomly.

Before completing the task registration, the teacher could modify the generated
question, adjusting the question, alternatives, correct alternatives, and difficulty. Once
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registration was completed, the task was displayed on the to-do list for students enrolled
in the course. After answering a question, the student received feedback. If the answer
was incorrect, the wrong alternatives were visually deactivated, highlighting only the
correct one. An encouraging message was displayed in a pop-up if the answer was
correct. Furthermore, in cases of consecutive correct answers, additional messages were
presented in the same pop-up, encouraging the student to stay focused (see Fig. 8).

Fig. 8. Task response screen.

4.2 Second Experiment

In the second experiment the focus was on optimizing the process of teachers creating
tasks and understanding the patterns behind difficulty attribution. Instead of relying on
ChatGPT-3.5’s suggestions, a single-neuron neural networkwas implemented to identify
patterns in questions and categorize their difficulty levels.

To bridge the gap between human language and computer processing, the Google
BERT natural language processing (NLP) algorithm was employed. BERT essentially
acts as a translator, converting questions from human language (English in this case)
into a format that the neural network can understand. This allows the network to analyze
the content of each question, including the words and their relationships.

However, a significant challenge arises with increasing reliance on data: the neural
network can become biased towards frequently occurring terms in questions, leading to
inaccurate difficulty categorizations. To mitigate this, a supervised learning approach
was adopted, where the network is trained using pre-categorized questions by teachers
of a specific subject.

The amount of data significantly impacts the accuracy of categorizations. For exam-
ple, commonly used terms like “man landing on the moon” might be wrongly grouped
under the same difficulty level, neglecting important nuances. Similarly, ambiguous
terms like “author” can also lead to misinterpretations.

Therefore, to create a truly helpful tool for teachers, a substantial database is crucial.
This allows the AI system to analyze the content and context of each question more
effectively, minimizing bias towards frequent terms and enabling it to identify potential
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relationships between difficulty levels and the words within questions. This approach
aims to mimic ChatGPT-3.5’s ability to understand the nuances of human language but
through a data-driven learning process.

4.3 Third Experiment

In the third experiment, an improvement was developed to evaluate student performance
collectively and individually to provide teacherswith a deeper understanding of students’
difficulties and facilitate the planning of more effective teaching strategies.

Four neural networks were created to identify student performance params and pre-
dict results based on their task histories, generating metrics and reports. Each neural
network was trained for a specific analysis: “Probability of getting it right when going
1 time,” “Average time per difficulty,” “Average time of correct answer per difficulty,”
and “Probability of getting it right.” (see Fig. 9).

The first analysis predicts the probability of success considering the possibility of
the student losing focus once during the attempt, indicating potential problems with
engagement or lack of concentration. For this analysis, the formula is defined by:

Probability = g
(
W ∗ quantityLossFocus + b′) (1)

where g is the activation function; W is the final layer’s weight of the number of times
the focus was lost.

The second metric reveals the average time it takes students to answer questions
of different difficulties, providing insights into assessment time and identifying time
patterns between difficulties. For this analysis, the formula is defined by:

AverageTime = g
(
W ∗ difficulty + b′) (2)

where g is the activation function, W is the difficulty weight.
The third analysis, similar to the previous one, only considers correct answers, allow-

ing the teacher to understand whether more difficult questions require more time for
reflection. For this analysis, the formula is defined by:

AverageTime = g
(
Wdifficulty ∗ difficulty + Whits + hits ∗ b′) (3)

where g is the activation function; Wdifficulty is the weight of the difficulty; Whits is the
hit weight.

The latter analysis indicates the probability of correcting any question at different
difficulty levels, offering an overview of students’ understanding of the material. For
this analysis, the formula is defined by

Probability = g
(
W ∗ difficulty + b′) (4)

where g is the activation function, W is the difficulty weight.
For all formulas, the term b (bias) ensures that the network adjusts and learns patterns

even when the inputs are null. Adjusting these values during training is fundamental
to a flexible neural network learning process. It is also crucial to highlight that these
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Fig. 9. Individual performance analysis.

metrics must be analyzed together, as a single isolated metric can lead to erroneous
conclusions. Continuous data collection and joint metrics analysis help identify more
accurate patterns, facilitating more informed and effective decisions in the teaching
process.

These performance params are valuable tools for teachers helping to comprehen-
sively assess student progress and identify areas for improvement, empowering them to
gain deeper insights into their students’ strengths, weaknesses, and learning patterns to
make informed decisions that enhance student learning and foster academic growth of
each one.

4.4 Fourth Experiment

In the fourth experiment, the focus was on interaction with the student, providing a
more playful experience through developing a game using the “Godot” game engine.
The objective was to cover different levels of education, capture students’ attention and
ensure inclusion, especially for those with visual impairments.

The game, implemented following the PBL (Project-Based Learning) methodology,
offers an interactive and collaborative interface, promoting participation in collective
activities. Students can share experiences with colleagues from similar or different dis-
ciplines, encouraging academic engagement. Furthermore, features similar to the plat-
form in the first version are included, allowing students to view and carry out pending
tasks. For better accessibility, a mode for people with visual problems was incorporated,
enabling the use of the platform using voice commands and dynamic screen readers.

When starting the session, students are directed to a character editing module, allow-
ing them to create a unique identity. Interaction with tasks occurs as the character sails on
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a boat to islands, representing the students’ pending tasks. Navigation and confirmation
of tasks are carried out playfully (see Fig. 10).

Question feedback occurs in real time, with the project’s API centralizing infor-
mation across platforms. After completing a task, the API updates the student’s score,
exchanging points for improvements to the boat or new clothing for the character, encour-
aging and rewarding students’ efforts. The system displays student performance data for
teachers, including the number of correct answers each student has.

Fig. 10. Student interaction on task inside the game.

Furthermore, a student ranking was added to the web platform that indicates the
student’s performance relationship with the group and their progression throughout the
year, boosting them to improve (see Fig. 11).
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Fig. 11. Student ranking on platform.

5 Conclusion

This project provides a deep understanding of trends and changes in student performance
over time, enabling the definition of specific goals and the comparison between actual
performance and established goals. In addition, graphics were generated to track their
own progress and adjust their study strategies as needed promoting a sense of responsi-
bility and self-management in students. By encouraging students and providing teachers
with tools to focus on strategic levels of teaching aims to boost student’s. These features
combined with the possibilities offered by AI, promotes a promising teaching model,
resulting in improved academic performance and signaling the beginning of a more
efficient and engaging educational approach.
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Abstract. The search for information in educational settings is often slow, confus-
ing, and bound by conventional methods. To address this issue, the development of
a software that leverages a chatbot for information retrieval was proposed, aiming
to expedite the consultation process.

As a result, a chatbot trained with specific, delimited information has been
created, in addition to being adaptable and accessible, all this is possible due to
the implementation of AI tools.

Furthermore, this approach enables easy access to information on any subject,
achieving a chatbot that is adaptable, available, accessible and that contributes to
the digital transformation, also supporting the education of new generations.

In conclusion, it is essential to begin integrating AI into education to facilitate
the search and obtaining of information in the classrooms, starting a contribution
to the digital transformation and new ways of learning that optimize time and
further nurture students’ skills.

Keywords: Artificial intelligence (AI) · Education · Chatbot · Large Language
Model (LLM) · Digital Transformation

1 Introduction

Are we ready to trust Artificial Intelligence with the education of the next generations?
Clearly, every technological advancement poses a direct challenge to the traditional

methods of education. Since the democratization of internet access, there has been a
significant shift in information retrieval practices: the conventional visit to the library
has been supplanted by the convenience ofmobile devices. It is likely thatmanyof today’s
teenagers have never set foot in a library nor understand the process of borrowing a book.
Given this context, what can people expect with the integration of AI tools in education?

Additionally, it is increasingly common to encounter videos on social media demon-
strating tools that assist students with a variety of tasks. These tools range from auto-
matically generating APA-style references for citing articles to creating diagrams, maps,
and even comprehensive research projects on demand.

Therefore, this advancement presents a formidable prospect for sceptics of formal
education, as AI could assimilate knowledge within minutes that would traditionally
require years to acquire.
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Hence, this paper aims to investigate the symbiotic relationship between AI and
education. To achieve this objective, the article presents the development of a chatbot
tailored to enhance comprehension in specific subjects or academic courses. Essentially, a
chatbot simulates a dialogue akin to conversingwith ChatGPT, albeit with an educational
emphasis. The paper delineates the tools utilized, the development methodology, and
the challenges encountered during the process, with a particular focus on a designated
chatbot. Additionally, the article delves into diverse prospective applications of AI in
educational support.

2 Overview of Education and AI

Certainly, the concept of education is widely understood, as it encompasses the acquisi-
tion of skills, knowledge, and values through pedagogy, a fundamental aspect of human
development. Similarly,Artificial Intelligence (AI), a disciplinewithin computer science,
denotes a technological domain enablingmachines to emulate human behaviour and exe-
cute sophisticated tasks, including problem-solving, recommendation algorithms, and
beyond [4, 11].

2.1 Importance of AI in Education

Firstly, AI has revolutionized the way people obtain information, making it easier to
obtain resources. Presently, individuals equipped with internet connectivity can leverage
the AI infrastructure readily available across networks.

Consequently, the amalgamation of AI and education presents a formidable synergy,
facilitating enhanced accessibility to information for both students and educators. This
symbiotic relationship empowers them to accomplish more within shorter timeframes,
while also serving as a catalyst for skill acquisition and development [22].

Above all, the true importance is that education can present a plus if it is used
appropriately as a complement to support learning and obtain information in a better
way, without harming the development of the skills of students and teachers.

2.2 Students not Afraid to Ask Their Questions and Concerns

Thus, through the integration of an AI-powered chatbot, students can foster a heightened
sense of confidence in their ability to articulate and address inquiries effectively. This
technological resource facilitates the consolidation of information discussed in class
through synthesis and query resolution. Consequently, the utilization of such a tool
serves to fortify students’ understanding and efficiency in managing their academic
endeavours.

Further, recognizing the pivotal role of student confidence and comfort in solic-
iting questions within the classroom environment is imperative for their continuous
progression and developmental advancement.
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2.3 Approaches to Artificial Intelligence in Education andContent Customization

Also, the application ofAI extends beyonddigital education, encompassing the challenge
of integrating it within traditional face-to-face educational settings. Leveraging machine
learning, chatbots can be tailored to focus on specific subjects, courses, or domains,
thereby enhancing student engagement and concentration within targeted areas of study.

Notably, a chatbot has the advantage of being fed only with useful information or that
is of interest to the public to which it is directed, this precision significantly streamlines
the chatbot’s focus, minimizing extraneous content and optimizing resource allocation.
Consequently, the implementation of customized solutions proves invaluable, offering
a multitude of benefits across various educational contexts [21].

2.4 Automatic Content Generation

Especially, the chatbot will swiftly furnish responses to inquiries posed by students,
drawing upon a repository of pre-existing content. By leveraging the information it has
been provided, the chatbot will autonomously seek out and provide pertinent answers
to students’ queries on the specified subject matter.

Furthermore, the chatbot may enhance its response capabilities through the applica-
tion of AI, amalgamating the data it has been fed to furnish more comprehensive and
refined answers to inquiries.

3 Introduction to Hugging Face

Notably, the concept of open source can be elucidated through a comparison with propri-
etary software such asWindows 11, developed by a private entity whose underlying code
remains inaccessible and necessitates licensing for use. In contrast, open-source soft-
ware endeavours to circumvent singular control, affording a community the opportunity
to access, replicate, employ, and collectively refine its features.

Thus, the open-source analogue to Windows finds expression in Linux, an open and
freely available operating system that has engendered numerous specialized variants.
Extending this analogy to the realm of artificial intelligence, Hugging Face assumes a
role akin to Linux, providing a collaborative platform for the development and utilization
of AI technologies.

3.1 Understanding Hugging Face

Initially, Hugging Face began as a website featuring anAI-driven chatbot for engaging in
conversations. However, its evolution has seen the establishment of strategic partnerships
with prominent cloud computing entities like Amazon Web Services (AWS) and Azure,
facilitating the seamless integration of models into its platform.

Because this platform has garnered trust from leadingAI enterprises such asOpenAI,
Meta, and Google, who leverage it to publicly unveil novel models.

So, the transformer architecture represents a paradigm in model development, con-
solidating knowledge and computational prowess. Initially conceived for Natural Lan-
guage Processing (NLP) applications, this architecture has since been extended to diverse
domains including video, audio, imagery, and reinforcement learning.
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3.2 Best Features of Hugging Face

To grasp the essence of Hugging Face’s offerings, it is essential to commence with its
repository of models, housing over 600,000 AI models, readily accessible with a single
click. Analogous to GitHub but specialized in AI, this repository empowers users to
explore datasets and even craft their own models should the need arise.

Upon model creation, users can proceed to develop applications and seamlessly
publish them on the platform utilizing designated spaces. In the event that a model gains
significant relevance and requires deployment on alternative platforms, the Application
Programming Interface (API) service’s inference functionality facilitates this process
effortlessly, generating an endpoint to receive requests with a single click. Furthermore,
for individuals inclined towards a non-programmatic approach, an intuitive no-code
service named Auto Train is available.

3.3 Benefits of Using Hugging Face for Chatbots

Undoubtedly, the platform operates under an open-source framework, affording users the
liberty to utilize and customize the available models. This not only economizes time and
resources but also expedites development processes by harnessing pre-trained models
that can be tailored to specific NLP tasks.

Furthermore, Hugging Face’s libraries and tools is meticulously crafted to ensure
user-friendliness, bolstered by comprehensive documentation elucidating intricacies.
This concerted effort alleviates concerns surrounding the complexity of NLP model
implementation, facilitating seamless integration into projects for developers and data
scientists alike.

In addition, the platform boasts an engaged community of developers and users,
fostering an environment conducive to support, guidance, and collaborative endeavours
in the realm of NLP projects.

3.4 Transparency Issues with Hugging Face Models

While leveraging pre-trained models offers numerous advantages, such as time and
resource efficiencies, democratization ofAI, and enhanced accessibility, developersmust
navigate certain considerations when incorporating them into their projects.

Undoubtedly, it is crucial to review how they are documented and whether it is
possible to access the datasets used for training, identify, and address possible biases
present in themodels, and finally, it is important to understand the licensing of themodels
and their compatibility with software licenses.

According to research conducted by collaborators from several universities, only
14% of the models analyzed report datasets as labels in the model files. Out of a total of
389 manually analyzed models, only 72 (18%) describe their possible bias.

Furthermore, 31% of the Hugging Face models declare a license, most of which
(91%) have a permissive license. Machine Learning (ML) specific licenses are also
used, which restricts a “responsible” use of the models [21].
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4 Building a Chatbot

Presently, the construction of a chatbot mandates proficiency in the programming
language selected for its development. Predominantly, Python, JavaScript, and Type-
Script stand as the prevailing choices [4]. However, it is foreseeable that additional
programming languages will emerge as viable alternatives in the near future [23].

Surely, with the use of a Large Language Model (LLM), the chatbot will have better
capabilities, since the LLM intervenes in the characteristics it may have, as well as in
the responses and content it can generate [3, 7, 16].

Likewise, a server is necessary to execute the code and a platform for its use and
management. Of course, the information necessary to feed the chatbot, the area to be
delimited and the target audience are also essential to start building a chatbot.

4.1 Understanding Chatbot Functionality

Of course, the functionality of a chatbot focuses on the area in which it will be used,
each developer will define the area in which it will be applied and therefore the main
functionality or functionalities of the bot will also be defined, so the functionalities are
totally dependent on the field to which it will be used that is directed [8, 16, 17].

4.2 Choosing the Right AI Framework

And then, regarding the choice of theAI framework, it is necessary to choose it according
to the one that best suits user’s needs, in this case, LangChain will be chosen, because
is an open-source framework for building applications based on LLMs [2, 14, 18] and
will provide tools to connect to LLMs and thus simplify processes [9, 10].

4.3 Collecting and Preparing Data

Therefore, for this process, a prior analysis of the information to be used is necessary,
to later collect the information and select which one best suits the audience to which it
is directed and will be most useful for its use [1].

Additionally, it is important to avoid biases, for this the analysis stage is essential
and utmost attention is required in this process, to have a better result.

Besides, the data collection and preparation phase are one of the first critical steps for
the success of chatbots in education. It is important to explore methods to obtain relevant
data, such as lecture notes, studymaterials, and frequently asked questions from students.
In addition, the steps of preparing this data, including text cleansing, authorization, and
removal of confidential information, should also be considered to ensure the quality and
consistency of the training data set [13].

To facilitate the provision of requisite information for each subject, it is imperative to
feed the Lechuzobot through the following steps: delineate specific subjects along with
their respective topics, meticulously prepare the information by cleansing the data and
converting it to PDF format, securely store the resultant PDFs on a server for accessibility,
and ultimately integrate the information into the bot’s source code. This integration
enables the bot to furnish tailored responses in accordance with the data contained
within the PDFs.
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4.4 Integrating Hugging Face into the Chatbot

First, Gradio is a Python library that allows you to quickly create customizable web apps
for ML models [26] and Gradio apps can be deployed on Hugging Face Spaces [26],
this is how Hugging Face is integrated into the chatbot.

Due to this, Gradio library allows Hugging Face to be integrated to develop and
customize the functionalities that are required and that the model allows.

To deploy Lechuzobot in Hugging Face Spaces, you need to set up an environment
using Gradio. This environment must include all necessary dependencies in a “require-
ments.txt” file, and the environment variables must be correctly configured within the
Space. Next, host the language model and the vector database in the available Space.
Finally, launch the Gradio interface to enable interaction with the chatbot.

5 Prompting vs Fine-Tuning for Training the Chatbot

The process of training a chatbot represents a critical juncture, wherein decisions regard-
ing model adaptation to the unique requirements of a given project are paramount. It
is imperative to discern between two primary methodologies: initial stimulation and
refinement of pre-existing models [12, 16, 20].

In an educational context, comprehending the strategies employed for training chat-
bots utilizing Hugging Face assumes significance. Initial stimulation entails the gather-
ing and preprocessing of data from inception, while refinement of pre-trained models
involves tailoring existing models to align with specific training requirements. Both
approaches wield substantial influence over the efficacy and efficiency of chatbots,
particularly in their role of augmenting the learning process [15].

In the scope of Lechuzobot resources, it is essential to first establish the OpenAI
API, enabling the chatbot to utilize OpenAI’s language models. Subsequently, various
documents in PDF format are downloaded and processed to extract their content. This
content is then divided into manageable fragments, from which embeddings are gener-
ated for each fragment and stored in the vector database. This setup allows the chatbot
to efficiently search for and retrieve relevant information from the PDF documents.

5.1 Fine-Tuning the Pre-Trained Model

Moreover, pre-trained models are highly customizable in Hugging Face, as their use and
deployment provide a unique opportunity to tailor the chatbot to specific training needs.
At this stage, it is extremely important to examine the refinement processes, including the
selection of hyperparameters, the selection of model architecture, and the optimization
of the model weight, to improve the ability of the chatbot to understand and generate
answers relevant to educational contexts [20].

5.2 Evaluating the Chatbot’s Performance

Additionally, evaluating the performance of a chatbot in an educational setting is a fun-
damental aspect to ensure its usefulness and effectiveness. In this regard, describing the
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assessment criteria, such as the accuracy of the answers, the coherence of the conversa-
tion, and the ability to provide appropriate educational support, will serve as metrics to
determine whether the chatbot meets the main needs correctly.

Likewise, an analysis of the assessment methods that will be conducted should also
be carried out, which may include student questionnaires, automated assessments, and
qualitative comments to identify areas for improvement and refinement of the chatbot
and its responses [20].

5.3 Adding Natural Language Processing Features

Furthermore, following the approach of education, the application of advanced NLP
skills is an indispensable aspect to improve interactions between students and chatbots.
At this stage, NLP techniques such as semantic analysis and user question recognition
should be explored and implemented to enhance the chatbot’s ability to understand
complex questions, adapt to learners’ natural language, and provide contextualized,
objective, and useful answers [16, 19, 25].

The utilization of variousNLP techniques in Lechuzobot ensures amore efficient and
precise interaction. By employing the OpenAI text-embedding-ada-002 model, embed-
dings are generated as numerical representations of the text and stored in the vector
database. This facilitates efficient and rapid similarity-based searches. Additionally, the
‘ConversationBufferMemory’ technique aids in maintaining the context of conversa-
tions with users. This NLP technique enables the chatbot to recall previous interactions
within the current session, thereby enhancing the coherence and relevance of responses.
This method is essential for retrieving pertinent fragments from PDFswhen users submit
queries.

5.4 Incorporate Response Suggestions

Along, the integration of response suggestions becomes a valuable component to facil-
itate the learning process and interaction with the chatbot. Implementing Hugging Face
helps to explore opportunities to generate and present suggestions for answers based on
the context of the conversation and the student’s needs. These suggestions serve not only
as a guide for the student, but also to encourage the exploration and deepening of the
topics covered [24–25].

6 Deploying the Chatbot

Clearly, the effective implementation of the chatbot within a real educational environ-
ment is crucial to its practical usefulness. Consequently, this process involves carefully
selecting the deployment platform that best suits educational and technological needs.
For this, it is important to consider accessibility for students, scalability to handle multi-
ple users, and integration with existing LearningManagement Systems (LMS), although
this will depend on the educational environment to which it is directed [25].

In the landscape of digital learning tools, Lechuzobot presently responds to inquiries
from students utilizing the information it has been fed. While internal testing has been
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conducted solely with the development team and a limited audience, the project has
not yet undergone full deployment. Nonetheless, it represents an ambitious and scalable
endeavour poised for potential adaptation for classroom utilization.

6.1 Choosing the Deployment Platform

In this regard, the available options of the platform are evaluated considering factors
such as accessibility, scalability, and integration with other education systems. Hugging
Face facilitates the deployment of the chatbot through a dynamic and flexible interface. It
also takes into account ethical and privacy considerations to ensure a safe and respectful
learning environment [25].

Upon selecting the appropriate platform, the chatbot undergoes setup, integration,
and comprehensive testing using diverse question sets to ascertain its optimal perfor-
mance prior to full deployment within an educational setting. The successful integration
of the chatbot represents a potent augmentation to the learning journey, thereby facilitat-
ing enhanced access to amyriad of high-quality educational resources, thereby enriching
the overall learning experience for students.

7 Results: Overcoming Limitations and Technical Challenges

Although natural language models are adept at generating text, they can be uncon-
trollable and unstable. One of the common problems is when they do not follow the
instructions given to them or generate incorrect answers, this phenomenon is referred to
as “hallucinations”.

This is because AI works on probabilities, so in the case of not having an answer,
LLMs will often not indicate “I don’t know” but will provide the most likely answer
and be convinced that it is the absolute truth. Large models such as ChatGPT have an
estimated hallucination rate of 15% to 20% [5, 25].

The LLM used has a limit of 16,385 tokens per request, which means that providing
it with context must be optimized using a vector database - this is an advanced technical
issue that may hinder its accessibility to the public.

In addition, the execution spacewithinHuggingFace is limited by the current demand
for that model means that the time it will take for the model to execute a request will
depend on how many people are using it at the time.

To speed up processing, users can clone the space in their private Hugging Face
repository, which offers 2vCPU and 16 GB of RAM for free, however, if a user needs
more processing power, he will need to pay for it.

Similarly, another aspect to consider is that users depend on the capacity and limita-
tions of each LLM, so they must adjust to model capabilities or find ways to optimize its
performance, which becomes even more complicated when using a model that depends
on other models for different types of processing.

7.1 Advantages and Disadvantages of the Lechuzobot

More importantly, within a conventional classroom, the chatbot offers significant advan-
tages, such as 24/7 availability, allowing it to accommodate the unique study schedules
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of each student. Additionally, the bot can tailor challenges and questions to the individ-
ual comprehension levels of students, ensuring that information is presented in the most
suitable format for each learner.

However, a primary disadvantage is the potential for AI-generated content to sup-
plant human-generated content. For instance, a teacher lacking ideas for a class might
resort to using artificial intelligence to generate research assignments for students. Sub-
sequently, a student might use a large language model (LLM) to complete the research
assignment.

The following day, the teacher might employ AI to verify the accuracy of the assign-
ments, revealing a situation where only AI models are interacting with each other.
This scenario compromises the quality of information, as it lacks the necessary human
oversight to ensure the accuracy and relevance of the content.

Furthermore, it was determined that the bot shall be christened “Lechuzobot” as a
deliberate homage to the esteemed community of students and professors at the Univer-
sidad Tecnológica de Tecámac. This decision is anchored in the university’s emblematic
mascot, the owl, symbolizing wisdom and knowledge. Hence, the chosen name aligns
seamlessly with the institution’s identity, fostering a sense of unity and recognition
among its members.

7.2 Challenges and Future Scope

Although the best way to predict the future is to create it, it is impossible to know what
might happen. Most of people did not expect the creation of ChatGPT. According to
Karl Popper, ‘predicting a new invention requires defining what that new invention is,
which would only happen in the future’ [6].

It is deduced that Lechuzobot possesses the capability to respond to inquiries based
on the information it has been fed, meticulously searching for themost pertinent answers
within its data repository. In the event of unavailability, the bot will suggest referring to
the information contained within the PDFs.

Lechuzobot features a Gradio-powered interface comprising a dialogue box, a wel-
coming message, query suggestions for the bot, and three buttons: one to remove the
preceding answer, another to clear the screen and the submit button for sending the query,
as shown in Fig. 1.

7.3 Ethical Considerations in AI Education and Privacy Issues

Eventually, it is imperative to recognize that the data amassed pertains to individuals,
thus necessitating the unwavering adherence to foundational principles such as respect,
fairness, accountability, and human rights.

As well, safeguarding protection and privacy constitutes paramount considerations,
necessitating the maintenance of essential security properties such as confidentiality,
integrity, and availability of information. This mandates that access and modification
rights are restricted to authorized users, ensuring data availability as required.

Furthermore, it is incumbent upon developers to inform and empower users, eluci-
dating the rationale behind data collection, its methodologies, and the intended purposes
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Fig. 1. Lechuzobot interface.

thereof. AI models must be engineered with the overarching goal of societal benefit,
underpinned by principles of accountability and the capacity for scrutiny and rectification
of erroneous decisions.

8 Conclusion

First, the integration of AI in education through chatbots marks a significant advance-
ment in teaching and learning methodologies. Today, its importance in education is
indisputable, as it provides simplified access to information and personalized content
tailored to specific needs. AI-powered chatbots, trained through machine learning and
equipped with relevant data, can create a learning environment where students feel
comfortable and confident in expressing and resolving their doubts and questions.

Furthermore, implementing these chatbotsmakes obtaining information on any topic
as effortless as conversing with a friend. This results in an adaptable, easy-to-implement
tool that accelerates information dissemination, optimizes students’ time, and resolves
doubts quickly. A standout feature is their 24/7 availability, enhancing the efficiency of
the educational process.

Consequently, this advancement represents a leap toward a future where learning is
more accessible, personalized, and efficient. The application of chatbots in both face-
to-face and digital education promises an enriched educational landscape that facilitates
intellectual development and skill acquisition while promoting greater effectiveness in
the educational process. It is essential to recognize that while this technology offers
numerous advantages, it does not replace the irreplaceable value of human interaction
in teaching.

In conclusion, it is crucial to continue exploring and developingAI-powered chatbots
to ensure they complement and enrich the educational experience for both students
and teachers. The goal is to enhance education, as the potential applications are vast
and, if implemented correctly, could radically transform the educational field for future
generations.
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Abstract. Categorizing teachers using artificial intelligence (AI) on digital plat-
forms opens up new ways to optimize teacher performance. By applying unsu-
pervised clustering techniques together with supervised methods such as Random
Forest and decision trees, significant patterns in teacher behavior and performance
can be identified. These patterns are crucial for designing personalized educa-
tional interventions and improving the allocation of training resources, which
significantly increases the effectiveness of teacher training programs. The results
of these analyses highlight the potential of AI to provide valuable insights into
teacher effectiveness, thus promoting more adaptive and equitable education. This
methodological approach makes it possible to develop a deeper understanding of
educational needs and to adjust pedagogical strategies effectively. The imple-
mentation of these technologies not only enriches the educational experience for
teachers but also establishes a robust foundation for the expansion of AI use in a
variety of educational settings. Furthermore, the study underlines the importance
of maintaining a balance between technological innovation and fundamental ped-
agogical needs. Ensuring that the adoption of advanced technologies in education
is beneficially inclusive and accessible to all stakeholders is essential to fostering
a positive and lasting impact on the educational field.

Keywords: Artificial Intelligence · Machine learning · Teaching performance

1 Introduction

In the era of digital transformation, education systems around the world face the need
to adapt to rapid and profound changes in technology and pedagogical methodology.
AI (Artificial intelligence) emerges as an essential tool in this context, not only as an
opportunity for innovation but also as a requirement for the reformulation of teaching
and teaching practice. Within this framework, the ProFuturo Fundación1, a joint ini-
tiative of Fundación Telefónica and Fundación “la Caixa”, is dedicated to improving
the quality of education in vulnerable regions of Latin America, the Caribbean, Africa,

1 Further details regarding Fundación ProFuturo can be found at https://profuturo.education/qui
enes-somos/.
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and Asia. Its mission is to reduce the educational gap not only by offering quality
education to children in disadvantaged environments but also by strengthening this edu-
cation through the continuous training of teachers in pedagogical methodologies and
educational technologies.

As noted in previous studies [1], the identification and categorization of teachers
according to their performance and acquired competencies are crucial for providing per-
sonalized training and targeting those teachers with less optimal performance. Although
some studies have explored this issue, there is still a significant gap in the in-depth
identification of patterns that characterize different types of Teachers [2]. A detailed
understanding of the groups and characteristics of teachers will enable the design of
personalized training strategies that focus specifically on their strengths andweaknesses.

Traditionally, assigning a teacher to a group based on their competencies, knowledge,
and skills is a process that requires the intervention of human experts. However, in
platforms such as ProFuturo, where the number of teachers and students is considerably
high, carrying out this process manually would result in a significant economic cost.
Fortunately, since the training that teachers receive is carried out through the Moodle
digital platform, all relevant information for their evaluation is digitally recorded, thus
facilitating its systematic analysis.

The use of advanced artificial intelligence techniques, such as clustering models,
offers a promising solution to automatically identify different groups of teachers with-
out the need for external supervision [3]. This not only reduces the associated costs but
also ensures the scalability of the model. Although student clustering based on Moodle
indicators has already been the subject of research, for ProFuturo it is essential to deepen
the knowledge of the patterns that define each group of teachers. This task, tradition-
ally less explored in unsupervised clustering techniques, can greatly benefit from the
development of explanatory artificial intelligence models, such as those used in Deep
Learning.

In this article, we propose a framework for clustering teachers according to their per-
formance, using advanced clustering techniques that facilitate the interpretation andprac-
tical application of the results obtained. This approach not only improves the accuracy
of educational interventions but also optimizes the allocation of educational resources,
enabling more adaptive and user-centered education.

Using unsupervised clustering algorithms and supervised methods such as Random
Forest and decision trees, this study seeks to identify meaningful patterns in the data
that enable effective and strategic personalization of teacher training. We expect that
the implementation of this system will contribute significantly to the optimization of
educational resources, improve the sustainability of the education system, and respond
effectively to the challenges of educational inequality.

This document is structured as follows: Sect. 2 reviews current methods and the state
of the art. Section 3 details the proposed methods. Section 4 presents the results obtained
and discusses their implications. Finally, Sect. 5 provides a summary of the conclusions
and suggests future lines of research that could expand and deepen the initial findings
of this study.
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2 Background

The global education system faces unprecedented challenges in the era of digital trans-
formation, exacerbating existing disparities in regions with limited access to advanced
technology. In this context, the mission is to provide quality education to children in vul-
nerable environments by empowering teachers with new pedagogical and technological
methodologies essential for sustainable educational development.

Teachers in these regions face numerous barriers that impede their professional
development and the adoption of innovative educational practices. The ability to effec-
tively identify and differentiate teacher profiles through advanced technologies is crucial,
facilitating the personalization of teacher training and the optimization of the alloca-
tion of educational resources, which significantly increases the effectiveness of training
programs.

This study introduces an innovative AI-based learning framework that combines
unsupervised clustering techniques and supervised methods such as decision trees and
Random Forest to analyze meaningful patterns in teaching data. Through a study on the
Moodle platform, we have observed how performance-based clustering can differentiate
between teacherswho require additional development and thosewho are effectively opti-
mizing their pedagogical practices. This approach not only uncovers these patterns but
also allows for a precise segmentation of teacher profiles, thus facilitating highly person-
alized educational interventions aligned to individual learner needs. These preliminary
findings suggest that data-driven personalization can significantly improve educational
intervention.

AI systems analyze large volumes of data on teacher performance and behavior
on digital platforms. They also offer unprecedented opportunities for evaluation and
improvement of teaching. Big data-driven educational assessment is making remark-
able progress, with various algorithmic models enabling more refined and personalized
assessment in different educational contexts, from higher education to online learning
environments [4].

One of the most illustrative examples of the application of learning analytics in
real-world settings is presented by Herodotou et al. (2019). They described the imple-
mentation of the “OU Analyse” system at the Open University in the UK. This system
uses machine learning methods for the early identification of students at risk of not sub-
mitting their assigned homework. The study found that teachers’ access to interactive
dashboards, which predict student risk every week, facilitated more informed and timely
interventions. This type of predictive analytics not only helped teachers improve student
performance but also enabledmore effective personalization of educational intervention,
demonstrating a clear benefit of integrating AI into teaching practice [5].

The transformative influence ofAI on teacher education highlights howAI-enhanced
methods, such as personalized learning environments, are reshaping educational land-
scapes. The integration of AI in teacher training, while promising, presents challenges
related to ethical considerations, cultural adaptability, and technical issues. Such as the
correct interpretation of performance data or adaptability, as solutions need to be sen-
sitive to pedagogical norms and contexts without losing accuracy. Addressing these
challenges is critical to ensure that the implementation of advanced technologies rein-
forces equitable and high-quality education [6] and does not replace essential human
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interactions in education. In this way, AI does not replace but expands and enriches
human interactions in education.

The framework is evaluated through rigorous testing and data analysis, including
assessments of pedagogy, digital citizenship, and professional development competen-
cies. The analysis of this data helps to better understand the needs and progress of
teachers, contributing to the optimization of educational resources and promoting more
inclusive and equitable education.

This study seeks not only to improve the quality of education provision but also to
proactively address the challenges posed by educational inequalities, providing a repli-
cable model for future research and the application of advanced technologies in other
educational contexts. This holistic approach ensures that the framework is not only a
temporary solution, but also lays the foundation for ongoing innovations in education,
adapting to the changing needs of society and technology, and highlighting the impor-
tance of considering the ethical and practical dimensions of technology in educational
settings. The proposed framework is designed to adapt and scale with technological
advances and changes in the education sector.

3 Methods

3.1 Data Collections

Data collection for this study is carried out through two platformsmanaged by Fundación
ProFuturo. All data collected were fully anonymized to ensure privacy and compliance
with data protection regulations. In addition, security measures were adopted, storing
the information on personal computers protected with passwords.

Digital Skills Self-assessmentPlatform. FundaciónProFuturo offers a self-assessment
platform2 where teachers assess their competencies in three key areas: Pedagogy, Dig-
ital Citizenship, and Professional Development. Each area assesses the following four
specific competencies:

• Pedagogy: Pedagogical Practice, Curation and Creation, Evaluation, Personalization.
• Digital Citizenship: Responsible Use, Safe Use, Critical Use, Inclusion.
• Professional Development: Self-Development, Self-Assessment, Sharing, Commu-

nication.

The data collected includes user identifiers, dates of assessments, and scores on a
scale of 1 to 5 for each competency. This data allows for the analysis of teachers’ progress
and professional development.

Educational Training Platform. This platform, implemented on the Moodle learn-
ing management system, provides data on teachers’ performance, participation, and
interaction in learning activities. The information collected includes:

2 Further information regarding the Fundación Profuturo digital skills self-assessment platform
can be found at https://competencyassessment.profuturo.education/.

https://competencyassessment.profuturo.education/
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• Demographics: User ID, country, city, and gender.
• Educational Activity: Data on the number of courses completed, and progression

through the courses, including course identifiers and dates of completion of the first
and last module.

This data collection process is carried out from the Moodle database, using the
following tables:

• Context: Provides the organizational structure and location of courses within the
system.

• Course Categories: Details the categories under which the courses offered are
grouped.

• Course Completions: Records the courses completed by each user.
• Course Modules and Course Modules Completion: Provides information on course

modules and their completion by users.
• Enrolments: Lists user enrolments in the various courses.
• UserData: Contains demographic data and other additional records provided by users.

3.2 Population and Samples

The study sample includes teachers active on the ProFuturo training platform who have
completed at least two self-assessments, ensuring that the data reflect continuous devel-
opment and progress in their competencies. The sample size selected is 228 teachers
(see Table 1), which is considered adequate for statistical analysis and the application
of ML algorithms.

Table 1. Sample size distribution by gender and country.

Country Men Women I prefer not to say NaN Total

Ecuador 32 71 0 6 109

México 33 60 0 7 100

Other 4 9 1 5 19

Total 69 140 1 18 228

Note: Countries included in the “Other” category: Chile, El Salvador, Guatemala, Panama, Spain
and Uruguay

3.3 Procedures

For the study of teacher profiles, we adopted a systematic methodology integrating
advanced Machine Learning techniques for the clustering and detailed analysis of the
data. The specific procedures employed are described below:

Initially, data were collected frommultiple platforms dedicated to teacher evaluation
and training. To preserve the confidentiality and integrity of the data, we implemented
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anonymization procedures and undertook a meticulous cleaning process to standardize
data formats, which was essential to facilitate subsequent analyses.

Extensive exploratory analysis was carried out to identify patterns and correlations
between variables. This crucial step uncovered the inherent structure of the data, guiding
the informed selection of the most appropriate Machine Learning techniques to address
the research hypotheses.

Significant or critical variables were transformed, calculating averages and differ-
ences that reflected the development and competencies of educators over time. This
approach reduced the dimensionality of the data and focused the analysis on the most
impactful attributes of teacher effectiveness.

Finally, the dataset was carefully prepared for clustering by selecting only the most
significant variables. This structuring facilitated the use of advanced clustering tech-
niques to analyze the data, optimizing the detection of significant groupings among
teacher profiles.

Unsupervised Learning. The KMeans algorithm was chosen to segment the data due
to its efficiency in handling large volumes of data and the interpretive clarity it offers. The
optimal number of clusters was determined by evaluating the silhouette score [7] which
measures the cohesion and separation of clusters, thus indicating how appropriately the
data is grouped. The goal of KMeans was to mini-measure inertia (Eq. (1)), formally
defined as:

Inertia =
n∑

i=1

min
µj∈C

‖xi − µi‖2 (1)

where ‖xi − µi‖2 represents the squared distance between a point xi and the centroid of
its cluster µi y C is the set of all centroids. A lower inertia indicates more compact and
homogeneous clusters, contributing directly to the internal cohesion of the cluster.

Despite its advantages, KMeans presents challenges such as sensitivity to the scale
of the data and the initial selection of centroids, problems that can be mitigated by
normalizing the data.

Supervised Learning. For the supervised models, Random Forest and Decision Trees
classifiers were used. The hyperparameters of each model were manually adjusted,
focusing the evaluation on accuracy (Eq. (2).) and F1 score (Eq. (3)), calculated by
cross-validation.

The Random Forest model was employed to identify the most significant variables in
cluster prediction, providing a deep understanding of the factors impacting the clustering
of the data. On the other hand, the Decision Tree was instrumental in deriving clear and
understandable classification rules, which facilitates the interpretation of the models
and their justification in applied contexts, underlining the importance of explainability
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in Machine Learning models3.

Precision = TP

TP + FP
(2)

F1 = 2 · Precision · Sensibility
Precision + Sensibility

(3)

This focus on explainability not only improves confidence in the model results but
also ensures that decisions based on the clustering results are transparent and justifi-
able, a crucial aspect when these models are applied in educational and other settings
where decisions have significant impacts. All these procedures were performed using
the Scikit-learn library in Python, which ensures reproducibility and efficiency in the
implementation of the models.

All ML procedures were performed using the Scikit-learn Python library [8].

3.4 Interpretability

The results are encapsulated in a structured JSON file that synthesizes the information
derived from the clustering and supervised classification analysis. Each object within
the array represents a unique cluster identified in the study, providing a detailed view of
the analyzed teacher segments. Key elements within each cluster object include:

• Cluster: Unique numerical identifier for each cluster.
• Number of users: Reflects the number of teachers associated with each cluster,

allowing an appreciation of the magnitude of each group.
• Importance of characteristics: Details that assign a numerical value to the relevance

of different characteristics, reflecting their weight in shaping the cluster and their
influence on teaching behavior patterns.

• Rules: A set of logical criteria obtained from the decision tree model, which specify
the conditions under which a teacher is assigned to a cluster.

• Categorical variables: List of variables relevant to the cluster alongwith their possible
values, which highlight key differences between groups.

• Numerical variables: Includes descriptive statistics such as mean and standard devi-
ation for the relevant numerical variables, providing a quantitative summary of the
behavior of these variables within the cluster, which facilitates comparisons and
analysis.

In addition, to complement the interpretation of the clusters and to provide an intuitive
visualization of the differences and similarities between the identified groups, a principal
component analysis (PCA) was applied. This method reduces the dimensionality of the
data while maintaining as much variation as possible.

3 Note: In the equations above, TP (True Positives) represents the number of positive cases
correctly identified by themodel, FP (False Positives) is the number of negative cases incorrectly
classified as positive, and Sensitivity (also known as the true positive or recall rate) measures
the proportion of true positives that were correctly identified (Sensitivity = TP/TP + FN).
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4 Experimental Results and Discussion

AThrough the implementation of the techniques described in Sect. 3, three clusters were
identified that reflect different levels of progression in the competencies analyzed (see
Table 2),

Table 2. Sample size distribution by cluster.

Cluster % of Users Number of Records

Cluster 0 56.58% 129

Cluster 1 18.86% 43

Cluster 2 24.56% 56

In our analysis, three clusters representative of different levels of teaching com-
petence were identified within the sample. Cluster 0, which constitutes 56.58% of the
participants, includes teachers with high performance, highlighting their effectiveness
in the integration of technologies and advanced pedagogical methodologies. Cluster
1, with 18.86% of the sample, groups teachers with intermediate performance who still
have room for improvement in key competencies. Finally, Cluster 2, comprising 24.56%,
consists of teachers in the early stages of adopting new practices, showing the need for
additional training support.

One of the main limitations of the study includes the reliance on self-assessment in
the ratings, which may introduce bias. Teachers may overestimate or underestimate their
abilities, which affects the accuracy of the data collected. To address these limitations
in future research, we recommend incorporating multiple data sources, including peer
evaluations and analysis of direct classroom interaction, to gain a more complete and
balanced understanding of teacher performance.

5 Conclusion and Future Works

The integration of artificial intelligence technologies in teacher training within digital
learning platforms has a significant high impact. By employing a combined approach of
unsupervised clustering techniques and supervised methods, such as Random Forest and
decision trees, a detailed understanding and effective categorization of teacher perfor-
mance has been achieved. This methodological approach has enabled the development
of highly personalized educational interventions, optimizing the allocation of resources
and consequently improving the quality of education provided.

The findings of this study highlight the ability of AI to provide deep and analytical
insights into teacher effectiveness, leading tomore adaptive and equitable education. The
implementation of these technologies not only enriches the educational experience for
teachers but also establishes a robust foundation for the expanded use of AI in diverse
educational settings. Furthermore, the paper confronts and discusses the ethical and
adaptive challenges inherent in the integration of AI systems in education, highlighting
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the importance of a careful balance between technological innovation and fundamental
pedagogical needs.

The field of educational data mining continues to expand into the use of complex
models to discover applicable knowledge [3].Ourworkon teacher categorization through
advanced clustering answers this call, opening new avenues for future research in large-
scale educational personalization.

It is essential to continue to evaluate the ethical implications and ensure that the
adoption of advanced technologies in education is beneficially inclusive and accessible
to all stakeholders. The results not only validate the utility ofAI in improving educational
programs but also raise recommendations for future research, promoting an ongoing
dialogue on best practices for the implementation of advanced technologies in education.
This study serves as a call to action for educational researchers and practitioners to further
explore the possibilities that AI can offer, ensuring that its implementation contributes
effectively and ethically to the educational field. In addition, this paper addresses the
ethical and adaptive challenges of integrating AI systems in education, highlighting the
importance of maintaining a balance between technological innovation and essential
pedagogical needs. Ferguson’s [9] review of learning analytics highlights how these
technologies can be implemented to improve both learning and the environment in
which it occurs, suggesting that optimization of these processes must be done with
careful consideration of ethical implications and accessibility, ensuring that the benefits
of AI in education are inclusive and widely accessible [4].
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Héctor Sánchez San Blas1, Roćıo Galache Iglesias2, Enrique Maya-Cámara2,
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Abstract. This research presents the development and implementation
of an inclusive learning platform that uses serious games and interactive
projection technology to facilitate educational access for people with dis-
abilities, the elderly, and other vulnerable groups. The platform trans-
forms any flat surface into an interactive space by integrating a projector
and a depth camera to detect and respond to user interactions in real-
time. This technology aims to promote a more inclusive and adaptive
educational environment that adjusts to each user’s needs and abilities.
The serious games developed for this platform focus on improving motor,
cognitive, and social skills, and educators can customize them to cover
various subjects and difficulty levels. This approach aims to increase
user engagement and motivation and facilitate more effective knowledge
acquisition. This study contributes to educational technology by demon-
strating how the combination of serious games and interactive technology
can be a powerful tool for inclusion and adaptive education.

Keywords: inclusive education · serious games · interactive projection
technology · user interaction

1 Introduction and Background

Games have been an integral part of human development since antiquity, serv-
ing as a means of entertainment and pedagogical tools. For instance, Medrano
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points out that board games have been used since Roman times, from which
the term “ludo” is derived, signaling their playful nature and purpose beyond
mere entertainment [1]. Braghirolli et al. emphasize the duality of the concept
of games, which includes both commercially oriented entertainment games and
those specifically designed for educational purposes [2].

In the educational environment, games have been categorized in various
ways to reflect their diversity and specificity, encompassing terms such as digital
learning games, game-based learning, educational entertainment games, persua-
sive games, epistemic games, instructional games, serious games, and purposeful
games [3]. The latter category, purposeful games, refers to those designed with
a deliberate and explicit educational objective beyond mere entertainment to
promote specific and measurable learning outcomes [4,5].

Although often interchangeable, serious games and game-based learning have
distinct applications and audiences. For example, serious games have been
employed in contexts ranging from business training to formal education, aiming
to teach and induce behavioral changes in diverse areas such as business, health,
and education [6].

Studies such as those by Kebritchi and Hirumi argue that educational games
are particularly effective for teaching complex procedures and skills because they
facilitate active learning, motivate students, and provide immediate feedback,
all within contexts that simulate real-life situations interactively [7]. Modern
learning theories support this view, indicating that learning is most effective
when it is active, experiential, situated, and problem-based [8].

As game development technologies advance, these pedagogical tools gain
increasing relevance in the teaching-learning processes due to their ability to adapt
to multiple learning styles and their potential to effectively include vulnerable
groups whom more traditional teaching methods may have historically marginal-
ized. Thus, educational games emerge as crucial components in the evolution of
contemporary pedagogical practices, demonstrating their value as engagement
tools and powerful facilitators of comprehensive and accessible learning [9].

Gestural iteration in educational games has become crucial for facilitating
a more immersive and natural learning experience. Image processing and ges-
ture detection allow the games to respond to users’ physical actions in real-time,
providing an interactive platform that captures the player’s attention but also
promotes kinesthetic learning [10]. These technologies use depth cameras to ana-
lyze body movements and translate them into actions within the game, enabling
students to interact directly with the educational content through physical
movements.

Advancements in computer vision techniques have enabled the development
of games that can accurately interpret complex and varied gestures. This achieve-
ment is made possible by integrating context-based architectures that detect
standard movements and learn and adapt to the individual peculiarities of each
player’s gestures [11]. This customization ensures the game is accessible to many
physical abilities and learning styles. Also, it enhances the educational experience
by allowing dynamic adjustments that align with the specific learning needs of
each user.
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Furthermore, integrating image processing techniques in educational games
facilitates the automatic assessment of learning progress. For example, the accu-
racy and speed with which students perform the required gestures can indicate
their understanding and proficiency in the addressed subjects [12]. This app-
roach enhances the games’ ability to teach practical skills and concepts and
allows educators to monitor and evaluate student performance more efficiently
and objectively.

These technological innovations in gesture detection and image processing
transform educational games from simple teaching tools into complex learning
platforms that offer deeply interactive and personalized experiences [13]. This
development reflects a significant shift in how digital education is conceptualized
and underscores the importance of emerging technologies in the evolution of
teaching methods that are both inclusive and effective.

Analyzing the state of the art, the role of educational games has significantly
expanded due to technological advances in areas such as image processing and
gesture detection. These innovations have enriched the learning experience, mak-
ing it more interactive and personalized, and have also transformed educational
games into powerful tools for teaching and assessing complex skills. As these
technologies evolve, we will see even greater integration of intelligent tools in
educational environments, promising to revolutionize how skills are taught and
learned. These advancements highlight the importance of continuing to explore
and develop new applications for technology in education, ensuring that all stu-
dents, regardless of their physical abilities or learning styles, have access to rich
and engaging learning opportunities.

2 Proposed System

The inclusive learning process for people with disabilities, older adults, and other
vulnerable groups can vary significantly based on the specific needs of the individ-
ual and their educational context. Typically, inclusive education involves a com-
bination of adaptive pedagogical methods and support technologies. Although
traditional methods are effective, they are often costly, and their implementation
can be limited by the availability of resources, making them less accessible.

In response to these limitations, this work proposes the development of a
playful learning platform that uses interactive projection technology and seri-
ous games to provide an accessible and motivating educational environment.
The platform’s main goal is to enhance the inclusion and personalization of the
educational process through gamification and computer vision.

The proposed exercises are carried out using different types of games adapted
to each user’s characteristics and capabilities. For example, the games may
require the user to perform specific gestures, movements, or displacements that
assist in treating and improving cognitive and motor skills.

To detect the actions performed by the user who will interact with the plat-
form, an image processing system uses a depth camera that captures the move-
ments of the user’s arms and estimates the position of the hands and arms with
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high precision. This information obtained through the analysis of camera images
is processed by the platform, allowing the user to interact with the virtual envi-
ronment. All data generated by the platform are analyzed to adapt the user’s
learning process according to their progress in performing the proposed exercises.

Fig. 1. Diagram of the hardware elements that are imperative in the platform.

The platform uses low-cost and widely available components such as the
Jetson Nano microcomputer, RealSense depth camera, and a projector com-
monly found in most modern classrooms. The specific arrangement of these
elements can be observed in Fig. 1, facilitating their implementation and acces-
sibility in educational environments. The components that make up the system
are described in detail below:

– Projector: A short-throw projector positioned vertically from the ceiling
projects images and interactive games onto any flat surface, such as a table, a
carpet, or a floor, transforming ordinary spaces into dynamic learning areas.

– Depth Camera: The RealSense depth camera captures three-dimensional
data of the environment and user movements, generating a point cloud to
precisely detect the position of hands and arms, facilitating immersive inter-
action with the virtual environment.

– Microcomputer: Nvidia’s Jetson Nano microcomputer is optimized for
image processing, allowing real-time processing of the information collected
by the camera and analyzing the point cloud to provide input to the games.
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3 Tracking System

Access to the system is allowed through a procedure that detects the user’s
interactions with the play area. This procedure (Fig. 2) starts with an image
captured by the RealSense camera. It involves several phases with distinctly
separated functionalities that, once completed, generate input for the game.

Fig. 2. Iteration detection flowchart of user’s hands.

– Fase 1: Frame Capture: The RealSense camera captures two types of frames
simultaneously: RGB images and depth frames. The RGB images are used for
visual display. At the same time, the depth frames, representing the three-
dimensional information of the captured space, are crucial for determining
the position and movement of the user’s hands.

– Fase 2:Hand Detection: Once the frames are captured, the RGB frame and
MediaPipe are used to track hand movements. MediaPipe processes the RGB
images to detect and track the hands in real-time. This method accurately
identifies the position and movements of the hands, which are crucial for
subsequent interaction with the game.

– Fase 3:Image Segmentation and Depth Analysis: Once the hands are located
within the image, the system uses image segmentation to determine the region
where the hand is present. With the region identified, information from the
depth frame is used to ascertain the hand’s distance from the table. This helps
evaluate whether the hand is truly “touching” the table or a game object, thus
dismissing invalid interactions or potential movements significantly distant
from the table. Figure 3 shows two examples of hand detection, either touching
or not touching the table with just a 5 cm height difference from the table.

– Fase 4:Homography: A homographic transformation is performed to align and
adapt the coordinates of the detected hands to the coordinate system of the
game environment. In Fig. 4, an example of the transformation of the hand
coordinate from the left window to the transformation of the window on the
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Fig. 3. Detection of iterations with the game using the half-pipe and point cloud to
determine the distance to the surface. A) Table touching. B) Not touching the table

right, which is the direct input to the game, can be seen. This homography
is essential to ensure that physical movements are accurately translated into
the virtual space, allowing for precise and consistent interaction.

Fig. 4. Example of homographic transformation applied to the hand coordinates show-
ing the conversion of the left window to the right window as a direct input to the game.

– Fase 5:Interaction with the Game: Finally, all processed and validated inter-
actions are translated into inputs for the game in the form of coordinates that
contain information about the type of hand, the gesture made, whether or
not it is touching the table and the distance from the table. This information
is sent via WebSockets to an application developed in PhaserJS, responsible
for generating the game logic and projecting the information onto the cor-
responding projector window. This type of communication allows for easy
adaptation of the input system to any language or game development envi-
ronment. An example of the JSON structure used for data transmission can
be seen in Listing 1.
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{
”hand type ” : ” r i g h t ” ,
” ge s tu r e ” : ” po in t ing ” ,
” t ouch ing tab l e ” : true ,
” d i s t an c e f r om tab l e ” : ”15” ,
” coo rd ina t e s ” : {

”x ” : 102 ,
”y ” : 348

}
}

Listing 1.1: JSON Data Example

4 Complete System

This section aims to explore the proposed platform’s potential. Through simu-
lation and analysis of its design, we discuss the system’s capabilities in an ideal
educational environment.

Fig. 5. a) System component’s location. b) User’s interaction with the system.

As shown in Fig. 5a, the system consists of the components described in
Sect. 2 arranged over a play area on a table. This setup could easily be transferred
to a lower surface, such as the floor or a carpet, particularly when working with



Inclusive Learning with Camera Integration and Games 471

children who prefer these surfaces. This arrangement enables precise gestural
interaction, essential for manipulating the interactive elements of the proposed
games (Fig. 5b).

The platform includes a variety of games created using the PhaserJS frame-
work. These games have been designed to enrich cognitive and motor skills,
employing interactive technology to create an accessible and engaging educa-
tional environment. Figure 6 displays the three different games developed for the
platform.

Fig. 6. Schedule about developed games

One of the games is “CARDS” as shown in Fig. 6, based on the classic mem-
ory game where players must find pairs of cards laid face down. Through ges-
tures captured by the depth camera, users virtually “flip” the cards to reveal
the images and find matches. This game is entertaining and enhances memory
and concentration, fundamental skills for ongoing learning and everyday life.

Another game integrated into the platform is “AIR HOCKEY ”, which fol-
lows the traditional rules of the physical game. Users interact with the game
through pushing gestures to control a virtual mallet and strike a puck to score
to the opponent. This game requires quick reflexes and precision, promoting
hand-eye coordination and improving motor skills while providing a fun and
dynamic environment for light exercise.

The third game, “CATEGORIZE and CARRY ”, focuses on education by
classifying elements representing topic-specific items. Players must drag these
elements to the appropriate containers for the corresponding category, utilizing
gestures captured by the camera in various contexts.

These games have been carefully selected to maximize the interactive capa-
bilities of the platform, providing users with an educational experience that
is both informative and engaging. Combining interactive projection technology
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with serious games offers a powerful educational tool tailored to enhance various
skills and promote meaningful learning applicable in real-world contexts. The
implementation of such technologies not only makes learning more accessible
and appealing to a broad audience, including those with special needs or from
vulnerable groups.

Compared to traditional interactive educational systems, which often rely
on tactile interfaces or keyboards, our system innovates by employing computer
vision technology to create a far more dynamic and accessible interface. This app-
roach eliminates physical barriers associated with conventional devices, allowing
users to interact with the system through natural movements and gestures. Such
advancements facilitate physical interaction, particularly for those with mobility
limitations or motor difficulties, and promote greater inclusion.

The algorithm designed for the system enables it to detect and respond to
a wide range of physical movements, which is particularly beneficial for users
who might struggle with more restrictive input methods such as keyboards or
touch screens. This flexibility ensures that individuals of all ages and abilities can
actively participate, making education a more equitable and adaptive experience.

Moreover, this technology can transform virtually any space into an interac-
tive learning environment. This is crucial for institutions that cater to a diverse
population, including those with physical or cognitive disabilities, as it adapts
learning to individual needs and encourages greater autonomy and participa-
tion in the educational process. Ultimately, integrating platforms like the one
designed into educational systems represents a step towards creating truly inclu-
sive and accessible learning environments for all.

5 Conclusions

Following the evaluation of the project’s results, it is evident that the developed
system effectively promotes educational interaction through games that utilize
gesture recognition techniques. This system is not only innovative but also eco-
nomically accessible for educational institutions, as it allows for the reuse of
existing devices or the acquisition of new ones at reduced costs.

Implementing image recognition mechanisms alongside depth cameras has
been crucial for the system’s full functionality. The tests conducted demonstrated
the platform’s correct functioning. However, these results are preliminary, and
it is crucial to extend the testing to gather more data that confirm and expand
our understanding of the system’s efficacy within educational environments.

For the next stages of this project, there will be an emphasis on conducting
comprehensive tests in educational settings to certify the system’s functionality
and correct approach. There is an anticipation of integrating this technology
with established educational platforms, such as Moodle, to maximize its reach
and effectiveness. Additionally, features such as self-assessment systems that
promote greater autonomy in student learning will be explored. The scope of
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the study will also be expanded by conducting tests with a broad sample of
students and teachers, which will allow for a robust and diversified evaluation
of the educational impact of the system. This multidisciplinary approach aims
to strengthen the foundations of interactive and adaptive learning, proposing
continuous improvements that meet emerging educational needs and significantly
contribute to the evolution of pedagogical practices.
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