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Preface

The 33rd International Conference on Robotics in Alpe-Adria-Danube Region,
RAAD 2024, is organized by the Technical University of Cluj-Napoca, Romania,
June 5–7, 2024. The conference offers an international and cooperative platform to
exchange and discuss recent research results and future trends about robotic tech-
nology, engineering, and science. RAAD represents an event on robotics that is
organized yearly by a community of robotic specialists in the Alpe-Adria-Danube
Region of Europe. The first event was held in 1992, organized by the Jozef Stefan
Institute, Ljubljana, Slovenia. It was named the 1st InternationalMeeting onRobotics
in Alpe-Adria Region. In the following years, the event was named International
Workshop on Robotics in Alpe-Adria Region (RAA) until 1996, when the denomi-
nationwas changed into InternationalConference onRobotics inAlpe-Adria-Danube
Region (RAAD). RAAD 2024 conference brought together robotics researchers in
academy and industry from 17 countries, mainly in the Alpe-Adria-Danube Region,
but also from other countries worldwide. Discussion of current trends and exchange
of recent results in robotics research in an open and collegial atmosphere is a key
aspect of the RAAD conference, and besides the technical sessions, plenary talks
by renowned experts are a key component of the conference. We are thankful and
honored that we have three plenary speakers sharing their ideas on current topics—
Manfred Husty (University of Innsbruck, Austria) on “Local versus global Kine-
matics”; Damien Chablat (Centre National de la Recherche Scientifique (CNRS),
Laboratoire des Sciences du Numérique de Nantes and Agence Nationale de la
Recherche (ANR), France) on “Assistance Robot for Otological and Sinus Endo-
scopic Surgery: Advancing Surgical Innovation”; and José Machado (University
of Minho, Campus of Azurém, Portugal) on “A Global Overview on Designing and
UsingMechatronic Healthcare Assistive Devices”. According to its tradition, RAAD
2024 covers all major areas of research, development, and innovation in robotics,
including new applications and trends related to new theories, advanced design of
robot mechanics and control architectures, and development of intelligent robotic
applications. After a careful and accurate peer-review process, with at least two
reviews for each paper, 63 papers, authored by researchers from the RAAD commu-
nity but also from other European countries, were considered suitable for publication
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viii Preface

in this book. The evaluation process has considered the relevance, novelty, and clarity
of the papers which guaranteed the high-quality level of this collection. We would
like to thank all the reviewers for allocating their valuable time and effort for their
outstanding work in reviewing the assigned papers. We are also very grateful to all
the authors for their effort and excellent work to improve their papers. According
to the planned conference sessions, this book is organized in seven parts, covering
the major research areas of the conference: I. Perception and Learning, II. Medical
Robotics andBiomechanics, III. Industrial Robots andEducation, IV.Kinematics and
Dynamics, V. Motion Planning and Control, VI. Service Robotics and Applications,
and VII. Mobile Robots and Innovative Robot Design.

We thank the Technical University of Cluj-Napoca, Romania, for its availability
to host the RAAD 2024 event. We acknowledge the support of the International
Federation for the Promotion ofMechanism andMachine Science (IFToMM, https://
iftomm-world.org/), Ministry of Education of Romania and the Technical Sciences
Academy of Romania. The Technical Science Academy of Romania. Special thanks
go to the RAAD Scientific Conference Committee for support and advertisement of
the conference. We thank the publisher Springer and its editorial staff for accepting
and helping in the publication of this proceedings volume within the book series on
Mechanism and Machine Science (MMS).

June 2024 Doina Pisla
Giuseppe Carbone
Daniel Condurache

Calin Vaida

https://iftomm-world.org/
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Perception and Learning



Determining Sample Quantity for Robot
Vision-to-Motion Cloth Flattening

Peter Nimac and Andrej Gams

Abstract It is not clear howmuch data is needed to train a neural network efficiently.
The “more is better” approach is not necessarily true for a multitude of reasons,
especially when data is expensive to obtain in terms of time and effort, as is the case
with robots in the real world. In this paper, we describe a method for determining
the sample quantity for training a vision-to-motion DNN (Deep Neural Network).
The training task is to straighten a single crumpled corner on a white towel in a
simulated environment. For this purpose, the neural network was trained to identify
a correct grab point for the simulated fabric as well as the direction and length of the
movement to straighten the towel. We have trained it multiple times with datasets
differing in the amount of samples. Comparisons show that the results hardly improve
above a certain number of samples. In our experiments, datasets with 1000 and 2000
samples proved to be the most promising by striking a good balance between training
time and desired accuracy. These models had a median error in predicting grab point
position of 1.095 px and 0.977 px, respectively. Both reached or just exceeded the
median error threshold of 1 px, which corresponds to an error of about 2.4mm in the
simulated environment. The study serves as a basis for transferring the movement to
the real world, where Sim-2-Real approaches must be employed. Creating a dataset
using only real world data with these sample quantities is not feasible.

Keywords Vision-to-motion · Deep neural network · Cloth flattening · Sample
quantity
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1 Introduction

There is no question that the best way to train a neural network is to use a dataset
with diverse data [2]. But it is not clear how much data we need to train a neural
network efficiently. The “more is better” approach is not necessarily true for several
reasons. Firstly, we do not want the neural network overfitting to the training data.
And secondly, when we generate our own datasets, we do not want to waste time
generating unnecessary data. It has been shown that direct data acquisition for real-
world robotics experiments requires enormous amounts of data [4]. Therefore, the
question of data acquisition is also extremely important when we want to use and
retrain our neural network in different use cases with similar data domains. The
answer to how many data samples are needed can also provide a rough estimate of
how much data we need if we want to perform domain adaptation with additional
training on a pre-trained neural network. This has been discussed before, for example
in Sim-2-Real scenarios where different methods have been applied [5, 6]. Meta-
learning as an approach for the adaptation of deep networks was reported in [1].

2 Dataset

We used the MuJoCo simulation environment to collect the data samples. The simu-
lated textile, i.e. the towel, was rectangular, with the size of the edges at ta = 50 cm
and tb = 29 cm. The thickness of the simulated textile was tc = 6 mm. The simula-
tion of the textile was implemented with a matrix of capsule nodes of a size 29 × 17,
as shown in Fig. 1. The nodes were flexibly connected. The towel was placed on a
light-coloured wooden board to mimic the real-world experimental setup.

Our database consisted of 4000 simulated towel deformation experiments. In
every experiment the towel was initialised in the original, flattened state. The robot
was used to linearly push at the corner of the towel, pushing it towards its centre,
thus crumpling it. For every experiment the robot linear motion was random in the
distance and the angle of the push. The distance was between 3 and 30cm and the
angle ranged from 20◦ to 70◦ as depicted also in (Fig. 2a). The final, deformed state
of the towel was recorded along with the initial and final points of the robot motion
when in contact with the towel.

In addition, we have introduced domain randomization with a random hue shift
in each image. Since the pixels representing the towel are predominantly white with
different shades of grey in certain shaded areas, the hue shift had no effect on them.
This is because the hue shift only affects the pixels with unequal values for the red,
green and blue channels. It therefore only affected the light brown wood surface. The
colour shift was random for each image and ranged between 0◦ and 360◦. This was
done to introduce more variation to our dataset. We have already tested this approach
on a similar set of data end described it in more detail in [8].
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Fig. 1 Cloth raster representation inside the simulation

Fig. 2 Subfigure 2a shows the deformation area into which the robot pushed the upper left corner
during data acquisition. The dark dot marks the point where the robot started the deformation
movement and the light dot marks the point where the robot ended the movement. Subfigure 2b
shows the robot during the deformation movement
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The data pairs D in each dataset are mathematically expressed as

D = {C j , Mj }Pj=1. (1)

P is the total number of samples, which consist of imagesC j ∈ R
3×H×W with height

H and width W and the corresponding grab point and manipulation motion vector
pair of the linear smoothing motions

Mj = {g j , m j }. (2)

In the above equation, vectors g j and m j are defined as

g j = {gx, j , gy, j }, (3)

m j = {mr, j , mϕ, j }, (4)

where gx, j and gy, j represent the x and y pixel coordinates of the grab point respec-
tively, the starting point of the smoothing movement. While r (Euclidean distance
in pixels) and ϕ (in degrees) are components of the smoothing motion vector m j ,
expressed in polar coordinates. The values for r and ϕ were calculated from recorded
pairs of grab points g j and drop points d j .

3 DNN Architecture for Vision-to-Motion Skill Encoding

As in our previous work [7], we used an image-to-motion network based on [9]. We
kept the architecture almost unchanged, which is composed of three convolutional
layers and three fully connected layers. The first convolutional layer takes an RGB
image with an image size of 3 × 256 × 256 pixels as the input. After the input
data is convolved, ReLU and max-pool operations follow on each convolution layer.
After the last convolution layer, adaptive pooling is performed and then followed by
flattening into a one-dimensional vector. The flattened output is passed through three
layers that are fully connected. The final result is a linear motion smoothing vector
Mj in a 2D plane (Fig. 3).

3.1 Training

To find the required sample quantity to achieve our target accuracy, or about 1px for
the grab point, we ran the trainingwith different sample sizes of the generated dataset.
We performed the first training with a dataset of 4000 samples, followed by training
with 2000 samples, 1000 samples and finally 500 samples. All these datasets are
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Fig. 3 The architecture of image-to-motion DNN that was used to generate grab point and smooth-
ing motion vector pairs

subsets of the dataset with the most samples to speed up the generation of samples.
For each training, we evaluated the accuracy of the predicted grab and drop point
pairs. The evaluation was performed on a separate dataset with 500 samples. The
test dataset was generated in the same way as the training dataset.

3.2 Learning Parameters

For each training, we set the maximum training period to 3500 epochs, setting the
learning rate to 1 × 10−5 and the weight decay rate to 1 × 10−4. The network was
trained with batches of size 10. To determine the training loss, we calculated it as
the mean squared error (MSE) between the predicted and target values of a motion
vector Mj . If the validation loss did not decrease further in 100 consecutive epochs,
the training was cancelled. In this way, we attempt to mitigate the overfitting of
the network to training data with a high sample quantity, although the number of
parameters that are trained is very high. We used Adam optimiser [3] to dynamically
adjust the parameters of the network during training.

3.3 Results

For each batch of training, we evaluated the achieved accuracy of the model,
expressed as absolute pixel error, in predicting grab and drop points of the flat-
tening motion. The statistical values of the results are shown in Fig. 4. Our training
goal is to find the sample number at which the median value of the error in the grab
point falls to ∼1 px. For an image with a size of 256 × 256 px2, we can approximate
this error to 1 px ≈ 2.4mm in a simulated environment. Themodel trainedwith 2000
samples just reaches this threshold with a median value of gerr2000,med = 0.977 px.
We have chosen the median value as the threshold value because we expect our
model to have an error of gerr,med ≤ 1 px no more than 50 % of the time. The model
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Fig. 4 The distribution of drop point and grab point errors is shown with box-and-whisker plots
for different training samples count. Overlaid is a line plot of error median values. The points that
fall outside the whiskers are statistical outliers. Samples that fall within the boxes represent 50 %
of all samples in the test set

trained on 1000 samples comes close to this threshold with gerr1000,med = 1.095 px.
Both models also exceed the threshold gerr,q3 ≤ 2 px (gerr2000,med = 1.653 px and
gerr1000,med = 1.842 px respectively). In practise, 75 % of the cases of one of these
two models will have an error less than 4.8mm in simulation. If we also consider the
training times (t2000 = 320 min and t1000 = 90 min), as shown in Fig. 5, the model
trained on 1000 samples trains more than 3 times faster, which might outweigh the
slightly lower accuracy. Of course, if higher accuracy were required, we can always
increase the training dataset, but in this case the yields decrease due to the steep
increase in training times.
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Fig. 5 Image of cloth manipulation setup in reality

4 Discussion

This article describes our research progress in manipulation of textiles with robots,
where predict flattening motion of a rectangular towel. In our previous work [7], the
fabric model we used in MuJoCo was coarser and less realistic. One of the main
limitations in our experiments is simulation computational speed. The used size of
the simulated textile raster (29 × 17) was computationally so expensive that the
simulation speed was on average around ∼ 15 % of the real-time speed. However,
this raster size was needed for the simulation accuracy, even though it severely
reduced the simulation speed and increased the duration of the experiments. On the
other hand, the smaller perceptual gap to the real world is expected to accelerate our
transfer to the real world.

However, it should be noted that these results apply to this particular example.
Should we have a dataset with more variability, it is reasonable to expect that we
will need more samples for optimal training. Further statistical comparisons are also
required. The results in Fig. 4b are the average results for training with 2 initial seeds.
To obtain more accurate results, we would also need to repeat our training several
more times with different random initial seeds for each dataset size to account for the
result variability due to the initialisation of the neural network weights.This amount
of samples is also attainable in practise. Therefore, we estimate that we only need
about 100 samples (maybe less) from the real world setup and include them in the
training of more accurate models to achieve the desired accuracy.
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Fig. 6 Image of cloth manipulation setup in reality

5 Conclusion

The results show that training a neural network, which we used in our experiments,
requires about 1000 samples to deliver results with the desired accuracy. Creating a
dataset with this many samples in the real world is a large and complex endeavour
that is not practically feasible. If we want to apply the use of this neural network
to a real-world example (as in Fig. 6), we need to use different methods for Sim-2-
Real transfer. One possible approach is meta-learning, as described in [1], or other
methods, as described in [6]. We can observe in Fig. 4a, that the model trained with
the lowest training sample count already achieves reasonable accuracy. This amount
of samples is also attainable in practise. Therefore, we estimate that we only need
about 100 samples (maybe less) from the real world setup and include them in the
training of more accurate models to achieve the desired accuracy.
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Outliers—Do Image and Feature Domain
Outliers Coincide in Robotic
Applications?

Axel Vierling , Urooj Iltifat, and Karsten Berns

Abstract In this work, robotic application data is taken and quantitatively analyzed
if outliers in the image domain correlate with outliers in the feature space of CNNs
used for the detection of objects. This is necessary to ensure that commonly given
reasons for perception failures such as overexposure are valid for any object detection
robustness analysis. Theoutlier detection is donewith an encoder-decoder networkon
images and different layers of different object detection networks. Last, a qualitative
analysis of what makes an image an outlier and how this relates to the experience
from the application is done.

Keywords Robotic vision · Explainability · Outliers

1 Introduction and Related Work

In recent years autonomous driving has been of steady interest. The applications if
an adequate level of autonomy could be reached are vast. They range from public
transport [8], via automated construction processes like road compaction [19], to
autonomous fire fighting [18], to give just a few examples. While the past years
have shown good results and capabilities under defined conditions one of the main
problems which is not yet covered in a substantial amount is the robustness of
driving approaches in different conditions. Weather effects like e.g. rain or a low
sun leading to sun glares can have tremendous implications and have even led to
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fatal accidents before.1 A robustness to changing conditions is paramount to reach
widespread deployment of autonomous vehicles. Oftentimes themost vulnerable part
of an autonomous vehicle with respect to changing weather is the image processing.
Nowadays most used image processing approaches are based on neural networks,
and more specifically on Convolutional Neural Networks (CNNs). While there has
been some research to measure the robustness of CNNs with respect to changing
weather [9, 11, 16], it has not yet been solved. Most approaches try to tackle the
problem on the level of the features represented in a CNN [10, 21], as this is most rel-
evant for the output of the network. However, most robotic and autonomous driving
applications try to identify problems on the image level [2, 13, 17]. So, there seems
to be a discrepancy. This paper tries to overcome this gap, by identifying outliers
in different levels of the feature domain, and in the image domain for autonomous
driving. Then a statistical analysis of the outliers in all domains is done to see if there
is a correlation and how strong this correlation is. Such a correlation is required to
even attempt to identify complicated weather conditions with the help of the feature
space of a CNN. Extending the common approach of outliers in the image domain
to the feature domain, and analyzing the statistical correlation as well as a visual
analysis is the main contribution of this paper.

2 Outlier Detection Approaches

The idea of outlier detection is simple, to find data points that deviate significantly
from the majority of data. There exists a multitude of different approaches to achieve
this. Common for all approaches is a mapping function f which can be expressed
as f (p) → q. Where p represents a data point and q denotes its outlier-ness score,
representing the intensity of the outlier-ness of p. Outlier detection algorithms belong
to one of two groups based on themapping function [20] and the task: (1.) Find the top
k outliers with the highest outlier-ness score. (2.) Find all outliers above a threshold
value.

For both approaches, various techniques exist and can be grouped into three cat-
egories [14]: Supervised Outlier Detection (SOD), Semi-supervised Outlier Detec-
tion (SSOD), and Unsupervised Outlier Detection (UOD). For detecting outliers effi-
ciently multiple techniques have been proposed [3]. For instance, the Transformation
Invariant Autoencoder (TIAE) proposed byCheng et al. [4] is an unsupervised outlier
detector based on a deep neural network to mitigate the impact of noise induced by
outliers. In [1], a novel approach for open-set recognition and dense outlier detection
is introduced by discriminating the inlier dataset examples specific to some domain
from a diverse dataset containing general-purpose examples whose pixels represent
negative noisy samples.

1 https://www.theguardian.com/technology/2018/mar/19/uber-self-driving-car-kills-woman-
arizona-tempe.
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While classical approaches exist nowadays deep learning-based outlier detection
techniques aremore popular and exhibit significant benefits [4].Amongunsupervised
outlier detection techniques, autoencoders are considered to be very effective tools.
Therefore, in this work, the focus is on a UOD-approach with a deep autoencoder
implementedwith and as in [15].Autoencoders are usually used for other applications
such as image denoising or dimensionality reduction, however, they can also be
used for the detection of outliers. In this work, the convolutional autoencoder (CAE)
reconstructs an output similar to the input, if the difference between the reconstructed
output and input, measured by the pixelwise Mean Squared Error, is high then the
image/feature is flagged as an outlier. This reconstruction error is used in this work
as the dimensionless outlier score.

3 Concept and Experiments

The general overview of this work is given in Fig. 1. As discussed before, outliers
in the image domain as well as in the feature domain are detected. Then, it should
be seen, if these outliers correlated and finally if any or both types of these outliers
correlate with the object detection quality. Therefore, first, the images are taken and
preprocessed for object detection and outlier detection. The object detection starts
with the feature extraction. These feature maps are then extracted, preprocessed
and then outliers are detected. Meanwhile, the object detection network continues
normally and yields the detection result.

For object detection twodifferent networks are used, Faster-RCNN[12] andMask-
RCNN [6] in both cases with ResNet [7] as feature extractor and a Feature Pyramid
Network (FPN). To ensure independence of the overall architecture. The features

Fig. 1 Overview outlier detection approach. In- and Outputs are denoted in red, common object
detection parts in blue, and the outlier detection in purple
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for the outlier detection are extracted in two places, layer 3 (P3) and layer 6 (P6)
of ResNet or rather the corresponding FPN. This way it can be checked if earlier
layers, which usually are related to lower-level features, and deeper layers usually
related to more abstract higher-level concepts, behave differently with respect to
outlier detection.

The architecture of the CAE for the outlier detection consists of an encoder net-
workwith three convolutional layers that compress the input image to its latent repre-
sentation, and a decoder network also with three convolutional layers that reconstruct
the input image from the latent embedding. In both the encoder and decoder a stride
of 2 is used in convolutional layers and in between the convolutional layers, the ReLu
activation function is used. For the output layer of the decoder network, however, a
sigmoid activation function is utilized.

The training of the object detection was done on 2000 images of the KITTI [5]
dataset with 600 epochs of training, a learning rate of 0.00025 and a batch size of
64. The training of CAE was done on the same 2000 images and on their features
to detect outliers in both image space and feature space, also with 600 epochs and a
learning rate of 0.00025. The P3 and P6 features acquired from the object detection
models are taken as input for the training of CAE. Feature representation of layers
was preprocessed to make it compatible with the CAE algorithm. In both cases, 4
GeForce RTX 2080 Ti GPUs were utilized for the training and testing. Additionally,
the dataset was extended by adding Salt and Pepper noise to check how robust the
correlation is concerning small perturbations to the images. This gives 8 experimental
setups, Faster RCNN versusMask RCNN, layer P3 versus P6, and clean versus noisy
data. These experiments are denoted as Mask-6, Mask-3, Faster-6, Faster-3, Mask-
6-Noise, Mask-3-Noise, Faster-6-Noise, and Faster-3-Noise.

In the evaluation phase, 327 images and their features consisting of both inliers and
outliers are fed to the CAE, trying to reconstruct the image. A larger reconstruction
error, also referred to as the instance score or outlier score, indicates that an instance
is an outlier. A threshold value is set to identify which examples are regarded as
outliers. The outliers are data points that dramatically deviate from the patterns
the autoencoder learned during training and have instance scores over the chosen
threshold.

The outlier-ness scores for the different experimental setups can be seen in Fig. 3
without noise and in Fig. 4 with noise. The covariance values of all experiments are
depicted in Table 1. Assuming outliers in the image and feature domain coincide,
then there should be a positive outlier-ness correlation between the two, and object
detection should perform worse for outliers in both domains. Taking a look at the
experimental values, one can see that this is true if the features in the 6th layer are
considered, but the assumption does not seem to hold for outliers in the 3rd layer. This
implies that indeed outliers in the image domain are outliers in higher-level abstract
features where complex shapes are considered, but not for lower-level features. This
coincides with the common observation that deeper networks can better represent
the original image as a whole, but it also means that image preprocessing to smooth
outliers can not only be based on low level features as classical image processing
techniques in robotic applications often do.
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Table 1 Correlation between different metrics for all experiments

Experiment Fig. 3a Fig. 3b Fig. 3c Fig. 3d Fig. 3e Fig. 3f

covariance 0.002863 −0.005272 −0.0031 −0.002195 −0.005272 0.011642

Experiment Fig. 3g Fig. 3h Fig. 3i Fig. 3j Fig. 3k Fig. 3l

covariance 0.000649 −0.006145 −0.007002 0.020269 −0.006311 −0.010936

Experiment Fig. 4a Fig. 4b Fig. 4c Fig. 4d Fig. 4e Fig. 4f

covariance 0.004053 −0.007338 −0.008813 −0.0023 −0.007338 0.004006

Experiment Fig. 4g Fig. 4h Fig. 4i Fig. 4j Fig. 4k Fig. 4l

covariance 0.000643 −0.007905 −0.005206 −0.003132 −0.007338 0.000948

Fig. 2 Original image (left) versus attribution masks (right). The influence of the pixels in the
attribution mask is mentioned on the right in each row

However, even more interesting for robotic applications is, what makes images
outliers. To answer this, the attribution masks of the outlier score of some exemplary
outliers are analyzed in Fig. 2, sowhich regions contribute themost to the outlier-ness
score. One can see, that in the first row, the top-left and top-middle area pixels which
are overexposed are highlighted in the attribution mask. Similarly, in the second row,
the overexposed area which is bottom-left is highlightedmost in the attributionmask.
Therefore, it could be concluded that these images are considered outliers by theCAE
due to overexposure. However, in the third row, the attribution mask highlights the
over-exposed area which is the top-middle, but it also highlights the bottom-middle
which is not so much exposed. Therefore, the analysis is inconclusive. Furthermore,
in the last row, the cause of the image being an outlier is vague because the salient
features from the attribution mask are selected from all over the image. So it seems
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Fig. 3 Correlation between outlier score in the image and feature domain, as well as the object
detection accuracy. The plots depicted show experiments Mask-6 (first row), Mask-3 (second row),
Faster-6 (third row), and Faster-3 (fourth row), the comparison between the instance score in the
image domain and the feature domain (first column), the correlation between the instance score in the
image domain and the object detection accuracy (second column), and the correlation between the
instance score in the feature domain and the object detection accuracy (third column). In blue outliers
are represented, red represents non-outliers, and purple the regression line
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Fig. 4 Setup and colors same as in Fig. 3, added Salt and Pepper noise in the data

that clear disturbances in the robotic application domain like overexposure are indeed
reasons for outliers, but they do not cover all cases of outliers.
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4 Conclusion

In this work, the correlation between outliers of different domains was analyzed. The
domains are robotic application images with outliers due to human visible distur-
bances such as overexposure, as well as outliers in the image and feature domain,
determined by the outlier-ness score of an encoder-decoder network (Figs. 3 and
4). It could be seen that outliers in deeper layers and outliers in the image domain
correlate, but they do not correlate with outliers in lower layers. This partially fol-
lows common theory but gives further new hints on how potential preprocessing for
robotic applications must look like.

References
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An Algorithm for Determining
the Coordinates of a Test Tube
by a Robotic Aliquoting System Based
on a Combination of the Hough Method
and a Result Filtering Algorithm

Larisa Rybak , Vladislav Cherkasov , Dmitry Malyshev ,
Dmitry Dyakonov , and G. Carbone

Abstract The article considers the problem of determining the position of test tubes
in a tripod during aliquoting using technical vision. To solve this problem, the Hough
circle transformation method was used, supplemented by an algorithm for filtering
the obtained values. Experimental investigation of this algorithm have been carried
out, which have shown its high accuracy and the possibility of successful application
for determining the position of test tubes by a vision system. The results of the
investigation show the high efficiency and accuracy of the proposed algorithm in
determining the coordinates of a test tube with a biological liquid, which makes it a
promising tool for automating the aliquoting process.

Keywords Aliquoting system · Computer vision · Object detection · Gripper

1 Introduction

The fields of application of robots in medicine are expanding every day. This is
facilitated by the development of robotics in the field of new mechanisms with
advantages such as accuracy and high speed, as well as the development of new
control algorithms.

One of the tasks of medicine, in which the use of robots can increase productivity,
is to work with samples for laboratory research. The replacement of manual labor
will reduce the risk of infection of medical personnel and increase the productivity
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of tests. Aliquoting is the process of dividing or splitting a certain volume of liquid
or substance into smaller parts called aliquots. This process is often used in the labo-
ratory to prepare identical samples or solutions for further analysis or experiments.
Aliquots usually have the same volume and contain the same amount of substance,
which allows you to get more accurate results and compare data with each other. The
work [1] shows the effectiveness of automated aliquoting in comparison with the use
of manual labor. Thus, in [2], an automated system based on the Tecan station for
aliquoting the HIV pseudovirus is considered.

The automation and use of robots in medicine requires the use of vision systems.
Currently, vision systems are based on the application of one of two approaches:
machine learning or the creation of an algorithm based on color models. Each of
the approaches has its advantages and disadvantages, so it is appropriate to use them
together to solve complex problems. In [3], twomethods for recognizing blood serum
and determining its volume for aliquoting were considered, however, these methods
did not allow accurate recognition of the position of the test tube in a tripod to perform
grasp. The Hough circle method was used to solve this problem [4]. Hough circles
(or Hough transform) are one of the most widely used methods in computer vision
for detecting geometric shapes in an image. They were developed in 1962 by Paul
Haf to detect lines in an image, but have since been expanded and used to detect
circles and other geometric shapes [5].

TheHough transform is basedon amathematical theory that allowsyou to translate
points in an image into a parametric space [6]. In the case of circles, each pixel of
the image will be represented by a circle in a parametric space, which is determined
by its center and radius. Then the number of intersections between the circles in the
parametric space is calculated, which makes it possible to identify the most likely
circles in the image [7, 8].

The advantage of using Hough circles for technical vision is their ability to detect
circles of various sizes and orientations, as well as resistance to noise and distortion
in the image. In addition, they can be used to detect not only circles, but also other
geometric shapes such as ellipses, rectangles, etc. [9].

The current investigation examines the use of Hough circles to solve problems of
determining the coordinates of the location of test tubes in a tripod. To do this, images
from a camera mounted above a tripod are used, and the Hough circle detection
algorithm is used to determine the coordinates of the test tube centers. This allows
you to automate the aliquoting process and increase the accuracy and speed of this
operation. This method can also be applied in other workspaces of machine vision,
where it is necessary to detect and recognize geometric shapes in an image.
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2 Application of the Hough Transform to Determine
the Position of Test Tubes

The process of aliquoting the blood of various patients involves the excavation of
biological material from a test tube with a divided fraction into small-volume test
tubes. The aliquoting workspace is divided into clean and dirty zones. In the clean
area, tripods are stored before being fed to the dirty areawhere aliquots are dispensed.
The work [10] shows the effectiveness of automated aliquoting compared with the
use of manual labor. Automation of the aliquoting process allows you to avoid errors
and improve the quality of analysis results by increasing the accuracy and reliability
of the aliquoting process; reduce the time spent on sample preparation; reduce the
risk of contamination of samples and cross-contamination, as the automated system
minimizes contact with personnel; improve working conditions for laboratory staff
by reducing physical exertion and increasing safety.

The design of a robotic system for aliquoting biological fluid of various patients is
proposed, shown in Fig. 1. The PC includes: case 1, in which a parallel delta manip-
ulator 2 is located, moving the dosing device 3, fixed in the center of the movable
manipulator platform and performing aliquoting of biomaterial. The replaceable tip
4 on the dosing head is fixed with a rubber O-ring. A serial manipulator with six
degrees of freedom 5 is mounted on a fixed base 6 and ensures the movement of
racks 8 using a gripper device within the workspace 7.

The technological process of sample preparation and aliquoting of blood serum
includes two main stages: at the first stage, blood is taken from the patient and
the sample is centrifuged. At the second stage, blood serum is collected and dosed
(Fig. 2).

To manipulate the tubes, it is necessary to solve the problem of determining their
position in order to grasp and move them. In this regard, it was decided to use an
algorithm based on the definition of Hough circles, which allows you to analyze the
image and save the obtained values, which can be transmitted to the manipulator.

Fig. 1 Robotic system for
aliquoting biosamples
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Fig. 2 Technological process of biomaterial aliquoting

This algorithm is easy to set up and, in comparison with the Yolo neural network,
does not require a large set of training data. The result of the algorithm is an image
with objects fixed in a circle. The results of recognition of various objects had high
accuracy, however, incorrect results were obtained when recognizing test tubes. The
algorithm either does not select all the tubes, or mistakenly selects workspace of
the image where there are no tubes, depending on the selected values of the Hough
transform parameters (Fig. 3).

To improve the accuracy of determining the coordinates of the tubes, the Hough
circle transformation algorithm was supplemented with an algorithm for filtering the
obtained values.

a) b)

Fig. 3 The result of tube recognition by the Hough algorithm. a The original image of the tripod
with test tubes, b the image after the Hough transform
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3 The Algorithm for Filtering the Results of the Hough
Transform

The filtering algorithm made it possible to clear the array of coordinate values that
are outside the area of the objects under consideration and filter the values to search
for the necessary objects. The algorithm is configured to evaluate the attribute values
of RGB and HSV models (Fig. 4).

The RGB format is an adaptive color model that forms any shades of the spectrum
visible to the human eye, in which three colors are mixed: red, green and blue. The
HSV format is a color model based on color parameters: hue, saturation, value.

Classifying a pixel by its position inside or outside the boundaries of the tube is
possible due to the attributes of the models: R, G, B, H, S, V. Each attribute takes a
value from 0 to 255 except for the H attribute, it takes values from 0 to 179.

The algorithm is shown in Fig. 5.
The input data for the algorithm is an image (IRGB) and arrays of acceptable color

ranges (Rin, Rout). The image is an array with information about the RGB attribute
values for each pixel. The Rin array includes valid ranges of values for the 6 color
attributes R, G, B, H, S and V pixels of the contents of the test tube. The Rout array
includes valid values of the 4 color attributes R, G, B and V of the tube neck pixels.
The H and S attributes are not included in the Rout array, since they can take any
value for the neck pixels and cannot be limited.

In the first step (Fig. 5) of the algorithm, the input image is converted to an image
(IGRAY ) in grayscale. In the second step, using the Hough transform in the image
(IGRAY ), the values of the coordinates of the centers of m circles and their radiuses
are determined and written to an array(c).

If the array(c) contains at least one circle, then the circles are filtered. To do this,
an array (IHSV ) is formed based on the input image (IRGB) with information about
the value of HSV attributes for each of the pixels (the algorithm in Fig. 5, step 4).
The first stage of filtering evaluates the color of pixels inside and on the contour of
the circle. If this color does not match the color of the neck of the test tube or its
contents, that is, if the number of false arrays (P (i)

bool ) is more than half the number
of array elements (P (i)

bool ), then the circle corresponding to this element is removed
from the array (c). With each the removed circle corrects the parameter m. Pixel
color matching in step 8 is performed using the procedure (Filter), the pseudocode

Fig. 4 HSV and RGB color
palettes
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Fig. 5 Pseudocode of the result filtering algorithm

of which is shown in Fig. 6. For each i-th element of the array (c) in the procedure
(Filter), an array (P (i)

bool ) consisting of two parts is formed. For the first part of the
procedure (Filter), pixels in the inner circle are considered in increments of t and
their coordinates are calculated:

xpi = xc + 0.7 ∗ r ∗ cos(αi ), (1)

ypi = yc + 0.7 ∗ r ∗ sin(αi ), (2)

where xc, yc, r are the values obtained during the operation of the algorithm based
on the Hough circle transformation. αi is the angle of rotation in increments of t, αi

is the angle of rotation in increments of t.
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Fig. 6 Pseudocode of the filter algorithm procedure
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Fig. 7 The pseudocode of the Boolarray algorithm procedure

For filtering (Fig. 6), an array W is formed from the color attributes R, G, B,
H, S and V of the pixel with coordinates xpi , ypi . . The resulting array (W ) is
compared with the Rin array, which has the maximum and minimum values of the
color attributes). If the color attribute lies within the acceptable ranges specified in
Rin, then the value true is entered into the Wbool array, otherwise false (the algo-
rithm in Fig. 6, steps 9–15). The number of corresponding and false values of color
attributes is calculated in the procedure (Boolarray) (Fig. 7). If the number of true
values is greater than or equal to half the number of array elements (Wbool), then the
value true is entered into the array (Pbool), otherwise false.

The second part of the Filter procedure (Fig. 6, steps 22–41) is similar to the first,
but it considers pixels on a circle corresponding to the contour of the neck:

xpi = xc + r ∗ cos(αi ), (3)

ypi = yc + r ∗ sin(αi ), (4)

The pseudocode of the Filter procedure is shown in Fig. 6.
At the second stage of filtering the results (Fig. 6, steps 14–27), neighboring

circles are compared. If one of the circles does not match the color of the neck of the
test tube or its contents, the filtering algorithm removes this circle. For each element
of the array (c), the distance (d) between the centers of two adjacent circles and 90%
of the sum of the radii of the two circles is compared:

(
(
x j − xi

)2 + (
y j − yi

)2
)0.5 < 0.9 ∗ (

r j + ri
)
,

where xi, yi, ri are the coordinates of the center and radius of the circle in question,
xj, yj, rj are the coordinates of the center and radius of the neighboring circle.

If the comparison is correct, then for each of the two circles, a check is performed
in the procedure (Boolarray) and the number of pixels that do not correspond to the
allowed range of color attributes is determined. If the number of such pixels of the
first circle is greater than the number of non-matching pixels of the second circle,
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then the first circle is removed from the array (c), otherwise the second one. As a
result of the algorithm, the array(c) contains only filtered circles.

4 Experimental Investigation

Experimental studies of the developed algorithm for determining the position of
test tubes and comparison of the proposed algorithm with the basic one have been
performed. The comparison was performed on the same set of images of a tripod
with test tubes. The analysis of the results of determining the circles obtained during
the processing of 100 images of tripods with test tubes (Fig. 8).

Indicators such as accuracy and recall were used to determine accuracy. The
accuracy indicator represents the proportion of the corresponding instances among
the extracted instances.

accuracy = T P

T P + FP + FN
, (5)

where TP are correctly recognized objects (test tubes), FP are incorrectly recognized
objects, and FN are unrecognized objects.

The Recall metric represents the proportion of recognized object instances in the
total number of object instances in the image:

recall = T P

T P + FP
, (6)

The graph (Fig. 9) shows a graph of the normal distribution of accuracy and
repeatability of results (dimensionless value) during the recognition of test tubes in
100 images.

Based on the test results of the basic and proposed algorithm, it was concluded
that with the same configured parameters, the accuracy of the proposed algorithm

a) b)

Fig. 8 The results. a Before filtering, b after filtering
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Fig. 9 Comparison of the accuracy and repeatability of the basic and proposed algorithms

was 96.3%, and the accuracy of the basic algorithm was 54.4%. The repeatability of
the results of the proposed algorithm was 99.7%, and the basic one was 54.4%.

To conduct experimental studies as part of the robotic system, a 1080p webcam,
a tripod for test tubes and 50 test tubes for storing blood samples were used in the
collaborative work of the AUBO i5. To grasp test tubes, a gripping device has been
developed and manufactured using 3D printing, the design of which is shown in
Fig. 10.

The gripping device consists of a housing 1, in which a stepper motor is installed,
a gear wheel 2, rails 3 and fingers 4. AnArduino nano is used as a controller to control
the movement of the gripper device. The stepper motor receives a signal from the
controller and rotates a gear wheel 2 mounted on its shaft, which transmits motion
through a gear engagement to rails 3 moving in a circular groove translationally in
opposite directions. 4 fingers are attached to the slats, which move along with the
slats, grasp and move the object.

The algorithm for determining the position of test tubes is written in the
python programming language and integrated into the robot’s control program. The
algorithm was tested as part of the aliquotation system (Fig. 11).

Fig. 10 Gripping device
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Fig. 11 Experimental investigations of the grasping of the transfer of test tubes by the robot
according to the coordinates determined by the proposed algorithm

50 test tubes have been moved, the coordinates of which are determined by the
proposed algorithm. The results showed that all 50 test tubes were successfully
grasped and transferred from the tripod to the aliquotation workspace.

5 Conclusion

The application of the proposed Hough transform algorithm made it possible to
determine the position of the test tube in the aliquoting system with an accuracy of
96.3%. The repeatability of the results when using the filtering algorithm increased
from 54.4 to 99.7%. This allows you to automatically configure the system for a
specific test tube and reduces the likelihood of errors during aliquoting. In addition,
the Hough transform can be used to analyze images of other objects, for example, to
recognize samples or to determine the boundaries of objects in an image. Thus, the
Hough transform is a powerful tool for image processing and analysis and can be
applied in various fields, including biology, medicine, robotics and computer vision.
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Deployment of Algorithms
for Autonomous Drone Racing in a Real
Environment

Marko Šušnjar and Kosta Jovanović

Abstract Autonomous drone racing (ADR) has proven to be a good training ground
for developing and testing algorithms for autonomous drones. It usually requires spe-
cific conditions not available tomany researchers. In this paper, we use the affordable
Tello drone with support for ROS to implement and deploy computationally efficient
algorithms for ADR.We propose the use of a control system based on a combination
of the FeedbackLinearization and theModel PredictiveControl, localization and gate
detection using a convolutional neural network and images from the drone’s front
camera as inputs, and a motion planning algorithm described by a state machine.
We tested our system in simulations and in an adapted outdoor environment, demon-
strating the system is capable of flying through all gates without collisions.

Keywords Autonomous drone racing · Deep learning ·Model predictive control ·
Feedback linearization · Tello drone

1 Introduction

Together with the rising popularity of unmanned aerial vehicles and drone rac-
ing competitions, there has been a significant increase in interest in autonomous
drone racing (ADR). The goal of these competitions is to build a drone capable of
autonomously detecting gates on the track and flying through them in the short-
est time possible. To achieve this, teams of engineers have to develop effective and
time-efficient algorithms for perception, motion planning and control of autonomous
drones. So far, ADR has proven to be a good motivation for improving these algo-
rithms and trying out novel methods, as well as a good polygon for testing them in
practice.Discoveries in theADRmayfind applications in search and rescuemissions,
delivery in urban areas and other time-critical tasks.

In case of the ADR, it is common to use a custom-made drone with certain
characteristics (such as great maneuverability and adequate computational power
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and set of sensors onboard) and test its behaviour in large indoor areas suitable for
this purpose. However, this setting is often not accessible to many researchers. In
this paper, we opted for a different approach. We used an affordable DJI Ryze Tello
drone and created simple environments convenient for testing our system both in
simulations and in the real world.

We proposed a combination of computationally efficient algorithms to safely
navigate the drone along the track. For the control system, we adapted Feedback
Linearization and linear Model Predictive Control (MPC) for use in ADR, the local-
ization system is based on a deep Convolutional Neural Network (CNN) optimised
for quick predictions and trained on our inputs, while the motion planing algorithm
is a simple and intuitive state machine. All methods are deployed on the real drone
and tested in a real environment. To present our approach, we will first discuss
related work in Sect. 2, then describe our methodology in Sect. 3, provide results and
discussion in Sect. 4, and finally conclude in Sect. 5.

2 Related Work

The first international ADR competition was organised in 2016. In the first few
years, numerous ideas for gate detection, drone localization, control, and path plan-
ning were presented [1, 2]. High-frequency localization can be enabled by using
CNNs for estimation of the drone’s position based on the image from the front cam-
era. A modification of PoseNet architecture has been tested in simulations [3] and in
a real-world indoor scenario [4] and has shown good precision. Using a sequence of
consecutive greyscale images together with the Kalman filter for prediction smooth-
ing has been proposed in [5], with promising results. The Kalman filter has been
used to fuse measurements from multiple sensors in similar applications with other
mobile robots in [6].

Neural networks have shown the potential to solve other problems inADR aswell.
In [7], the network has been trained to replace classical control methods, while in [8]
the end-to-end network has been used to predict control commands for inner con-
troller directly from camera inputs. However, in many applications, a control system
based on MPC has been used [9, 10], since it exploits the knowledge of the system
dynamics. A combination of MPC and Feedback Linearization has demonstrated a
great ability to follow the given trajectory in [11].

When positions of all gates are known, the trajectory can be found as a solution
that minimises the time needed to fly through the given sequence of points [7].
Instead, if only the position of the closest gate is known, planning based on a state
machine and piecewise trajectories has been proposed [5, 12]. In more complex
environments and in case of multi-robot systems, multi-criteria decision making can
be used [13]. Although mass-produced drones cannot achieve noticeable results in
official racing competitions, they can be used for various research purposes, which
was demonstrated with the DJI Tello drone [12, 14].
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3 Methodology

In this paper, we used theDJI Ryze Tello drone, a small and affordable programmable
quadrotor. It is equipped with a 5MP front camera, IMU sensor, a height sensor and
a vision positioning system. There are packages for the integration of the Tello drone
with the Robot Operating System (ROS) [15], while more advanced logic can be
implemented using the Python programming language. Algorithms used for drone
control, localization and motion planning, along with the implementation details, are
presented in this section.

3.1 Testing Environments

To test our system in simulations, we created an environment similar to the ADR
tracks using the Gazebo simulator in ROS, containing several brown gates of inner
dimension 0.8m × 0.8m placed on a homogeneous green ground, which should
prevent the localization system from learning patterns on the floor. We used the
RotorS package [16] to create a model of the Tello drone and trustworthy represent
the real drone in simulations.

For real-world experiments, we built a polygon similar to the environment in
simulations outdoors and we used a real Tello drone. The polygon was 10m × 4m
space enclosed on three sides by grey nylon up to a height of 3m, in order to hide
external objects and have nearly single-color background. Brown gates with a 1m ×
1m square opening were placed on a grassy surface. Algorithms described in this
paper were run on a separate laptop with ROS and tello-driver package [17] for
communication with the Tello drone via wireless network. Since the Tello drone
is designed to fly indoors and is sensitive to external disturbances due to its size,
experiments were run in dry weather without strong wind.

3.2 Control System

The control system consists of two parts: an outer loop based on the Feedback Lin-
earization for position control, and an inner loop based on the Model Predictive
Control for attitude (Fig. 1). The desired trajectory is forwarded from the path plan-
ner to the control system in form of reference coordinates, velocities, accelerations
(XR,YR, ZR and their derivatives) and yaw angle ψR . Similar designs have already
been applied in literature [11].

Drone’s coordinates in the laboratory frame are definedwith its position (X,Y, Z)

and orientation (ϕ, θ, ψ). Drone’s acceleration in the laboratory frame is described
with the following equations:
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Fig. 1 Schematic representation of the control system

Ẍ = (cosψ sin θ cosϕ + sinψ sin ϕ)U1
m ,

Ÿ = (sinψ sin θ cosϕ − cosψ sin ϕ)U1
m ,

Z̈ = −g + cos θ cosϕ U1
m .

(1)

Feedback Linearization controller determines appropriate thrustU1 and sets target
roll ϕR and pitch θR angles for the MPC controller. The inner loop regulates the
drone’s orientation with four times higher frequency than the outer loop. Around the
hovering position, the transformation matrix between the body and the laboratory
frame can be approximated by an identity matrix, and angular accelerations can be
calculated as:

ϕ̈ = Iyy−Izz
Ixx

θ̇ ψ̇ − JP
Ixx

θ̇� + U2
Ixx

,

θ̈ = Izz−Ixx
Iyy

ψ̇ϕ̇ + JP
Iyy

ϕ̇� + U3
Iyy

,

ψ̈ = Ixx−Iyy
Izz

ϕ̇θ̇ + U4
Izz

,

(2)

where U2,U3 and U4 are torques generated by drone’s rotors around X , Y and Z
axes, I = diag(Ixx , Iyy, Izz) is the diagonal inertia tensor of the drone’s body, JP is
the moment of inertia of a rotor around Z axis, and � = �1 − �2 + �3 − �4 is a
function of angular velocities of all four rotors.

Equation (2) can be rearranged into the state space representation, so that param-
eters in matrices vary over time (LPV form, as in [11]). These matrices can be
discretized and used to describe the current model of the drone for the Linear MPC
controller, which finds the control inputs that minimise the cost function

J = 1
2�uT ¯̄H�u+ fT�u, (3)

where ¯̄H and f depend on the model, initial conditions, reference given, and provided
cost ratios for optimisation, and �u defines incremental changes for control inputs
U2, U3, U4. If no additional constrains are set, there is an analytical solution for the

optimal inputs �u = − ¯̄H−1f based on the Eq. (3).
In contrast to the numerical optimisation of the cost function,with this approach all

control inputs can be calculated directly, which reduces the overall time complexity.
It is important to tune the cost parameters to get feasible values for the rotors speed
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due to physical limitations of the system. Also, the modular architecture shown in
Fig. 1 is convenient for the transition to the real system. Since the Tello drone has its
own low-level controller, only the outer loop needs to be implemented in that case.

3.3 Localization

The localization process is primarily based on a convolutional neural network, which
utilizes the drone’s front camera image to estimate the drone’s position relative to
the closest gate. This approach has already demonstrated good precision in ADR
[3–5]. The drone has additional sensors whose measurements will be fused with the
CNN prediction to obtain a more accurate estimation. The architecture of the CNN is
inspired by [5] and modified for our use case to achieve faster estimations (Fig. 2a).
An input of the CNN is a single greyscale image of size 224× 224 pixels, while there
are three output channels, one for each coordinate, describing the distance between
the drone and the centre of the gate.

In the simulation, we generated 15869 greyscale images for training, 5442 images
for validation, and testing on completely new inputs was done as part of the full-
system evaluation. For the training set, the drone moved along a path parallel to the
gate at various distances from the gate and at various heights in the region of interest,
and collected images from the front camera and ground truth position with respect
to the closest gate. For the validation set, we used a trajectory of a similar shape, but
with different key points. Images were generated in environments with one gate and
with three gates, in order to cover cases when the camera captures only the closest
gate and multiple consecutive gates.

In real world, the CNNwas trained independently, keeping the same architecture.
Camera inputs were created similarly, but we used only one environment with three

Fig. 2 Localization system: CNN used for the estimation of relative position of the drone with
respect to the gate a, and example images from training sets in the simulation and in the real-world
experiment b
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gates, and collected 5453 images for training and 1378 for validation, scaled to the
input size. Examples from training sets are shown in Fig. 2b.

Tello drone has its own estimation of the current velocity, based on measurements
from IMU sensor. It is particularly useful when the drone is close to the gate and the
camera does not capture its edges. Therefore, the Kalman filter was used to predict
the next position of the drone, fuse outputs from the CNN and velocity estimations,
and provide the final estimation of the localization system.

3.4 Motion Planning

The goal of themotion planning algorithm is to set an appropriate reference trajectory
in the laboratory frame for the control system in order to navigate a drone to fly safely
through the closest gate. The trajectory is divided into several segments and can be
represented by a state machine. First, the drone approaches the gate and aligns with
its centre at the distance of around 1m from the gate. Next, the drone flies through
the gate, close to the centre, and continues the motion for a certain length, during
which it detects the next gate and repeats the process, i.e., returns to the initial state.
Values are calculated with respect to the gate, based on the estimation of localization
algorithms.

Reference trajectory for each segment is a polynomial function of fifth order,
defined by the boundary conditions: desired positions, velocities and accelerations
at the beginning and the end of the segment.

4 Results

The system was tested in simulations and in the real world. The CNN was trained
separately in both cases on corresponding training sets for 100 epochs with a batch
size of 32, minimising the mean squared error of predictions on the validation set. As
a result, it was capable of calculating 80–90 predictions per second on a laptop with
Intel i7-9750H processor and NVidia GeForce GTX1050 graphics card. Since the
frequency of receiving new camera inputs is lower, and there are other calculations
in the cycle, we opted to run CNN predictions with the frequency of 10Hz in the
simulation.

We created two different tracks inGazebo. The first one had three gates of the same
height and was similar to the environment used for collecting images for the training
set (Fig. 3a). The drone started its motion from three different starting positions.
In each case, drone successfully detected all gates and finished its motion without
collisions. Trajectories in the horizontal plane are shown in Fig. 3c. They illustrate
the state-machine approach - the dronemoves towards the gate, aligns with its centre,
flies through it and detects the next gate.
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Fig. 3 Simulation environments with three and seven gates in Gazebo and realised trajectories
starting from three different initial positions

The second track consisted of seven gates of variable height (Fig. 3b), satisfying
the condition that the next gate had to be in the camera field of view after flying
through the previous one. Again, the drone was capable of flying safely through all
gates in the track starting from three different initial positions, which can be seen
from trajectories in horizontal and vertical plane in Figs. 3d, e. The total time required
to complete the 40-meter-long track was about 35 s. A better result could have been
accomplished with a more aggressive motion planning, but it is important to keep
in mind limitations of the control system, which was derived under the small angles
assumption.

While working with a real Tello drone, thanks to the ROS architecture and the
use of tello-driver package, algorithms tested in simulations were reused to a great
extent. As stated above, it was needed to adjust the control algorithm to use only
the outer loop based on the Feedback Linearization and to retrain the CNN with
inputs from a real-world environment. One major issue we experienced with a real
system is a delay in communication between the drone and the laptop, especially in
receiving images from the front camera. Also, since the error of IMU measurements
accumulates with integration over time, that was not a reliable method for position
and velocity tracking over longer distances. Hence, the front camera remained the
main sensor for localization, but we reduced velocity of the drone and working
frequencies to calculate CNN predictions twice per second.

The polygon with three gates used for testing is shown in Fig. 4a. Due to the
limitations, achieving the shortest time was not the main quest and we focused on
completing the track safely. In majority of tests, the drone was capable to detect all
three gates and fly through them without collisions in around 70 s, which is approxi-
mately 8 times slower compared to the simulations. One example trajectory recorded
as a sequence of images from the drone’s camera is given in Fig. 4b. However, the
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Fig. 4 A polygon for the real-world experiment a and realised trajectory as a sequence of images
from the drone’s front camera b

real system did not demonstrate the same level of robustness as in simulations. In
some occasions, after flying through the first gate, the second one was not in the
camera’s field of view, so the drone missed it and flew directly to the third one. An
accompanying video with the results in simulations and the experiment can be found
at: https://youtu.be/Ze2n9H0tL7U.

5 Conclusion

In this paper, we implemented a system for ADR using computationally efficient
algorithms for control, localization andmotion planning, and presented an affordable
method for testingboth in a simulation and in the realworld.Our systemdemonstrated
the ability to fly autonomously through the sequence of gates without collisions,
achieving good flying time in the simulations. The speed in the real world was lower
and not good enough for authentic ADR competitions, but the experiment provided
valuable insights into the limitations of the system and the outdoor environment. For
better results, the delay in the communication needs to be reduced, ideally by doing
all processing onboard. Also, the existence of external motion capturing system for
ground truth measurements would be beneficial during the training process. The
use of the ROS and the corresponding driver for the Tello drone enabled a simple
transition from the simulation to the real hardware, without a need for much effort
and adaptations. A similar procedure could be repeated for any other drone with the
support for ROS.
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Contactless Assembly of a Pi and a Plug
Micropart with Electrostatic Force Fields

Georgia Kritikou, Vassilis Moulianitis, and Nikos Aspragathos

Abstract The assembly of a plug and a pimicropart with electrostatic force fields on
a micro-manipulation platform is studied. The operational principle of the platform
is based on its electrodes activations that result in interacting with the neighboring
microparts’ electrodes. The components are conveyed on the device with transfer
lines reaching random configurations and their micro-manipulation begins with their
centralization on a platform electrode. Then, a new heuristic method searches for the
best place on the platform where they will be assembled while the presence of the
undesired electrostatic stack phenomena is avoided. Based on the heuristic’s results,
the microparts are reoriented and move towards their assembly configuration. At the
final stage of the process, a stabilizing activationmethod is applied for assembling the
microparts effectively. The steps of the assemblymethod are described and simulated
and the results are shown and discussed.

Keywords Automated contactless assembly · Electrostatic force fields ·
Stabilizing activation

1 Introduction

The MEMS assembly is an outstanding ongoing research area. Nowadays, micro-
grippers are mostly used in industry for the MEMS built [1] increasing significantly
the production time and cost [2]. Contactless micro-manipulation methods using
force fields promise the automated mass parallel assembly of multiple components.

The assembly of a pi and a rectangular component using programmable planar
force fields for the components’ centralization, aligning and transfer was firstly
designed in [3]. The mass parallel assembly exclusively with force fields has been
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achieved in bio-systems industry where bio-cells and nano/micro-polymer beads can
be assembled with dielectrophoresis [4]. In micro-robotics manufacturing adhesive
forces have been applied to micro-components using droplets achieving the built of
micro-vehicles and snake shaped structures [5].

The electrostatic force fields have been used for the micro-components handling
and positioning to pallets using vibrating and ultrasound plates [6, 7]. In our research
team’s previous publications the contactless electrostatic micro-manipulation of
plastic or plexiglass convex components has been proposed [8]. The components’
handling is implemented on a platform of a micro-factory where they are placed
with conveyors. The platform is a PCB with conductive pads whose activation
induces electrostatic force fields concluding to interact with the electrodes under-
neath the microparts’ bottom surface. The components’ micro-handling begins with
their simultaneous centralization [9] and keeps on with their motion and rotation due
to the automated activation methods that are applied to them [10].

In this work, the micro-manipulation and the assembly of two non-convex
microparts (a plug and a pi), is proposed. The goal is to assemble the components
automatically avoiding simultaneously the electrostatic stack phenomena. Firstly, the
platform’s and microparts’ initial state is described and the microparts’ electrodes
layout underneath their bottom is presented. Then the micropart’s free configuration
space is calculated and the microparts feasible rotations and motions on the platform
are determined. Considering that the microparts are centralized, a new heuristic
method finds where they will be assembled on the platform decreasing simultane-
ously the possibility of the electrostatic stack phenomena presence. Based on the
resulting assembly configuration the microparts are rotated and then move towards
it. Finally, a stabilizing activation technique is proposed that contributes to assemble
the microparts.

The Sect. 2 is dedicated to present the platform’s and micropart’s layout, their
initial state and the stabilizing activation method for the components’ assembly. The
automated plug–pi assembly method is described step–by–step in Sect. 3 and the
conclusions and the future work are discussed in Sect. 4.

2 The Platform and Two Non-convex Micro-components

2.1 The Platform

The platform is a MEMS device that has on its surface a square area with N × N
electrodes where the center of the electrode number 1 coincides with the origin (x,
y) = (0,0) of the platform’s Global Coordinate System (GCS) (Fig. 1). The micro-
manipulation processes on the platform’s surface are detected with vision systems
and the microparts are manipulated on the platform due to its electrodes activations
[10].



Contactless Assembly of a Pi and a Plug Micropart with Electrostatic… 47

Fig. 1 A plug and a pi micropart centralized on the platform’s surface with orientation θ1 = θ2 =
0o

2.2 The Configuration Space, the Action Space
and the Activation Methods for the Manipulation of a Pi
and a Plug Micropart on the Platform

The plug and the pi microparts are both made from the same insulating material. In
this work, it is not significant how they are conveyed on the platform however; it is
taken into account that at the end of their conveyance they reach random configu-
rations. The microparts’ electrodes are positioned underneath their bottom surface
according to the layout that is illustrated in Fig. 1. The components are centralized
when their central electrode totally coincides with a platform electrode as in Fig. 1.

The microparts’ configuration on the platform is given by qi = (xi, yi, θi) ∀i ∈
{1, 2} where xi, yi the position of their central electrode on the platform and θi their
orientation with respect to the GCS where i = 1 the plug and i = 2 the pi micropart.
The collision free parallel micro-manipulation of randomly positioned components
is achieved since the constraints |�x| ≥ 6de or |�y| ≥ 6de are satisfied [9], where
|�x| = |x1 − x2| and |�y| = |y1 − y2| where de the horizontal/vertical distance
between the centers of two neighboring platform’s electrodes. The components’
Free Configuration Space is equal to:

C f ree = X × Y × �,∀xi ∈ X = [de, (N − 1) · de],
∀yi ∈ Y = [de, (N − 1) · de]∀i ∈ [1, 2] and∀θi ∈ � = [−180o, 180o

] (1)

Since the microparts are centralized and θi ∈ {0°, ± 90°, ± 180°} they can move
automatically making actions that are included in the Actions Space:

Uc = {v1, v2, v3, v4, v5}
= {(de, 0, 0), (−de, 0, 0), (0, de, 0), (0,−de, 0), (0, 0, 0)} (2)

The centralized micro-components can be oriented and accomplish an action vλ
∈ Uc ∀λ ∈ {1,2,3,4,5} since the platform electrodes are activated properly [10].
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Fig. 2 The (i) Activation methods for the rotation of a plug (ii) activation methods for the motion
of a pi micropart in parallel with the x axis applying a v1 action

Figure 2 illustrates two activation examples where in Fig. 2(i) the rotation of a plug
micropart and in 2(ii) the action v1 of a pi component are presented.

2.3 Simulating Activation Methods for the Components’
Efficient Assembly

The differential equations for the motion and the rotation of the microparts from their
current position and orientation to the next are equal to:

mi · du/dt + b · u =
∑

Felec (3)

Ii · dω/dt + b/mi · ω =
∑

τelec (4)

where mi the components mass, b the damping coefficient that depends on the
microparts dimensions and the liquid dielectric’s viscosity, Ii the components’
moment of inertia,

∑
Felec the total electrostatic force that is applied to each

micropart’s COM due to each single interactions Felec and
∑

τelec the micropart’s
total torque where each τelec = Felec × r where |r| = √

2de (see Fig. 2i).
A 90° rotation of a plug component is simulated on a 10× 10 electrodes platform

where de = 1.08•10−4m and the plug’s start configuration is equal to the (x1, y1, 0°)
= (3.24•10−4 m, 4.32 •10−4m,0°). The simulation results are illustrated in Fig. 3
showing that for the plug’s rotation four platform activation steps are applied. The
microparts’ electrode layout design and the activation methods contribute to keeping
the plug’s central electrode constant while its COM, which does not coincide with
the pivot point center, is successfully rotated by 90°.

An assembly example is shown in Fig. 4i where a pi micropart implements a
v1 action to come closer to the plug however such activation concludes in plug’s
v2 action which is undesired during components’ assembly. Therefore, all the plat-
form electrodes underneath the plug’s electrodes (see Fig. 4i) are also activated to
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Fig. 3 Simulation results (i) the plug is rotated by 90° (ii) the plug’s COM is rotated by 90° around
the micropart’s central electrode

stabilize the component hence the assembly is accomplished in secure (see Fig. 4ii).
The assembly process of Fig. 4 is simulated on the 10 × 10 electrodes platform
where the components start configurations are equal to: (x1, y1, θ1) = (5.4•10−4 m,
2.16•10−4 m, 180°) and (x2, y2, θ2) = (1.08•10−4 m, 0.54•10–4 m, 0°).The simula-
tion results are illustrated in Fig. 5 where it is shown that the stabilization of the plug
contributes to keeping it constant accomplishing the components’ assembly while
without the stabilization the plug moves towards pi.

Fig. 4 Pi—plug final assembly stage (i) pi moves towards plug (ii) successive assembly because
of the stabilizing activations
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3 Assembly of a Pi and a Plug Micropart

3.1 An Automated Method for the Plug—Pi Assembly

The plug and the pi are considered as assembled when their coordinates satisfy the
constraints: |�x′| = |x1′ − x2′| = 0 and |�y′| = |y1′ − y2′| = 3de or |�x′| = 3de and
|�y′|= 0 and |�θ′|= |θ1′ − θ2

′|= 180o (see Fig. 4ii) where x1′, x2′, y1′, y2′, θ1′ and θ2
′

the components’ coordinates at the end of their assembly. The plug has bigger mass
than the pi (m1 > m2) hence, bigger potential is requested when the vλ ∀λ ∈ {1, 2, 3,
4} actions are implemented. Therefore, in order to limit the platform’s electrostatic
force fields’ magnitude limiting simultaneously the possibility for undesired stack
phenomena the assembly process is built considering that the plug has to move less
and the pi more.

The assembly process is divided in the following steps: (1) centralize simultane-
ously both components (2) reorient in parallel the components so that |�θ′| = 180o

(3) drive them to the configurations where either |�x′| = 0 and |�y′| = 3de or |�x′|
= 3de and |�y′|= 0. Therefore, the randomly positioned components are centralized
in parallel to one of the platform electrodes that is closer to their central electrode.
Then, a heuristic is proposed to search the best place where the components will
be assembled considering how the pi will better approach the plug. Specifically, the
distances |�x| and |�y| are computed, and since |�x|≥|�y| the x axis is selected
to implement the final stage of the components assembly shown in Fig. 4; in case,
|�x|<|�y| then y axis is preferred. According to their start configuration and the
selected assembly axis their final assembly configurations are computed using the
method that is shown in Table 1. Finally, the number of the needed activation steps
is calculated taking into account the computed assembly configuration.

3.2 An Example of a Plug—Pi Assembly on the Platform

Aplug–pi assembly example is presented in Fig. 6. Figure 6i) shows a non-centralized
plug and pi component with random orientations just conveyed on the platform’s
surface where |�x| = 6de. According to the proposed method each component is
centralized to the platform electrode that is closer to its central electrode (see Fig. 6ii).

Since the microparts’ centralization is accomplished the distances |�x| and |�y|
are calculated. Considering the configurations in Fig. 6ii) �x| = 6de and |�y| =
0 therefore, the x axis is selected for the components assembly. According to the
method shown in Table 1: x1 < x2 (de < 7de) and y1 = y2 (2de = 2de) hence: x1′ =
de + 6de − 3de = 4de, y1′ = y1 − 0 = 2de, x2′ = x2 = 7de, y2′ = y2 = 2de,
θ1

′ = 0o and θ2
′ = 180o. Taking into account the computed θ1

′ and θ2
′, 7 activation

steps have to be applied to the plug and 2 to the pi respectively. Therefore, the pi
will reach θ1

′ = 0o sooner than the plug the orientation θ2
′ = 180o hence, while

the plug keeps on its rotation a v5 action is applied to the reoriented pi. Figure 6(iii)
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Table 1 A calculation method for the assembly configuration considering the centralized compo-
nents’ position

Assembly
axis

Assembly configuration calculation method

x axis| If x1 < x2 and y1 ≤ y2 then x1′ = x1 + |�x| − 3de, y1′ = y1 + |�y|, x2′ = x2, y2′
= y2, θ1′0o and θ2

′ = 180o

If x1 > x2, and y1 ≤ y2 then x1′ = x1 − |�x|+3de, y1′ = y1 + |�y|,x2′ = x2, y2′ =
y2, θ1′ = 180o and θ2

′ = 0o

If x1 < x2 and y1 ≥ y2 then x1′ = x1 + |�x| − 3de, y1′ = y1 − |�y|, x2′ = x2, y2′
= y2, θ1′ = 0o and θ2

′ = 180o

If x1 > x2, and y1 ≥ y2 then x1′ = x1 − |�x|+3de, y1′ = y1 − |�y|, x2′ = x2, y2′ =
y2, θ1′ = 180o and θ2

′ = 0o

y axis If y1 < y2 and x1 ≤ x2 then x1′ = x1 + |�x|, y1′ = y1 + |�y| − 3de, x2′ = x2, y2′
= y2, θ1′ = −90o and θ2

′ = 90o

If y1 > y2 and x1 ≥ x2 then x1′ = x1 + |�x|, y1′ = y1 − |�y| + 3de, x2′ = x2, y2′
= y2, θ1′ = 90o and θ2

′ = −90o

If y1 < y2 and x1 ≥ x2 then x1′ = x1 − |�x|, y1′ = y1 + |�y| − 3de, x2′ = x2, y2′
= y2, θ1′ = −90o and θ2

′ = 90o

If y1 > y2 and x1 ≤ x2 then x1′ = x1 − |�x|, y1′ = y1 − |�y|+3de, x2′ = x2, y2′ =
y2, θ1′ = 90o and θ2

′ = −90o

Fig. 5 Simulation results for the pi—plug assembly final stage on a 10 × 10 electrodes platform

illustrates the microparts’ rotation and Fig. 6(iv) their configuration at the end of this
step.

Finally, the number of the v1 and v5 actions according which the pi will approach
the plug are equal to (|�x|/de) − 3 = 3. The motion of pi towards plug begins
since both are reoriented (Fig. 6iv). Figure 6(v) illustrates the accomplishment of
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Fig. 6 Aplug—pi assembly example (i) the components’ first conveyance reaching random config-
urations (ii) the microparts are centralized simultaneously to the closer platform electrode (iii) the
microparts are rotated to reach the computed orientation showing that the distance 6de is sufficient
for such micro-manipulation (iv) the pi starts moving towards the plug (v) the components are
assembled

the process showing that the proposed automated method succeeds to assemble the
components effectively.

4 Conclusions—Future Work

A method for the automated contactless assembly of a pi and a plug micropart with
electrostatic force fields on a platform was presented in this work. The simulation
results showed that the pi and the plug geometries can be manipulated successfully
applying the proposed electrodes layout and the appropriate activation methods. The
proposed heuristic finds successfully a single assembly position on the platform
considering how the pi will come closer to the plug avoiding the stack phenomena
presence. Finally, the stabilization of the plug micropart contributes to the effective
components assembly.
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As future work, the mass parallel assembly of multiple convex and non–convex
microparts on the platform will be investigated. The goal of our research team is
to propose an automated global method able to compute the activations that will be
applied to each micropart considering its geometry and its goal configuration on the
platform. Finally, the platform’s construction to apply the manipulation methods that
we have proposed to our relevant publications is an ongoing project.
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Modern Quality Control: Integrating
Computer Vision in Inspection of PCB
Elements

Luka Šiktar, Filip Šuligoj, Marko Švaco, and Branimir Ćaran

Abstract This study introduces a computer vision application for the automated
detection, localization, and inspection of microcontroller boards and Single Board
Computers, generally referred to as Printed Circuit Boards (PCBs), as part of the
quality control process. Given the key role of quality control in product pricing
for systems with automated and robotized production, there is an imperative to
enhance its speed and cost-effectiveness. To address this, we propose the utiliza-
tion of computer vision tools, particularly deep neural networks. The proposed
system encompasses several modules: PCB detection and component verification
using YOLOv8 convolutional neural network (CNN), targeted image extraction of
components, solder joint quality assessment via adaptive thresholding and optical
character recognition (OCR) on selected images. The overreaching goal is to devise
a practical industry application of computer vision for adaptable quality control.
This system’s development involved PCB dataset creation, neural network training,
and the development of final implementation. The trained YOLOv8 neural network
achieves Mean Average Precision (mAP) of 99.5%, the proposed inspection system
scores 96.1% precision and 97.8% recall. The OCRmodel scores 95.6% true positive
character predictions.

Keywords Computer vision · PCB · Adaptive thresholding · YOLOv8 · OCR

1 Introduction

PCBs, critical components in electronic devices, face a booming market demanding
swifter andmore precise manufacturing.With PCBs evolving into compact, complex
forms, quality control challenges intensify. This necessitates highly flexible inspec-
tion methods in tune with robotic manufacturing systems. Researchers are thus moti-
vated to develop innovative approaches annually. Current research predominantly
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focuses on enhancing Automated Optical Inspection (AOI), a prevalent method for
PCB inspection. Janczki et al. [1] adopted AOI for solder paste inspection instead of
solder joint inspection to achieve significantly better outcome. Given AOI’s limited
adaptability, a wide range of research works concentrate on replacing the system by
proposing solutions for specific areas like object detection, soldering joint inspection,
optical character recognition or end-to-end solutions. One such example showcases
usage of image subtraction and blob detection [2] for effective PCB inspection. In
another research, Crispin and Rankov [3] proposed a template-matching approach
for object recognition. In [4] PCB defect detection was performed using Otsu thresh-
olding and Hough transformations for feature extraction and matching algorithms.
Proposed solutions are evaluated in research studies [5, 6] which recommend using
Computer Vision and deep learning methods to improve inspection performance.
Additionally, the inspection process is divided into four main steps: classification of
images, image processing, object detection and defect detection [5]. Latter research
[6] proposes a methodology for data collection, feature extraction and selection for
optimized PCB component detection.

While traditional approaches in research have predominantly focused on custom
algorithms and methods within computer vision, a significant shift is observed
towards more advanced techniques, specifically deep neural networks like CNNs.
This transition to deep learning is driven by its improved flexibility and robustness
in object detection and quality control, stemming from its ability to learn from large
datasets. In terms of creating an enhanced dataset, Huang et al. [7] proposed a PCB
dataset HRIPCBwith 1386 images with 6 types of common PCB defects. Ulger et al.
[8] introduced a dataset for PCB solder joint inspection and alternative inspection
approaches: reference-based, computer vision, deep learning, and 3D reconstruction-
based models. Sathiaseelan et al. [9] proposed ECLAD-Net CNN and addressed the
problem of a limited dataset and the risk ofmodel overfitting. CNNmodels trained on
precise datasets can surpass expensive conventional PCB quality control solutions.
It is stated that CNNs are more flexible and faster than AOI [9]. Akhyar et al. [10]
examined deep learning object recognition methods for PCB surface inspection and
obtained robust results using ResNeSt that achieved the mean Average Precision of
99.2% and average recall of 99.5%. The innovative detection approach started with
Redmon et al. [11] and You Only Look Once (YOLO), the state-of-the-art model
for real-time object detection. Furthermore, Li et al. [12] proposed a dataset that
incorporates real and virtual PCB images. It uses a YOLOv3 modified algorithm to
detect tiny PCB components. Lim et al. [13] presented a deep learning-based model
for detection of tiny and varying defects in real-time by adapting YOLOv5 model
and modifying it for higher detection accuracy.

Current computer vision solutions can be ineffective for flexible and rapidly
evolving PCB production due to system limitations on strict and predefined PCB
quality control parameters. Furthermore, SOA research addresses specific quality
control tasks, either detection, inspection, or OCR, which do not provide automated
end-to-end and rapid single-step inspection, crucial for real-time quality control.
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To address this challenge, we introduced the use of CNNs for flexible PCB detec-
tion combined with thresholding techniques for precise inspection. The develop-
ment involves creating a custom PCB dataset and training YOLOv8 model, which
is deployed for PCB component detection system. Relevant PCB components are
further analyzed using adaptive thresholding technique and contour detection for pin
and soldering point pattern assessment. The OCR, performed on PCB designations
validates YOLOv8 detection performance. Scientific contributions of the research
include training dataset creation, YOLOv8 CNN model training, and the end-to-end
automated system development.

2 Methodology

The research workflow consists of the dataset creation using Roboflow, YOLOv8
model training using PyTorch, experiment stage for creating a system that detects
PCB components, performs inspection and OCR. To capture images for detection
purposes, a special setup, easily integrable into a robotic manufacturing process is
constructed. The setup consists of a LUCID Vision Labs PHX064S-CC industrial
camera and two CSS HLDL2-450X45SW industrial lights, shown in Fig. 1(g).

Fig. 1 PCBs: a Jetson nano, b Jetson NX Xavier, c Raspberry Pi 3, d Arduino Uno, e STM32,
f Up board, g Inspection setup
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Fig. 2 Image annotations and list of annotated classes

2.1 Creation of a Custom Dataset

To train the YOLOv8 CNN model for PCB detection, ‘PCB_detector_main_
dataset’,1 a custom dataset is created to obtain full control over annotating and
system’s capability to detect, inspect and perform OCR tasks effectively. The dataset
originally consisted of 1,200 images captured under different angles and lightning
environments to provide a variety, crucial for detection performance. The created
dataset consists of six different PCBs annotated using theRoboflow,with the example
shown in Fig. 2.

Annotated images are then pre-processed by applying auto-orientation and image
resizing to 640 × 640 pixels, the optimal size for YOLOv8 training. After prepro-
cessing, the augmentation is performed. The custom dataset is augmented by rotating
±4°, and hue, saturation, brightness, and exposure variations of±8%. Additionally,
for better detection performance, a blur of 0.75px and salt and pepper noise for
0.5% of image pixels are added. The final augmented dataset contains 2895 training
images, 135 validation and 100 test images.

2.2 YOLOv8 Model Training

YOLOv8 is the state-of-the-art CNN model that enables fast and accurate object
detection on images with a single pass of a model. The model is pre-trained on
the COCO dataset [14, 15] that provides standard metrics to evaluate the quality of
trained models, mean Average Precision (mAP). Metric mAP measures detection
quality by using standard precision and recall metrics.

Themodel in our research, trained usingPyTorch, is separated into three segments,
backbone, neck, and head, where backbone is a pre-trainedmodel “Darknet-53” [16].
To train themodel for the detection of 83 different labels/objects from created dataset,
medium size YOLOv8 model with 295 layers and 25,903,798 parameters is used.
For the training process, maximum of 100 epochs is anticipated, with provisions

1 https://github.com/lukasiktar/PCB_Quality_Control_with_ArenaSDK.

https://github.com/lukasiktar/PCB_Quality_Control_with_ArenaSDK
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Table 1 Training and test results

Training losses Training and test metrics Training results Test results

Box_loss 0.3505 Precision 0.994 0.934

Cls_loss 0.2116 Recall 0.998 0.997

Dfl_loss 0.8262 mAP 0.995 0.995

Fig. 3 Training and results of Raspberry Pi 3

for early stopping after a patience threshold of 4 epochs to prevent overfitting. The
batch size is 8, the image size is 640 × 640, the optimizer is AdamW, the specified
learning rate is 0.001 and the momentum is 0.937. The training was completed after
51 epochs with the results shown in Table 1.

A loss is separated into a Bounding Box Regression loss (box loss), a Classifi-
cation loss (cls loss) and a Detection Focal loss (dfl loss) [17]. Box loss uses Mean
Squared Error to measure the difference between real and predicted coordinates of
bounding boxes. Cls loss is caused by not predicting the right classification of an
object in created bounding boxes. It uses Cross-Entropy loss. Dfl loss is caused
by underrepresented classes. The mentioned losses give the information of model
capability to create bounding boxes, classify the elements in those boxes and give
the accent to the specific and underrepresented objects during training. To validate
the performance of the trained model, mAP is used. The mAP [15] measures the
detection and classification performance combining precision and recall values. A
training results are shown in Fig. 3.

Descending losses and ascending mAP suggest the model does not overfit. The
detection results on the Raspberry Pi 3 are presented on Fig. 4. The detection is
stable under different lighting conditions and changes in PCB orientations due to
performed augmentation and successful training. The trained PyTorch YOLOmodel
is converted to the ONNX format, better suited for C + + development and robotic
applications.

2.3 Inspection

PCBs have standard elements like USB, Ethernet and HDMI ports that have consis-
tent shapes, so they do not undergo further inspection. The main goal is to inspect
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Fig. 4 Detection results of Raspberry Pi 3

Fig. 5 Raspberry Pi 3 inspected elements

soldering joint points annotated in patterns that connect a specific element to the
board. For example, Check_pattern_1 in Fig. 5 is the soldering connection for the
USB port.

Inspection is performed on extracted images using adaptive thresholding, the
method that computes the threshold for every pixel independently. Block size deter-
mines the size of the pixel neighbourhood that is used to calculate the threshold value
for a specific pixel using OpenCV thresholding function. Additionally, constant C
= 25, obtained experimentally, is subtracted from the calculated threshold to adjust
the threshold. Adaptive threshold Gaussian C is used adaptive method and Thresh
Binary is used threshold type for the function. The proposed method creates a binary
image that is used to find contours. The contours are stored and filtered to get one
contour for every pin or soldering point and then the bounding boxes around them are
created. The inspections for Raspberry Pi 3 pins and soldering points are presented
in Fig. 5. The method counts boxes and compares it to boxes number specified for
every pattern.
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Fig. 6 Raspberry Pi 3 OCR result

2.4 OCR

The OCR is performed on extracted PCB model designations to provide additional
checks if the right PCB is detected. The Tesseract OCR engine with the Leptonica
library is used for the OCR algorithm. Tesseract OCR engine uses convolutional
neural network to detect and classify characters from the input image. It uses
Leptonica for preprocessing data. Classified characters are connected to words and
analysed by using language libraries with specific language rules. The resulting text
is compared to the detected class names and predefined text expected on each board,
to provide additional YOLOv8 detection check. One example of OCR is shown in
Fig. 6.

3 Experiments

This chapter presents results of end-to-end quality control system. The detection
results in Table 2 suggest the correctness of using CNN for detection purposes.
The overall number of objects to detect is 127, that are successfully detected. The
detection confidence of whole PCB boards (front and back side) is 97% and the
calculated confidence of PCB boards and their components is 92.7% because of
the low detection confidence for underrepresented classes as Dfl loss suggests. The
confidences are obtained by trained YOLOv8 model detections.

Inspection is stable for industrial lighting conditions. For testing purposes, stan-
dard computer vision evaluation metrics that includes precision, and recall are calcu-
lated [12], with the results in Table 2. Excellent recall results suggest all the pins/
soldering points are recognized and a precision suggests there is a small number of
false positive predictions. The inspection performance on Arduino Uno and Jetson
Nano are shown in Fig. 7. Given results justify the use of adaptive threshold algorithm
for inspection.

OCR is used to check the model designations of detected PCB. The solution can
be modified to read all text on boards, but it is not necessary for inspection purposes.
The OCR performs well across a variety of text sizes, specific fonts, and diverse
background colours. OCR detected text with character classification accuracy of
95.6%. The recognized text is compared to the expected output to provide validation
of YOLOv8 model.

The proposed system, that consists of detection using YOLOv8model, inspection
using adaptive threshold andOCRusingTesseract OCR, can be performed onCPUor
GPU. Because of relatively bigmodel for real-time applications and image resolution



62 L. Šiktar et al.

Table 2 YOLOv8 detection and inspection results

PCBs No. objects
(to detect)

No.
detected
objects

PCB
detection
confidence,
front, and
back side

Overall
component
detection
confidence
(%)

Inspection
precision
(%)

Inspection
recall (%)

Raspberry
Pi

25 25 98% (fr.),
97% (b.)

95.3 96.4 89.8

Arduino
Uno

21 21 97% (fr.),
96% (b.)

92.9 96.8 100

Jetson
Nano

22 22 98% (fr.),
97% (b.)

93.2 92.9 100

Jetson
Xavier

22 22 97% (fr.),
98% (b.)

92.4 92.7 100

Up board 14 14 98% (fr.),
98% (b.)

93.2 98.1 99.8

STM32 23 23 95% (fr.),
95% (b.)

89.3 100 100

a) Arduino Uno back side

b) Jetson Nano back side

!

Fig. 7 Detection, inspection and OCR on Arduino Uno and Jeston Nano back
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of 3072 × 2048 pixels, the time required for quality control loop on GPU (GeForce
GTX 1650), preferred for computer vision applications, is 255 ms. The achieved
processing time enables using the system in real-time robotic production.

4 Conclusion

This research presented the approach to PCB quality control for robotic production
systems that includes detection, inspection, and OCR. For detection purposes, the
custom dataset is created and the YOLOv8 model is trained with an overall 97%
detection confidence just for PCBs and 92.7% for PCBs with all components. The
adaptive threshold and contour finding algorithms are used for inspection to visually
inspect the quantity and quality of pins and soldering points. The overall precision
of the algorithm is 96.1% and recall is 98.2%. The combination of CNN model
and adaptive thresholding algorithm matches the results of AOI and related research
works in this field. For the OCR, the Tesseract OCR engine is utilized, and the
result is 95.6% classification accuracy on text characters. The complete system for
quality control purposes is fast and fully automated, making it preferable for real
time robotic applications. Given results confirmed the justification of using computer
vision algorithms for quality control to improve reliability, reduce inspection time
and reduce costs, that are the main requirements for modern quality control systems.
The combination of state-of-the-art CNNwith computer vision algorithms to perform
end-to-end quality control represents the main innovation and foundation to address
future quality control problems.

The main objective for future work is to implement the proposed system within
robotic PCB production system to create fluent workflow from the initial board to
the finalized, manufactured PCB. It is also required to reduce losses by increasing
the dataset and achieve more stable detection, extraction, and inspection.

Acknowledgements The authors would like to acknowledge the support of the project CRTA
Regional Centre of Excellence for Robotic Technology, funded by the ERDF fund.
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Cost-Effective Robot Arm Teleoperation
Via Human Pose Tracking
with Monocular Camera

Bernard Parfaite, Luka Petrović, Vlaho-Josip Štironja, Ivan Marković,
and Ivan Petrović

Abstract Robot teleoperation is an essential tool for performing complex tasks that
require dexterity beyond the capabilities of state-of-the-art algorithms. Existing tele-
operation methods are often non-intuitive for human operators or require special
sensors and equipment, making them cost-ineffective and impractical in many sce-
narios. In this paper, we propose a robot arm teleoperation framework that relies on
monocular camera images. The proposed framework first uses lightweight neural
networks for estimating the human operator body pose and recognizing their hand
gesture. An efficient inverse kinematics algorithm then finds the desired robot arm
configuration, achieving end-effector motion that imitates operator’s wrist move-
ment. Our teleoperation framework can be executed on an average laptop using a
web camera with any robotic arm that has a ROS interface. We verified its perfor-
mance in real-world experiments with a Kinova Jaco robotic arm, demonstrating the
ability to grasp and move an object in the environment.

Keywords Cost-effective robot · Robot teleoperation ·Mediapipe pose

1 Introduction

In recent years, the development of robotic systems has witnessed significant
advancements, revolutionizing various industries and sectors. One area of partic-
ular interest is robot arm teleoperation, where human operators can remotely con-
trol robotic arms to perform complex tasks in hazardous environments or situations
requiring dexterity beyond the current capabilities of autonomous robots [1]. Existing
teleoperation approaches [2–4] are often not intuitive and natural for human opera-
tors. Moreover, they are usually developed for a particular use case and may depend
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L. Petrović (B) · V.-J. Štironja · I. Marković · I. Petrović
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on specific characteristics of the teleoperated robot or its environment. Teleoperation
methods that imitate themovement of the human operatorwith a robotic arm aremore
intuitive [5, 6], but often require additional equipment which may be impractical. All
of the mentioned properties limit usability of such teleoperation systems by increas-
ing the deployment cost and requiring the operator to learn the control interface.

Some authors suggest using widely-available Android-based mobile devices as
cheap teleoperation interfaces to increase cost-effectiveness [7, 8]. Mobile devices
act as joystick controllers, which makes the teleoperation intuitive for the operator.
However, it may be difficult for the operator to achieve complex robotic arm behavior,
such as grasping an object and moving it to a different location. On the other hand,
a cost-effective and intuitive teleoperation can be achieved by detecting the human
full-body pose in RGB-D images and controlling the robot in a way that mimics the
human operator [9–11]. These methods require depth sensing, which is usually not
available on laptops and mobile devices, thus requiring an additional sensor.

To address these issues, in this paper we propose a cost-effective robot arm teleop-
eration framework that relies onmonocular camera images. The proposed framework
first detects the full-body pose of the human operator and their hand gesture, relying
on lightweight open-source neural network models. An efficient inverse kinematics
algorithm then finds the desired robot arm configuration that achieves end-effector
motion which mimics the operator’s wrist movement, enabling intuitive teleopera-
tion. We make several deliberate choices to make the proposed framework as cost-
effective as possible. First, we rely on a single monocular RGB camera, enabling
teleoperation on virtually any laptop with a web camera or a mobile device. Second,
for communication between all components in the systemwe utilize Robot Operating
System (ROS), an open-source middleware framework that integrates control inter-
face formany existing robots. Third, for human pose tracking and gesture recognition
we use the open-source Mediapipe computer vision framework aimed at running in
real-time on mobile devices and cheap hardware. The proposed teleoperation frame-
work can thus be executed on an average laptop CPU with a web camera, using any
robotic arm that has a ROS interface. We verified the performance of our frame-
work in real-world experiments with the Kinova Jaco robotic arm, demonstrating the
ability to grasp and move an object in the environment.

2 Robot Arm Teleoperation Framework

To achieve cost-effective robot arm teleoperation, we first take as input a monocular
camera image of the human operator. The obtained image is processed to estimate
the full-body pose of the operator, and also to recognize hand gestures. From the full-
body pose, we extract the information about wrist joint position of the person’s arm.
The relative movement of operator’s wrist between consecutive frames is used to
compute the robot control commands that mimic the person’s arm movement, which
are then sent to the robot for execution. The proposed teleoperation framework is
shown in Fig. 1.
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The proposed teleoperation framework

Physical world

Human operator Robot arm

Monocular image

Human pose
tracking

Real-world 3D
wrist coordinates

Hand gesture

ROS control
commands

Gesture
recognition

Trajectory
planning

Fig. 1 The proposed teleoperation framework

2.1 Human Pose Tracking

Human pose estimation using a monocular camera refers to the process of estimating
positions of human body joints and limbs based solely on the input from a single
camera, without explicitly tracking the movement of the person over time. This is
an inherently ill-posed problem due to the need of estimating depth from a single
2D image. State-of-the-art deep learning models are able to surmount this challenge,
particularly if the intrinsic camera calibration parameters are known. In our frame-
work, we employ the open-source pipeline called Mediapipe, a versatile platform
designed to facilitate computer vision inferences over various sensory data, encom-
passing video and audio.Within this pipeline, we employMediaPipe Pose Landmark
Detection, a Google-developed open-source library based on deep learning that can
accurately estimate 2D and 3D positions of human body keypoints (joints) in real-
time, given a single monocular image. The implementation of Mediapipe enables
high-fidelity body pose tracking, allowing the inference of 33 3D landmarks across
the entire body from RGB video frames, as illustrated in Fig. 2.

The underlying deep model is a lightweight convolutional neural network
BlazePose [12], tailored for real-time inference on mobile devices, allowing our
teleoperation framework to work on low-power hardware. BlazePose first detects
the human body from an image by employing an efficient face detector [13], under
the assumption that a person’s face is always visible for a single-person use case, such
as the proposed teleoperation framework. Once a human body is detected, the model
estimates positions of key body joints, often referred to as keypoints, including the
head, shoulders, elbows, wrists, hips, knees, and ankles. Each keypoint is accompa-
nied by a visibility score, signifying the likelihood of the keypoint being unobstructed
and correctly positioned within the frame. BlazePose estimates the overall pose of
the person by utilizing an encoder-decoder architecture to predict heatmaps for all
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Fig. 2 Themediapipe pose landmark detection tracks 33 body landmarks that represent the approx-
imate location of body parts [12]

joints, followed by another encoder that regresses directly to the coordinates of all
joints [12]. The final output of the BlazePose human pose estimation system includes
a set of 3D coordinates representing the positions of each joint.

We implement a ROS interface for Mediapipe in Python, where a monocular
camera image is read from a ROS topic and the resulting human pose detection
result can be published. After obtaining the human pose estimate, we extract the 3D
position of the left hand (landmark 16 on Fig. 2), with the frame’s origin positioned
at the center between the hips. We denote this position with pH

B , indicating the
hand position in the body frame. Our teleoperation framework only considers the
relative change in the person’s wrist position. Thus, our framework can operate even
if the person is moving, while also circumventing the need for calibration between
camera and robot arm frames, further enhancing simplicity and cost-effectiveness.
Additionally, we utilize a hand gesture recognition classification model from the
Mediapipe pipeline [14], enabling the detection of whether the human operator’s
hand is open or closed. The neural network model consists of 3 fully connected
layers with 50 neurons each, acting as a lightweight real-time classifier.

2.2 Robot Arm Control

Once we acquire the real-world 3D coordinates of the person’s left wrist in the body
frame pH

B and its corresponding hand gesture, we can plan the action to maneuver
the robot arm’s end effector to a desired location or control the gripper. We consider
three high-level actions: teleoperation activation, robot arm movement, and gripper
opening or closing. Before enabling armmovement teleoperation, we check that both
wrists of the human operator are within the webcam’s captured frame. Activation of
teleoperation is achieved by the operator joining their hands.
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To achieve the robot arm movement, we first compute the desired end-effector
position in the robot base frame pEE

R (k) for the k-th iteration by moving the arm
proportionally to the detected wrist movement

pEE
R (tk) = pEE

R (tk−1) + α
(
pH
B (tk) − pH

B (tk−1)
)
, (1)

where α is the scaling factor. Then, we use Trac-IK [15] open-source library for
efficient inverse kinematics to find the robot’s configuration q(tk) required to achieve
the desired pose. We calculate the displacement between the desired and current
configuration and compute a desired uniform joint space velocity that is passed to
a PID velocity controller using ROS. Consequently, the robot arm’s end effector
mirrors the movement of the operator’s hand.

The third action adjusts the state of the gripper based on palm open and palm
closed gestures. Based on the detected gestures, we wither fully open or fully close
the gripper fingers. The set of actions is modular and different actions can be derived
from hand gestures and used for different robot arms depending on specific robot
features. Our framework is applicable to all robot arms that have a ROS interface.
Moreover, given that the pose tracking can be performed for both wrists, it is feasible
to teleoperate two arms simultaneously using a single monocular camera.

3 Results

To evaluate the proposed teleoperation framework, we conducted a performance
analysis in simulation and real-world demonstrations in a laboratory environment on
the 6 degree-of-freedom Kinova Jaco robot arm. First we examined the conditions
that enable teleoperation with a cheap web camera in a number of experiments with
a simulated robot arm. For simulation, we used Gazebo and the Kinova Jaco robot
arm URDF model, which exhibits the same behavior as the real-world arm due to
the shared ROS interface. Then, we execute three real-world teleoperation scenarios
that include grasping and moving a plastic bottle.

3.1 Simulation Performance Analysis

First, we investigated the human pose tracking accuracy given different light condi-
tions and human posture. The precision of pose tracking is notably improved when
the human operator is situated in well-illuminated surroundings and when the upper
body is fully captured within the camera frame. Consequently, we choose to compute
control commands only if the left wrist keypoint has visibility greater than 0.9. Next,
we observed enhanced accuracy in hand gesture recognition when the palm faces the
camera and maintains a distance of no more than 2m, coupled with favourable light-
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ing conditions. Note that the BlazePose model in poor light conditions sometimes
erroneously classifies the palm closed gesture as the thumbs up gesture, leading to a
missed gripper action.

We then investigated the robot arm motion, which was smooth and accurately
tracked the calculated trajectory, in most cases achieving the intended movement
commanded by the user’s hand gestures. However, we found that the BlazePose
depth estimation often lacked accuracy, which was expected due to the ill-posed
problem of monocular depth estimation, especially using a cheap camera. To address
this limitation and achieve teleoperation accurate enough for completing complex
movements, such as grasping a bottle, we decided to restrict the movement of the
end effector to a pre-specified distance of±0.1m along the axis corresponding to the
camera depth, if any change in the operator’s arm movement along the camera depth
axis is observed. In summary, given good lighting conditions and accurate human
operator pose estimation, our simulation performance study indicates the feasibility
of accomplishing pick and place tasks using the developed teleoperation framework.

3.2 Real-World Demonstrations

In order to test our teleoperation framework, three scenarios have been considered. In
the first scenario, we verify that our framework enables the motion of the arm in free
space that mimics the movement of the human operator. Moreover, we verify that the
robot arm gripper closes in response to the operator’s palm closure, and that it opens
when the palm is extended, as shown in Fig. 3. The latency between operator’s hand

Fig. 3 Teleoperation in free space
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Fig. 4 Manipulating the plastic bottle

movement of about 0.3m and robot’s motion completion was around 1.2 s. Note that
the robotic arm’s speed was deliberately restricted during our testing phase for safety
considerations.

In the second scenario, the goal is to teleoperate the robot to move an empty
plastic bottle. The operator guides the robot to grasp the bottle from a table, move it
in the air, and then return it on the same table without flipping, as shown in Fig. 4.
We completed this process 5 times in a row to ensure repeatability.

The third scenario considered moving the plastic bottle from a table to a shelf.
The operator guided the robotic arm towards the bottle on the table, grasped it using
hand gestures, moved it towards the shelf and successfully released it, as depicted in
Fig. 5.

4 Conclusion

In this paper,we developed a framework that enables intuitive robot arm teleoperation
using a monocular camera. The proposed framework first uses lightweight neural
networks for estimating the human operator body pose and recognizing their hand
gesture.An efficient inverse kinematics algorithm is then utilized to find the robot arm
configuration, achieving end-effectormotion thatmimics operator’swristmovement.
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Fig. 5 Moving the plastic bottle from the table to the shelf

The proposed teleoperation framework can be executed on an average laptopwith any
robotic arm that has aROS interface.Weverified the performance of our teleoperation
framework in real-world experiments with a Kinova Jaco robotic arm, demonstrating
the ability to grasp and move an object in the environment.
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Approach for Two-Dimensional
Representation and Convolutional
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Abstract Emotions are integral to human existence, influencing psychologicalwell-
being and permeating various aspects of daily life. Speech emotion recognition
(SER) stands as a pivotal branch of emotion detection, focusing on decoding the
acoustic nuances embedded in speech signals. This study delves into the landscape
of SER, addressing challenges related to feature extraction and classifier develop-
ment. Inspired by the Hilbert curve, a novel approach is proposed, converting one-
dimensional time series data into informative two-dimensional images. A convo-
lutional neural network extracts features from these images, and a fully connected
network processes these features for sentiment classification. The study compre-
hensively evaluates this method across four diverse datasets, namely RAVDESS,
TESS, SAVEE, and EmoDB. The proposed algorithm demonstrates promising
results, showcasing potential advantages in emotion recognition tasks. Compara-
tive analyses with existing methodologies, including Gram Angle Fields (GAF) and
CyTex, affirm the feasibility and effectiveness of the proposed algorithm. The study
contributes to advancing sentiment recognition by transforming time-series data into
two-dimensional images, thereby opening new avenues in speech emotion recogni-
tion with improved accuracy and performance. The paper outlines the algorithms
employed, details the methodology, presents experimental results, and concludes
with reflections on findings and potential future directions.
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1 First Section

Emotions constitute a fundamental aspect of human existence, playing a pivotal
role in psychological well-being [1]. The evolving landscape of emotion detection
research spans the realms of psychology, cognitive science, machine learning, and
natural language processing (NLP) [2]. Notably, speech emerges as a significant
mode of emotional expression, contributing 38% to the intricate tapestry of emotional
communication. As such, speech emotion recognition (SER) emerges as a crucial
branch of emotion detection, focusing on unraveling the acoustic nuances embedded
in speech signals to discern emotional states [3].

The implications of SER extend across diverse applications, including health-
care, education, and social interaction. From monitoring stress-induced changes in
mental health to facilitating mental health assessments and predicting depression
severity, SER actively contributes to holistic well-being [4]. Moreover, its role in
decision-makingwithin the tourism industry and gathering opinions on various topics
underscores its societal impact, promoting social stability and harmony [5].

Integrating SER into real-life applications enhances human–computer interac-
tions, offering the prospect of more intuitive and emotionally enriched engagements
[6]. Previous studies have explored varied approaches, combining visual and auditory
analyses, integrated learning, and advanced neural network architectures to bolster
sentiment analysis and emotion recognition.

However, a primary challenge in SER lies in extracting relevant features from
speech signals and developing suitable classifiers [7]. The multidimensionality and
redundancy introduced by combining multiple affective features pose obstacles to
machine-learning algorithms. Against this backdrop, innovative approaches have
emerged, transforming one-dimensional speech time series into two-dimensional
images, leveraging computer vision’s efficiency and accuracy. Noteworthy among
these are methods proposed by [8, 9] each introducing unique challenges and
complexities.

In this context, our study builds upon these foundations, introducing a novel
method addressing standardization, calibration, interpretability, and generalizability
challenges in emotion recognition from speech signals. Inspired by the structure
of a Hilbert curve, our approach converts one-dimensional time series data into
informative two-dimensional images. A convolutional neural network extracts image
features, and a fully connected network processes the extracted features for sentiment
classification.

We analyze and compare the performance of our method across four diverse
datasets: the Ryerson Audio-Visual Database of Emotional Speech and Song
(RAVDESS) [10], Toronto Emotional Speech Set (TESS) [11], Emotional Database
(EmoDB) [12], and Surrey Audio-Visual Expressed Emotion (SAVEE) [13]. These
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datasets offer a wide spectrum of vocal expressions, capturing diverse actors, natural
and controlled environments, and various emotional categories. A comparative anal-
ysis with previous studies validates the feasibility and effectiveness of our proposed
algorithm, showcasing potential advantages in emotion-recognition tasks. Emotion
recognition in human–robot interactions, showcasing a novel approach employing
emotion cards and emotional storytelling. Through meticulous experimentation, it
underscores the pivotal role of emotion recognition in enhancing robot adaptivity
and enriching the overall interaction experience [14].

This study contributes to the processing of one-dimensional time-series data and
also underscores the potential applications of this approach in emotion recognition.
By transforming time-series data into two-dimensional images, we open new avenues
in speech emotion recognition, promising enhanced accuracy and performance. The
success of this approach highlights the value of deep learning and computer vision
in advancing sentiment recognition.

The subsequent sections of this paper detail the algorithms employed, outline the
methodology, present and discuss experimental results, and concludewith reflections
on the findings and potential future directions.

1.1 Background

Understanding the current landscape of methodologies for emotion recognition is
essential for advancing innovative solutions. This section explores the work ofWang
et al. [8] and Bakhshi et al. [9], shedding light on their respective contributions and
the challenges encountered in their proposed approaches.

Wang et al. [8] introduced a novel methodology using Gram Angle Fields (GAF)
to convert one-dimensional speech signals into two-dimensional images. The GAF
algorithm, a time-series data coding method, preserves time-domain information by
rescaling the time series to the interval [0, 1] or [−1, 1]. It represents the rescaled
time series in polar coordinates, providing a unique perspective on temporal rela-
tionships. The algorithm utilizes triangular sum/difference calculations to generate
a two-dimensional image, known as the Generalized Autocorrelation Matrix (GAF).
Despite its innovation, challenges arise in emotion recognition, particularly in
ensuring the accuracy and robustness of the conversion process and the dependence
on GAF for capturing essential emotional features.

Bakhshi et al. proposed the CyTex method, focusing on leveraging the period-
icity of speech signals for emotion recognition. CyTex transforms speech signals
into structured images, representing each speech cycle as a row in the image. Chal-
lenges with CyTex relate to the generalizability of the conversion technique, as the
periodicity of speech signals may not universally capture diverse emotional patterns.
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1.2 Motivation

In response to these challenges, this study proposes an innovative approach to
emotion recognition. The method involves mapping one-dimensional time series
data, specifically speech signals, onto two-dimensional images following the trajec-
tory of the Hilbert curve. The feature values of the resulting images are extracted
through a convolution operation, flattened based on the Hilbert curve arrangement,
and categorized by a classifier for speech emotion recognition.

This methodology capitalizes on the structural properties of the Hilbert curve,
offering a unique and efficient means of representing and analyzing speech signals
for emotion recognition. Advantages include preserving crucial information without
downsampling and overcoming challenges associated with the periodicity of speech
signals through a novel flattening technique along the Hilbert curve path. These
innovations contribute significantly to addressing challenges within the emotion
recognition domain.

2 Literature Review

Emotions are integral to human life [14] and play a crucial role in psychological
survival [15]. Research in emotion detection is evolving through interdisciplinary
collaboration across psychology, cognitive science, machine learning, and natural
language processing (NLP) [16]. Early studies, including those by Darwin [17],
considered emotional expression as a fundamental behavioral pattern preserved in
human evolution. Speech signaling, contributing to 38% of emotional communica-
tion [18], is a crucial mode of emotional expression influencing emotion recognition
and communication [19]. Speech emotion recognition (SER), with over two decades
of research history [20], focuses on recognizing emotions in speech, excluding
semantic content [21, 22]. SER finds diverse applications in healthcare, educa-
tion, social interaction [23–25], mental health monitoring [26], assessments [27],
depression severity prediction [28], and decision-making in the tourism industry
[17, 22]. SER’s convergence with real-life applications enhances human–computer
interactions, offering the potential for more intuitive and emotionally rich experi-
ences [25]. Previous studies [29–33] enriched SER knowledge, introducing various
models and techniques. However, a primary challenge in SER is the extraction of
relevant features [30, 34] and developing suitable classifiers [20, 35], leading to
increased dimensionality and the risk of overfitting [13]. Noteworthy approaches
include Wang et al.’s transformation of speech time series into two-dimensional
images [8], leveraging computer vision, and another study using the quasiperi-
odic nature of speech signals to enhance emotion recognition [9]. These methods,
while innovative, present challenges in accuracy and generalizability. Building on
these foundations, our study proposes a novel method inspired by the Hilbert curve,
addressing challenges in emotion recognition fromspeech signals [30].By converting
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one-dimensional time series into two-dimensional images using convolutional neural
networks and comparing themwith existing studies [8, 9], our approach demonstrates
potential advantages, showcasing the value of deep learning and computer vision in
advancing sentiment recognition with improved accuracy and performance.

2.1 Proposed Approach

This study introduces an innovative method to overcome challenges identified in
the approaches of Wang et al. and Bakhshi et al. Specifically, we present a novel
technique for converting one-dimensional time series, such as speech signals, into
two-dimensional images. Our method utilizes the Hilbert curve, mapping the speech
signal onto an image. Through convolution, we extract feature values from the
images and flatten them based on the Hilbert curve arrangement, resulting in a one-
dimensional vector. A classifier is then applied to categorize the vector, achieving
the goal of speech emotion recognition. Leveraging the structural properties of the
Hilbert curve, our approach provides a unique and efficient way to represent and
analyze speech signals for emotion recognition. Notably, our methodology avoids
downsampling, preserving crucial information and addresses periodicity challenges
by introducing a novel flattening method along the Hilbert curve path. These inno-
vations significantly improve conversion accuracy and generalizability, addressing
key challenges in emotion recognition.

3 Experimental Setup

In this section, we detail our methodology and experiments, focusing on a thorough
analysis of one-dimensional time series using computer vision techniques.

3.1 Approach

Our innovative approach transforms one-dimensional time series, such as speech
signals, into two-dimensional images. Specifically, we arrange the signal along the
path of the Hilbert curve, mapping it onto an image to preserve temporal correlations.
The Hilbert curve, a space-filling curve proposed by mathematician David Hilbert,
proves instrumental inmaintaining locality and facilitating localized access to spatial
data. Two novel proposals based on Hilbert curve mapping and inverse mapping
are presented to convert one-dimensional time series to two-dimensional images
efficiently.



80 S. Tyagi and S. Szénási

Fig. 1 Demonstration of the transition from one to two dimensions. In this experiment, speech
data transforms into a structured image, aligning grayscale pixel values along the Hilbert curve.
The image size is set at (640, 640), determined by the longest segment of speech data, and various
padding techniques are employed to address incomplete regions

Conversion from One to Two Dimensions: This method employs Hilbert curves
to upscale one-dimensional time series into two-dimensional images. Speech data is
treated as grayscale pixel values, ordered according to the Hilbert curve to create an
ordered image. Image dimensions are set to (640, and 640), accommodating different
sizes with flexible padding methods. This process provides an innovative means of
representing speech information as an image while handling incomplete regions.

Conversion from Two to One Dimension: This study introduces a novel 2D to
1D dimensionality reduction method based on the Hilbert curve to restore infor-
mation. Inverse mapping unfolds feature maps along the Hilbert curve, forming
a one-dimensional array. This method preserves temporal correlation, ensuring an
accurate and ordered representation for further speech data analysis. These proposals
optimize the data representation and reduction process, leveraging Hilbert curves to
provide a reliable and powerful tool for emotion recognition tasks (Fig. 1).

3.2 Experiments

Commencingwith the preprocessing of the speech signal, the experimental workflow
transformed the preprocessed data intoHilbert curves. Subsequent stages involved an
in-depth analysis employing a CNN, culminating in conclusive classification results.

The study employed four distinct datasets, including the RAVDESS, TESS,
SAVEE, and EmoDB, each offering unique attributes for emotional speech anal-
ysis. RAVDESS provides diverse expressions with 24 actors, while TESS stands
out for its comprehensive collection of 2,803 recordings, featuring various emotions
portrayed by professional actors. SAVEE, designed for speech emotion recognition,
features a single male actor portraying seven emotional states, and EmoDB, used
for emotional speech recognition, involves recordings from ten professional German
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actors. However, limitations such as actor diversity, imbalanced classes, controlled
recording conditions, limited contextual information, and language representation
are acknowledged. The TESS dataset, despite dataset-specific considerations, excels
with its diverse emotional expressions, large actor pool, natural recording condi-
tions, high-quality data, detailed metadata, and multimodal features, making it a
robust resource for emotional speech analysis research. The corpus was randomly
divided into an 80% training set and a 20% test set.

In our experimental procedure, we first normalized and regularized the speech
signals. This involved adjusting the values of the signals to ensure consistency
and compatibility for further processing. Subsequently, we transformed the one-
dimensional speech data into a two-dimensional format using Hilbert curves, facil-
itating spatial organization for analysis. For feature extraction and classification,
convolutional neural networks were employed. During the preprocessing phase, the
speech signalswere initially normalized to a range of [0–1] to standardize their ampli-
tude. Following this, regularization was performed to rescale the values to fit within
the range [0–255], conforming to the specifications for an 8-bit image representa-
tion. The subsequent transformation of one-dimensional data into two-dimensional
data is carried out based on the characteristics of the Hilbert curve. The correla-
tion between the Hilbert curve dimensions and the time series length is outlined
in Table 1. For speech data with a length of, the Hilbert curve typically adopts a
dimension of, resulting in a Hilbert curve. In cases where the speech data lengths fall
within the range of to, two distinct approaches are employed for data supplementa-
tion, ensuring compliance with Hilbert curve dimension requirements. Method one
involves utilizing zero-padding, while method two entails iterative data replication
to meet dimensionality criteria. The selection of zero-padding primarily stems from
the translation invariance property inherent in the convolution operation.

The experimental process is delineated in Fig. 2, providing a visual depiction of the
methodological steps undertaken in the experiment. This illustrative representation
serves to elucidate the procedural intricacies involved. The approach employed in
thismethod optimally leverages the capabilities inherent in computer vision and deep
learningmethodologies tailored for the analysis of one-dimensional time-series data.

Table 1 Hilbert curve
dimension and time series
length relationship

Dimensions Length of time series Image size

5 1024 (32, 32)

6 4096 (64, 64)

7 16,364 (128, 128)

8 65,538 (256, 256)

9 202,144 (512, 512)

10 409,600 (640, 640)
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Fig. 2 The flowchart of the experiment

4 Results and Discussion

In this section, we examine the outcomes of transforming one-dimensional data into
two-dimensional images and meticulously compare and analyze the performance
of these approaches. The methodology employed in this study is predominantly
grounded in the attributes of the Hilbert curve, known for its capacity to convert one-
dimensional time series data into a more information-rich two-dimensional image
format. To bolster the model’s resilience and adaptability to diverse speech features,
encompassing variations in speeds and speech rates, the training dataset is augmented
with 1.5 acceleration and 0.5 deceleration. This augmentation aims to capture and
process the nuanced characteristics of real-world speech more comprehensively.
Evaluation is based on accuracy, the ratio of correctly predicted samples to the total
samples, expressed as a percentage. A comparative analysis with related methods,
detailed in Table 2, distinctly highlights the substantial improvement in accuracy
achieved through the utilization of Hilbert curve-generated images. Instances in bold
signify the data with the highest accuracy for each method.

The comprehensive results of our experiments utilizing ResNet for feature extrac-
tion from audio images generated through the Hilbert curve. This approach was
applied to four diverse datasets: SAVEE, RAVDESS, EmoDB, and TESS. For the
audio-to-image conversion, employing Hilbert curves, we transformed the audio into
images sized 640 by 640. Subsequently, ResNet was utilized for extracting features
from these images, and SVM served as the classification model. The outcomes
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Table 2 Hilbert curve
dimension and time series
length relationship

Algorithm Dataset Accuracy (%)

CyTex TESS 83.68%

SAVEE 89.31%

RAVEDESS 94.13%

EmoDB 91.12%

GAF TESS 81%

SAVEE 86%

RAVEDESS 91.43%

EmoDB 90.81%

Hilbert (Ours) TESS 91.31%

SAVEE 95.97%

RAVEDESS 98.37%

EmoDB 97.81%

demonstrated promising accuracies, such as 81% for TESS, 86% for SAVEE, 91.43%
for RAVDESS, and 90.81% for EmoDB.

In addition to ResNet, we explored dimensionality conversion using CyTex, GAF,
andour proposedHilbertCurve approach.ApplyingResNet for feature extraction and
SVM for classification, the results for GAF were consistent across datasets (TESS:
81%, SAVEE: 86%, RAVDESS: 91.43%, EmoDB: 90.81%). Notably, employing
CyTex exhibited improved accuracies, with results of 83.68% for TESS, 89.31% for
SAVEE, 94.13% forRAVDESS, and 91.12% forEmoDB.However, themost remark-
able outcomes were observed with our Hilbert Curve approach: TESS achieved
91.32% accuracy, SAVEE reached an impressive 95.97%, RAVDESS demonstrated
exceptional accuracy at 98.37%, and EmoDB yielded a commendable accuracy of
97.81%. These outstanding results highlight the efficacy of our proposed Hilbert
Curve approach for one-dimensional to two-dimensional data conversion, show-
casing its potential for robust emotion recognition across diverse datasets. If you
have further inquiries or require additional details, please feel free to ask.

5 Conclusion

We introduced an inventive technique for converting one-dimensional time-series
data into two-dimensional images, leveraging the temporal correlation through the
utilization of Hilbert curve path scheduling. Employing a convolutional neural
network, our approach extracts image features and conducts sentiment classifica-
tion via Hilbert curve spreading. Results from experiments showcase the notable
enhancements in SER accuracy achieved by our proposed method. Regarding SER
accuracy, our method surpasses other techniques on the same dataset, particularly
when employing the Hilbert data representation method, reaching an impressive
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accuracy rate of 98.37%. It’s essential to note that our method’s performance is
contingent on the availability of large-scale, high-quality speech datasets, whichmay
pose challenges in practical applications. Future research endeavors will concentrate
on real-world robotic systems, allowing robots to better understand and respond to
human emotions in various interaction scenarios. The proposed algorithm across
different languages and cultural contexts could further enhance its applicability in
diverse human–robot interaction settings. Exploring the potential synergies between
speech emotion recognition and other modalities such as facial expressions or body
language could lead to multimodal emotion detection systems, providing robots with
more comprehensive insights into human emotions and intentions.
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Positioning of a Surgical Parallel Robot
Using Artificial Intelligence

Florin Covaciu , Paul Tucan , Gabriela Rus , Adrian Pisla ,
Ionut Zima , and Bogdan Gherman

Abstract Virtual reality (VR) can serve as a revolutionary technology in surgery,
where robotic systems are used to assist residents in training and accumulating knowl-
edge without risk. In this article, a simulator was developed using virtual reality
technology designed for a surgical robotic system used in the single-incision laparo-
scopic surgery (SILS) procedure. For this system, artificial intelligence is employed
for the automatic positioning of the mobile platform of the parallel robot above the
SILS port. On the mobile platform, there are two active instruments and a laparo-
scopic camera, which can be easily inserted through the SILS port by means of two
controllers and voice commands.
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1 Introduction

Using the da Vinci multi-arm robotic platform, the first series of successful inter-
ventions performed on humans was reported by the Cleveland Clinic (Cleveland,
OH, USA) group led by Kaouk in 2009. These interventions include prostatectomy,
pyeloplasty and nephrectomy [1]. Surgery employs robots due to their superior bene-
fits, such as enhanced precision, elimination of tremors and other capabilities that
surpass those of humans [2]. To implement robotic systems in tasks such as mini-
mally invasive surgical procedures, effective control is essential [3, 4]. SILS is part
of the minimally invasive revolution, representing a step forward in reducing surgical
trauma and invasiveness [5].

Virtual reality technology is being used increasingly in themedical field as a tool to
educate residents. Through this technology, residents can gain technical skills using
various simulators. Surgical robotic systems and simulators developed using VR in
conjunction with artificial intelligence (AI) have the potential to enhance patient
safety in surgery and all its aspects, including resident education and training [6].
In [7], the authors use virtual reality and artificial intelligence to create a simulator
for a surgical robotic system designed for use in the SILS procedure. Elessawy et al.
evaluate the training benefit using the laparoscopic virtual reality simulator [8]. In
[9], the authors conduct a study to determine whether laparoscopic nephrectomy
training with a VR simulator improves porcine performance. To carry out this study,
12 urology residents were divided into two groups, a group that performs training
and a group without training. The training group received preoperative training on
the LapPASS® simulator for laparoscopic nephrectomy. Afterwards both groups
performed laparoscopic nephrectomy using a porcine model and the results demon-
strated that training with VR improved performance in a real operation, which means
that VR-based procedural simulation could become a vital part of the laparoscopic
resident training program. Rogers et al. describe the current state regarding the use of
VR coupled with machine learning for surgical training, as well as future directions
and existing limitations of this technology [10].

The present study aims to develop a virtual reality simulator for a SILS robotic
system that uses artificial intelligence in object detection for the automatic positioning
of a mobile platform. Through an automatic positioning of the mobile platform using
artificial intelligence, a series of benefits are brought such as the reduction of human
errors, increased precision and real-time efficiency. Automatic positioning assists the
doctor in achieving precise positioning of the robotic module over the SILS port.

The article is structured as follows: after the introduction, the second section
outlines the development of the robotic system, succeeded by a description of the
steps for using the robotic system where AI is used to detect the SILS port in Sect. 3.
Section 4 provides the conclusions.
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2 Development of the Robotic System

Several programs were used in developing the control of the robotic system, as
illustrated in the block diagram in Fig. 1.

TheSiemensNXprogramwas utilized to design the parallel robotic structure, after
which the 3D CAD model of this structure was imported into the Unity program.
To develop the virtual human patient, the MakeHuman [11] program was used,
and its 3D CAD model was imported into the Unity [12] program. To develop the
User Interface (UI), the Visual Studio program with the C-Sharp (C#) programming
language was chosen. Communication between the UI is facilitated via the TCP/IP
protocol. Real-time object detection was achieved using the YOLOv8 [13] program,
which employs the Python programming language and the PyTorch [14] package.
Communication between the UI and the python environment is established using the
Python.NET library.

2.1 Robotic Structure for Surgery and Virtual Human Model

The robotic structure (Fig. 2a, 1) has 6 degrees of freedom (DOF) and features
a modular construction consisting of three identical kinematic chains (Fig. 2a, 2)
positioned along the sides of an equilateral triangle. These chains are connected
to a mobile platform by three spherical joints. The mobile platform integrates three
independent modules, each containing one instrument, as follows: two 3-DOFmech-
anisms (Fig. 2a, 3, 4) responsible for positioning, inserting and retracting two active
instruments; in the center, there is a 1-DOF mechanism that performs the insertion
and retraction of an endoscopic camera (Fig. 2a, 5). To enhance the realism of the
simulation, the virtual human patient is characterized by the following attributes
(Fig. 2b): a 47-year-old man with a height of 1.85 m and a weight of 100 kg.

Fig. 1 Block diagram of the software programs used
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(a) (b)

Fig. 2 a Design of the parallel robotic system. b Development of the virtual human patient

2.2 Development of the Virtual Reality Application
and the User Interface

The virtual reality applicationwas designed using theUnity program, which supports
desktop,mobile and console platforms.At the initial stages of the virtual reality appli-
cation development, the operating room was created using the ProBuilder program.
This program is a package that is installed in the Unity program, dedicated to creating
prototype structures. Within the operating room, the virtual human patient is posi-
tioned on an operating table to facilitate access for the instruments located on the
robotic structure to the intervention area. Various pieces of equipment are introduced
in the operating room as follows: a surgical light suspended above the operating table
for optimal illumination of the work area (Fig. 3, 1); a device for monitoring vital
functions (Fig. 3, 2); amonitor for the endoscopic camera (Fig. 3, 3); a suction system
(Fig. 3, 4) and sterilization equipment (Fig. 3, 5).

User Interface and Controllers

The user interface (Fig. 4) was developed using the Visual Studio environment with
C#. To establish the connection between the User Interface and the virtual reality
application, the user needs to press the “Connect” button first. Subsequently, the
virtual reality application opens, and upon successful connection the button alters
its state to “Disconnect” (1) in Fig. 4 on a red background. To initiate the data
communication between the User Interface and the VR application, the user should
press the “Start” button. After establishing communication, the button undergoes
a state change and the text “Stop” appears on the button (Fig. 4, 1) against a red
background. Since the laparoscopic camera is controlled by voice commands, the
user must select a voice profile trained for this purpose (2) in Fig. 4. The introduction
and retraction of instrument 1 and instrument 2 are facilitated by two controllers
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Fig. 3 Operating room

(Fig. 5). To insert instrument 1, the user needs to press button 1 on the right-hand
controller (1) in Fig. 5, and to retract instrument 1, the user must press button 2 (2)
in Fig. 5. Instrument 2 is inserted by pressing button 3 on the left-hand controller
(Fig. 5, 3), and retraction is executed by pressing button 4 (Fig. 5, 4). Depending
on the instruments chosen, the status of the pressed buttons is reflected on the user
interface (Fig. 5, 3) (Fig. 4, 4) by a change in the background color, transitioning from
blue to yellow. The insertion and retraction of the laparoscopic camera is controlled
by voice command and the selected state is displayed on the user interface (Fig. 5,
5). To detect the SILS port from an image that was saved from the VR application,
the user must press the “Upload” button (Fig. 4, 6). After uploading the image, the
user should press the “Detect” button (Fig. 4, 7) to initiate the detection process.
Once the SILS port is detected, it is displayed within a bounding box along with the
confidence level of the detection (Fig. 4, 8).

2.3 Using the YOLOv8 Program for Real-Time Detection

YOLO (You Only Look Once) was developed by Joseph Redmon and Ali Farhadi at
theUniversity ofWashington andwas launched in 2015. This programquickly gained
popularity due to its speed and accuracy [15]. YOLO has evolved into an important
system for real-time object detection in various applications such as video moni-
toring, driverless cars and robotics. Since its inception, several versions of YOLO
have been released, each aimed at improving the accuracy and speed of the algorithm.
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Fig. 4 User interface

Fig. 5 Controllers

YOLOv8 is the latest version of the YOLO series of real-time object detection of
objects in both images and videos. This version is renowned for its superior perfor-
mance in terms of speed and accuracy. The YOLOv8 version introduces new features
and optimizations compared to its predecessors, making it an ideal choice for a wide
range of applications [16].

For the correct operation of the YOLOv8 program, several resources are required,
which must be presented on the computer running the program neural network
training. In the current application, a laptop (Lenovo Legion) with the following
specifications was used for neural network training: Intel(R) Core(TM) i7-10875H
CPU 2.3 GHz, NVIDIA GeForce RTX 2070 with Max-Q Design, 8 GB Graphics
Card. The training was conducted in an Anaconda3 environment with Python 3.9.7,
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Fig. 6 Detection performance of YOLOv8

Pytorch 2.1.1 library andCUDA11.8 for enhanced performance. The training session
was conducted with a learning rate of 0.05, batch size 8 and 100 epochs.

To assess the training performance of the neural network, several informative
graphs were generated, as illustrated in Fig. 6. The graphs highlight the following
metrics:

• train/box_loss—is a loss function specifically addressing the loss associated with
predictions related to the location of frames (bounding boxes) for objects present
in the image;

• train/cls_loss—loss function that specifically deals with the loss associated with
object classification;

• metrics/precision(B)—is the rate of correctly identified objects relative to all
objects identified by the model;

• metrics/precision(B)—is the rate of correctly identified objects relative to all
objects present in the dataset;

• val/box_loss—is the loss function associated with locating objects within the
validation dataset;

• metrics/mAP50(B) is the average precision (mAP—Mean Average Precision) for
object detection at an overlap threshold of 0.5 (B for IoU—Intersection over
Union);

• metrics/mAP50-95(B)—mAP is calculated in the range of overlap thresholds
(IoU) between 0.5 and 0.95 (B for IoU—Intersection over Union).
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3 Using the Robotic System

The main purpose of the application is to accurately position the mobile platform
housing two active instruments and the laparoscopic camera above the SILS port
(Fig. 7, 1). Positioning is achieved usingAI by detecting the SILS port usingmachine
learning. In order to obtain the coordinates of the SILS port, images are initially saved
using the view camera (Fig. 7, 2) in the VR application. Subsequently, these images,
along with others containing models of SILS ports, are used to train the neural
network using YOLOv8 program.

After training the neural network, an image from the VR application is captured
using the viewing camera (Fig. 7, 2). The saved image is then loaded into the UI
(Fig. 4, 6), and the "Detect" button (Fig. 4, 7) is pressed to detect the SILS port.
To access the virtual environment, the user needs to wear the Oculus Quest 2 VR
headset (Fig. 8, 1). To send the coordinates to the robotic system for the automatic
positioning of the mobile platform above the SILS port (Fig. 9, 1) the user must press
the controller button (Fig. 5, 5) held in the right hand. From this position, the two
active instruments and the laparoscopic camera can be easily inserted. Instrument
1 can be inserted Through the SILS port by pressing the button (Fig. 5, 1) on the
right-hand controller, instrument 2 is inserted by pressing the button (Fig. 5, 3) on the
left-hand controller, and inserting the laparoscopic camera is accomplished through
a voice command, using a microphone (Fig. 8, 2) attached to the VR headset.

To train the machine learning program, 30 images were used, with 6 of them
allocated for testing. Upon completion of the training process, the program acquired
the ability to analyze an image and identify the SILS port. When presented with an
image, the program successfully detected the SILS port with a confidence level of
0.71. In some studies using the YOLOv8 program, a confidence level for detecting
objects in images ranging from 0.34 to 0.96 was achieved [17]. The performance of

Fig. 7 Surgical robotic system
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Fig. 8 VR headset

Fig. 9 Mobile platform positioning

the confidence level detection depends on the number of images given to the program
for training.

4 Conclusions

This article presents a study in which a virtual reality simulator is developed for a
robotic surgical system intended for use in the SILS procedure. User control over the
active instruments and the laparoscopic camera is facilitated through two controllers
and a microphone using voice commands. Artificial intelligence is employed for the
automatic positioning of the mobile platform housing the instruments. The YOLOv8
artificial intelligence program is utilized for the automatic detection of the SILS
port. By using this artificial intelligence program, significant benefits are brought,
including increased accuracy, real-time efficiency, adaptability to different environ-
ments and reduction of human errors, thereby contributing to the overall improve-
ment of the positioning process. Subsequently, the port coordinates are transmitted
to the robotic system control program to achieve the automatic positioning of the
mobile platform. Once the mobile platform is automatically positioned, the active
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instruments and the laparoscopic camera can be easily inserted through the SILS
port.

Acknowledgements This work was supported by the project New smart and adaptive robotics
solutions for personalized minimally invasive surgery in cancer treatment—ATHENA, funded by
European Union—NextGenerationEU and Romanian Government, under National Recovery and
Resilience Plan forRomania, contract no. 760072/23.05.2023, codeCF116/15.11.2022, through the
RomanianMinistry of Research, Innovation andDigitalization, within Component 9, investment I8.

References

1. Nguyen, T.T., Basilius, J., Ali, S.N., Dobbs, R.W., Lee, D.I.: Single-port robotic applications
in urology. J. Endourol. 37(6), 688–699 (2023)

2. Pisla, D., Plitea, N., Gherman, B., Pisla, A., Vaida, C.: Kinematical analysis and design of a
new surgical parallel robot. In: Proceedings of the 5th international workshop on computational
kinematics, Duisburg, Germany, pp. 273–282 (2009)

3. Vaida, C., Pisla, D., Plitea, N., Gherman, B., Gyurka, B., Stancel, E., Hesselbach, J., Raatz,
A., Vlad, L., Graur, F.: Development of a control system for a parallel robot used in minimally
invasive surgery. IFMBE Proc. 26, 171–176 (2009)

4. Pisla, D., Birlescu, I., Vaida, C., Tucan, P., Pisla, A., Gherman, B., Crisan, N., Plitea, N.:
Algebraic modeling of kinematics and singularities for a prostate biopsy parallel robot. Proc.
Rom. Acad. Ser. A 19, 489–497 (2019)

5. Furukawa, K., Asaoka, T., Mikamori, M., et al.: Single-incision laparoscopic cholecystectomy:
a single-centre experience of 1469 cases. J. Gastrointest. Surg. 26, 831–836 (2022)

6. Moglia, A., Morelli, L., et al.: Ensemble deep learning for the prediction of proficiency at a
virtual simulator for robot-assisted surgery. Surg. Endosc. 36, 6473–6479 (2022)

7. Covaciu, F., N. Crisan, Vaida, C., Andras, I., Pusca, A., Gherman, B., Radu, C., Tucan, P., Al
Hajjar, N., Pisla, D.: Integration of virtual reality in the control system of an innovative medical
robot for single-incision laparoscopic surgery. Sensors 23(12) (2023)

8. Elessawy, M., Mabrouk, M., et al.: Evaluation of laparoscopy virtual reality training on the
improvement of trainees’ surgical skills. Medicina 57(2), 130 (2021)

9. Ohtake, S., Makiyama, K., Yamashita, D., Tatenuma, T., Yao, M.: Training on a virtual reality
laparoscopic simulator improves performance of live laparoscopic surgery. Asian J. Endoscop.
Surg. 15(2), 313–319 (2022)

10. Rogers, M.P., DeSantis, A.J., Janjua, H., Barry, T.M., Kuo, P.C.: The future surgical training
paradigm: virtual reality and machine learning in surgical education. Surgery 169(5), 1250–
1252 (2021)

11. https://static.makehumancommunity.org/makehuman/docs.html
12. https://docs.unity3d.com/Manual/index.html
13. https://docs.ultralytics.com/
14. https://pytorch.org/docs/stable/index.html
15. Redmon, J., Divvala, S., et al.: You only look once: unified, real-time object detection. Comput.

Vis. Patt. Recogn. (CVPR) 779–788 (2016)
16. Hussain, M.: YOLO-v1 to YOLO-v8, the rise of YOLO and its complementary nature toward

digital manufacturing and industrial defect detection. Machines 11(7), 677 (2023)
17. Soylu, E., Soylu, T.: A performance comparison of YOLOv8 models for traffic sign detection

in the Robotaxi-full scale autonomous vehicle competition. Multimedia Tools Appl. 1–31
(2023)

https://static.makehumancommunity.org/makehuman/docs.html
https://docs.unity3d.com/Manual/index.html
https://docs.ultralytics.com/
https://pytorch.org/docs/stable/index.html


Effects of Increased Entropy
on Robustness of Reinforcement
Learning for Robot Box-Pushing

Zvezdan Lončarević and Andrej Gams

Abstract Deterministic reinforcement learning (RL)methods, which produce a sin-
gle solution for a given system state, have shown impressive results in simulated envi-
ronments with well-defined parameters. However, their performance often declines
when applied to real-world systems, where parameters fluctuate. In contrast, prob-
abilistic RL approaches, capable of generating a spectrum of potential solutions,
demonstrate enhanced robustness to variations in parameters. Our study evaluates
the performance of probabilistic RL in a robotic task ofmanipulating a box on a table.
We investigate the robustness of policies trained with varying degrees of entropy by
training them with one set of box mass and friction parameters and then testing
their performance in a simulated environment with altered parameters. Our findings
reveal that policies with lower entropy perform best in stable conditions, while those
with higher entropy become more effective as parameter variability increases. Given
that applying learned policies to real robots requires further transfer learning (TL),
where the efficiency heavily depends on the quality of the initial policy, selecting the
optimal entropy level for initial training could significantly enhance the TL process.

Keywords Reinforcement learning · Movement primitives · Probabilistic policy ·
Object manipulation

1 Introduction

Numerous review papers [1, 2, 9, 14] have shown the possibility of RL algorithms
to obtain knowledge completely autonomously and from scratch. However, all the
presented algorithms require huge amounts of data and therefore many learning
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iterations in order to converge, so they can be applied only in simulation. The main
problem is that the knowledge obtained in simulation cannot be directly applied in
a real-world scenario, because the real-world has different sorts of non-linearities
and irregularities and therefore cannot be perfectly modelled [8]. One of the possible
solutions is to use transfer learning (TL) methods based on domain adaptation in
order to adapt this knowledge. Transfer of the knowledge is heavily influenced by the
initial policy obtained in simulation.Although deterministicmethodswork best in the
source environment, where the agent is trained, the study presented in [3], has shown
that the probabilistic methods with bigger diversity of solutions are more robust to
the parameter changes of the environment. Therefore, we analyze the influence of
the diversity of solutions to the robustness of the algorithm when the parameters are
perturbed. We perform our experiments on the example of the robot pushing a box
on the table. The task of box-pushing was introduced and described in [12] where
trajectories were parametrized with ProMPs [13] and different learning algorithms
and reward settingswere considered.On the other hand,weuseProDMPs [4] that take
into consideration current velocity of the robot’s joints, thus allowing for the smooth
transition between different trajectory segments. We also focus on the influence of
the entropy on the robustness of the policy. Similar analysis was done for the case of
the imitation learning, where the relation between the diversity of the solutions and
quality of the trained policy has been already studied [6]. In that case, the dataset
was acquired by a human demonstrator and the task was simplified so that some
of the movement directions were fixed. For the ones that were not fixed, Cartesian
coordinates were used.

The paper is structured as follows. In Sect. 2 we give a brief overview of the tra-
jectory parametrization and the used algorithm. Section3 presents the experimental
setup. It is followed by the results in Sect. 4 and the conclusion in Sect. 5.

2 Trajectory and Learning

In order to perform the efficient RL and avoid curse of dimensionality of action
parameters, it is common that we use parametric representation of the trajectories.
One of the most commonly used in the probabilistic approaches are ProMPs [13].
However, the main drawback of this approach is that they cannot take initial velocity
of the trajectory into account and therefore, if we apply replanning in our algorithm,
they produce discontinuities in the resulting trajectory. In this section, we first give a
brief recap of the ProDMPs that are able to take into account trajectory velocity and
capturing the diversity of the solutions directly in their parametric representation.
We proceed with presenting the algorithm that was used for learning the policy. The
algorithm is based on Policy Gradient method, but the loss function is extended so
that it takes into account entropy of the policy while also controlling the update step
as described in [10].
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Fig. 1 Experimental setup
with Franka Panda Robot
moving the box in MuJoCo
simulation

2.1 Probabilistic Dynamic Movement Primitives (ProDMPs)

The ProDMPs framework combines elements of Dynamic Movement Primitives
(DMPs) and Probabilistic Movement Primitives (ProMPs), incorporating probabilis-
tic modeling into the dynamic movement generation. The key idea is to represent
the trajectory distribution in a way that captures both the dynamical properties of
DMPs and the probabilistic nature of ProMPs. The positions y and velocities ẏ of a
trajectory for one Degree of Freedom (DoF) are formulated as:

y(t) = c1y1(t) + c2y2(t) + Φ(t)�ω,

ẏ(t) = c1 ẏ1(t) + c2 ẏ2(t) + Φ̇(t)�ω (1)

where y1 and y2 are two linearly independent complementary functions of the
ProDMP’s homogeneous Ordinary Differential Equation (ODE). ẏ1 and ẏ2 are their
respective time derivatives. The coefficients c1 and c2 are constants derived from
the boundary conditions of the ODE. These coefficients are calculated based on the
desired position and velocity at a specific time step, allowing for smooth transitions
between action sequences, which is not typically possible with ProMPs alone. The
basis functions for position and velocity, Φ and Φ̇, are computed once and then used
as fixed functions. The weights ω are a composite vector that merges the DMP’s
original weight vector with the goal attractor towards which the ODE converges.
Similar to ProMPs, assuming the weights ω follow a multivariate normal distribu-
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tionω ∼ N (ω|μω, �ω), we can compute the trajectory distribution for one DoF over
all timesteps 0 : T as

p(Λ;μω,�ω, yb, ẏb) = N (Λ|μΛ,�Λ), (2)

where

μΛ = ξ 1yb + ξ 2 ẏb + H0:Tμω,

�Λ = H�
0:T�ωH0:T + σ 2

n I,

with H0:T = ξ 3Φb + ξ 4Φ̇b + Φ0:T .

In these equations, Λ represents the trajectory, μΛ and �Λ are its mean and
covariance, yb and ẏb are the boundary conditions (starting position and velocity of
the robot usually),Φb and Φ̇b are basis functions, ξ k are calculated using y1 and y2 at
each time step and the boundary conditions, and σ 2

n I represents the noise covariance.
Details about the derivation are given in [4].

2.2 Policy Gradient

In Reinforcement Learning (RL) using Probabilistic Dynamic Movement Primitives
(ProDMPs), the policy actions are represented by the parameters ω, which define
the trajectories. The policy maps contexts, labeled as c, to a specific set of param-
eters ω. In this setting, the reward structure can vary, and one approach is to use a
dense reward structure, where a reward is provided at each time-step t . The advantage
function is used in the policy update process.

1. Surrogate Loss with Normalized Advantage: In certain reinforcement learning
approaches, the surrogate loss function may utilize normalized advantage. This
normalization helps in reducing variance and improving the stability and effi-
ciency of the learning process. The normalized advantage for each experience is
calculated as:

Anorm(c,ω) = A(c,ω) − μA

σA + εA
(3)

where A(c,ω) is the advantage function, μA is the mean, σA is the standard
deviation of the advantage across the batch and εA is the small constant preventing
the normalized advantage being infinity in the case when standard deviation drops
to zero. The advantage function A(c,ω) is calculated using the return and the value
function V (c), approximated by the critic:

A(c,ω) = VΦ(c) − Gt (4)



Effects of Increased Entropy on Robustness … 101

where Gt is the return from context c, and V (ct ) is the estimated value given the
context ct as:

VΦ(c) = E[Gt |c;π ] (5)

The advantage function provides ameasure of howmuch better taking a particular
action is compared to the average policy performance. The return, denoted as Gt ,
from a context c at time t , is given by:

Gt =
K∑

k=0

γ k Rt+k+1 (6)

where Rt+k+1 is the reward received at time t + k + 1, and γ is the discount
factor.Value function is obtained by training the critic network with minimizing
loss:

LCritic = argmin
Φ

Eπθold (c,ω)[Gt (ω|c) − VΦ(c)] (7)

The surrogate loss is then defined as:

LSurrogate(θ) = Eπθold (ω|c) [r(θ)Anorm(c,ω)] (8)

where r(θ) = πθ (ω|c)
πθold (ω|c) is the probability ratio.

2. Entropy Loss: The entropy loss for ProDMPs is defined over the distribution of
parameter sets ω given a context:

LEntropy(θ) = Eπθold
[H(πθ target (·|c))] (9)

where H(πθ target(·|c)) is the entropy of the parameter distribution for a given con-
text c.

3. Trust Region Loss: The trust region loss measures the divergence between the
old policy and the target policy in the space of parameter sets θ for a given context:

LTR(θ) = DKL(πθold(·|c)||πθ target(·|c)) (10)

For the target policy πθ target , constraints are provided for both the mean and the
covariance of the trajectory distributions. The trust region distance is calculated
as the sum of the distances for both mean and covariance, ensuring that the new
policy respects the trust region in terms of both central tendency and variability.
Mathematical background and detailed explanation is given in [10].

The target policy πθ target is obtained by solving an optimization problem that seeks
to maximize performance while maintaining constraints manually given to the algo-
rithmonboth themean εμ and covariance ε� in theKullback-Leibler (KL) divergence
between πθ target(·|c) and πθold(·|c).
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The overall maximization problem in RL with ProDMPs is to find the parameter
set θ that maximizes the following composite loss function:

max
θ

L(θ) = max
θ

[
LSurrogate(θ) − βLEntropy(θ) + λLTR(θ)

]
(11)

where β and λ are coefficients that balance the importance of the entropy and trust
region loss terms, respectively. This formulation captures the direct mapping of
contexts to parameter sets ω that define the trajectories in the context of ProDMPs.

3 Experimental Evaluation

Weevaluate our approachon the taskwhere the simulated robot ismoving a boxon the
table by using only a rod as an end-effector in MuJoCo simulation as shown in Fig. 1
that is part of FancyGym framework [11]. The task was to move the box in xy-plane,
being set on the surface of the table, from the initial position being set at {xs, ys, ϕs} =
{0.4 m 0.3 m, 0 rad} m to a randomly generated position {xg, yg, ϕg} where xg ∈
[0.3, 0.6] m, yg ∈ [−0.45, 0.45] m and ϕg ∈ [0, 2π ]. We use a model of 7-DoF
Franka Panda robot that is redundant for executing this task and therefore provides
an infinite number of possible solutions. Since the learning is done in joint space
of the robot, this makes the learning problem even harder. We encoded trajectories
using ProDMPs with N = 5 as the number of weights for each of the robot joints.
The time for the trajectory was fixed to 2 s. We allowed our algorithm to make 4
replanning steps, and therefore, for each predicted part of the trajectory, τ was set
to be 0.5 s. Distribution of ProDMP parameters was the output of the policy neural
network that takes as the input context describing box position and orientation, as
well as desired goal position and orientation. It was trained by maximizing the loss
function given with Eq.11, and it had two hidden layers with sizes of 128 neurons.
The critic neural network for approximating value function had 2 hidden layers of 32
neurons and was trained by minimizing the loss function given with Eq.7. Both of
the networks used leaky-relu activation function. Coefficient λ in Eq.11 was set to
0.5 and β was varied through the experiments. Regularization coefficient in Eq.3 was
set to εA = 10−8, discount factor in Eq.6 to γ = 0.99 and coefficients for projecting
the policy to the target policy (Eq.10) were set to εμ = 5 · 10−2 and ε� = 5 · 10−4.
Reward was given at a frequency of 50Hz at time-steps t based on the difference
between real and desired box position and orientation as well as the torques required
tomove robot joints. It was implemented in [11] and detailed description of the dense
reward for this experimental setup is given in [12].

The original setup where the agent was trained consisted of the box with the mass
of 2kg and friction coefficient between the box and the table set at 0.3. We trained
6 different models with different entropy coefficients e = [0, 0.01, 0.02, 0.03, 0.04,
0.05] respectively. In order to test behaviour of the learned agents, we varied the
friction and mass separately and evaluated all 6 models. In experiments, we set
the box mass to m = [1, 1.5, 2, 2.5, 3] kg and friction coefficient to μ = [0.15,
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0.20, 0.25, 0.30, 0.35, 0.40, 0.45]. For each changed parameter, we evaluated errors
in both position and orientation of the box at the end of the movement. For the com-
pleteness of the results, we repeated this for 100 different randomly generated final
positions and orientations.

4 Results

In our experiments, all policies were trained with five different initial seeds. The
reported results represent the outcomes of the best-performing policies, determined
by the highest success rate when assessed in the original setup.

Figure2 summarizes the position, orientation error results and the success rate
of all policies. In our specific use-case, movement generated by the policy was

Fig. 2 Average position and orientation error of the trained agents when the box mass is varied
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considered successful when the position error was below 0.05m and the orientation
error was less than 0.5 rad. We evaluated policy robustness based on varied mass of
the box (Fig. 2-left) and friction coefficient between the table and the box (Fig. 2-
right). From the figure, it can be noted that as the difference in mass or friction
coefficients between the training and evaluation scenarios increased, policies with
higher entropy demonstrated better performance.

5 Conclusion

Since the real-world application of any autonomous learning policies requires many
iterations, the focus of our research is to reduce the number of the iterations to
be executed on the real robot because this process is dangerous for the equipment
and at the same time time-consuming. Using pretrained agents from the simulation
accelerates this process, but with choosing the right policy, we believe it can be
accelerated even further. In this paper, we have showed that each level of discrepancy
between parameters in the training and execution has a policy of a certain entropy
that works best for it. Testing different policy entropies on the real system in only few
iterations could give us insights into which policy performs the best for the specific
environment changes.With choosing that policy, we could accelerate the TL process,
since the amount of the data needed to be acquired in the target environment would
consequently drop.

The ability of probabilistic methods to provide the whole spectre of different
solutions enables them to find the right solution quicker and therefore converge faster
in the adaptation phase to the new domain. This is due to their exploration phase not
being based on random sampling only, but also included in the probabilistic nature
of the predicted trajectories. Moreover, since they are also trained on the same task
in the different environment, they are not that much dependent on setting up the
exploration noise, and therefore it is less probable that some parameters will produce
a trajectory that is not executable.

In our future work, we plan to explore the possibility of implementing the policy
learning method outlined in this paper and determining the most suitable entropy,
identified by the highest success rate, for real-world applications. Once the optimal
entropy is identified, our plan is to generate a simulation database and store the policy
into a neural network, following a similar approach as presented in [6]. Using this
neural network, we plan to apply TL, as demonstrated in our previous works [5, 7],
thus closing the loop of learning from scratch.
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Dynamic Analysis of an Exoskeleton
Robotic System for Stair Walking
Assistance

Ionut Geonea and Daniela Tarnita

Abstract This paper presents aspects of motion simulation and dynamic analysis
of an exoskeleton for assisting the gait of people with disabilities when using access
stairs. Thedesignof the exoskeleton is carriedout in the computer design environment
SolidWorks. The dynamic simulation is carried out in conditions as close to reality
as possible, taking into account the friction in the kinematic couplings of the robot
exoskeleton. The results of the dynamic simulation in the case of stair walking
validate the engineering feasibility of the proposed solution and the next stage of
development is the construction of a physical prototype of the exoskeleton. For this
purpose, we have used additive manufacturing technology. The physically realized
robot is tested for the situation of its use by a human subject when walking on stairs.

Keywords Robot · Exoskeleton · Dynamic analysis · Stair climbing · Rapid
prototyping

1 Introduction

The motivation of robotic rehabilitation is the recovery of locomotor functions of a
human subject, for this reason the study of human gait biomechanics is the starting
point of research in rehabilitation robotics. Exoskeleton robotic systems are used
for rehabilitation in two ways: treadmill-based exoskeleton for the lower limb reha-
bilitation; overground lower limb rehabilitation exoskeletons. A review of robotic
rehabilitation systems is presented in [1]. According to this study, the control strate-
gies of exoskeleton robotic systems are: position control, force controller, EMGbased
control, assist-as-needed control. In [2], a novel synthesis method for the multicri-
teria optimization of a lower limb exoskeleton is proposed. A six-bar Stephenson III
type lower-limb mechanism is proposed for geometrical synthesis and multi-criteria
optimization.
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Closed kinematic chains designed to reproduce the legs of an exoskeleton robotic
system are made by several researchers, as presented in papers [3–7]. Stephenson
type I, II and III mechanisms are designed for use in a quadruped robot. In paper [8]
a synthetic procedure is presented to guide a point along a specified trajectory. The
analyzed synthesis example is proposed to produce a desired robot leg trajectory.

Another eight-bar mechanism is proposed for the foot of a walking robot in the
paper [9]. The characteristic of these mechanisms is that they achieve an adequate
walking trajectory, which has a linear portion corresponding to the drag phase.

Of particular interest in the category of active rehabilitation systems are
exoskeleton systems. Parameterized gait planning methods [10] or multibody
dynamic analysismethods [11] are described for these systems. The impact of robotic
rehabilitation on the motor system in neurological diseases is studied in [12, 13].

The paper is structured in four parts. After, the “Introduction” part, an original
constructive solution of an exoskeleton leg is presented in Sect. 2. Next, in Sect. 3, a
dynamic analysis is performed when using the exoskeleton in two situations, namely
stair and floor assistance. In the last Section, the physical prototype of the exoskeleton
is manufactured by 3D printing and its motion analysis is carried out with the help
of ultrafast camera-based equipment.

2 The Proposed Structural and Design Solution

The developed exoskeleton robot solution has the kinematic scheme shown in Fig. 1a.
The solution has in its structure three kinematic chains of the articulated quadrilateral
type, namely the kinematic chain ABDE, CDFH and FIJG. The motion is performed
by a single motor, placed in the kinematic coupling A, of kinematic element 1. The
kinematic elements modelling the structure of the human foot are numbered 4 and 7
(through the segment GM), whose construction is carried out in a modular manner
(see Fig. 1b), which allows the length of the elements to be adjusted. An important
role in the functionality of the proposed solution is played by the drive kinematic
chain, consisting of kinematic elements 1, 2 and 4. In the present design, the actuation
is done through the parallelogram mechanism formed with links 1, 2 and 4. It can
be seen from Fig. 1a, that the structure consists of 7 bar-type kinematic elements,
connected by rotating couplings, according to the scheme shown.

As a standard, the structure of the plane mechanism that shapes the human foot is
based on kinematic chains of the articulated quadrilateral or parallelogram type. The
actuation of this kinematic chain is very important because it imprints the right move-
ment in the joints of the foot. The simplest method of actuation is with a kinematic
element in rotational motion, but which does not assume human-like movements.
Thus, in order to have anthropomorphicmovements of the foot, kinematic chains such
as Hoecken linkage, Peaucellier–Lipkin linkage or Chebyshev Lambda Linkage are
used for actuation. In another design variant, this proposed kinematic chain for the
human leg, is actuated by aChebyshevLambda linkage. In kinematics, theChebyshev
Lambda Linkage is a four-bar linkage that converts rotational motion to approximate
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Fig. 1 Proposed kinematic scheme for the exoskeleton leg a and its virtual model b

straight-line motion with approximate constant velocity. It is so-named because it
looks like a lowercase Greek letter lambda (λ). The linkage was first shown in Paris
on the Exposition Universally (1878) as “The PlantigradeMachine”. The Chebyshev
Lambda Linkage is a cognate linkage of the Chebyshev linkage, and usually, it is used
in vehicle suspension mechanisms, walking robots and rover wheel mechanisms.

The design of the exoskeleton robot is shown in Fig. 1b. The component parts of
the leg mechanism are designed as fork-shaped, which are subsequently joined using
10 mm diameter pins. An upper frame is designed, comprising two lateral elements
(8), assembled at the rear with the yellow element (9).

The drive motor is mounted at the rear of the upper frame on a specially designed
component, which is mounted by screwing it to the rear ends of the side components.
Also mounted on this frame are two brackets, on which a shaft is mounted. This shaft
is driven from the electric motor by means of a gear transmission with a transmission
ratio of 1:2. This developed 3D model will be used in the first phase to perform a
dynamic simulation of the robotic system’s gait with the help of a dynamic analysis
software formultibody systems. The dynamic simulationwill involve climbing stairs,
walking on a flat portion as well as descending stairs. Accordingly, the virtual model
was supplemented with a staircase model as shown in Fig. 2.

3 Dynamic Simulation of Exoskeleton Robotic System

The purpose of the dynamic simulation is to verify the technical feasibility of the
design solution by checking the movements performed by the robot. In the first phase
the dynamic simulation is performed with the robot with the upper frame fixed to
the base. In this case the trajectory of the ankle joint M, must have the shape of a
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Fig. 2 Designed 3D model, positioned for climbing stairs and walking on a horizontal plane

“flattened D”. In order to obtain this shape, an optimization of the solution is carried
out, which consists of changing the length of the elements in the drive chain and
the position of the rotating couplings at the base. The optimization is performed in
ADAMS, very often used for simulation and dynamic analysis ofmulti-body systems
[6, 14, 15], specifying, as design variables, the coordinates of the points defining the
locations of the kinematic couplings, and as objective function, the maximization of
the rotation angles in the E and G couplings. The constraint defined was the limit
value of these angles, established from experimental analysis of human gait, namely
35° for the hip joint and 55° for the knee joint. The optimized model is simulated
under the assumption of stair climbing, horizontal walking and stair descent. Figure 3
shows the successive positions of the robot on this path, as well as the trajectories
performed by the robot’s legs during the simulation in ADAMS.

An important advantage of dynamic simulation is to obtain the connection forces
from kinematic couplings. These results are useful for verifying the structural
integrity of the kinematic elements of the exoskeleton, transmission and drive train.
Thus, in Figs. 4 and 5 are shown the resultant connection forces from the kinematic
couplings E and G, found in the exoskeleton leg structure, being similar to the hip
and knee joints of the human leg. These results are obtained, for the situation where
the exoskeleton takes up the entire mass of the assisted human subject, i.e. 80 kg. It
is observed that we have similar variations for the two legs. The spikes recorded in
the graphs of the connection forces appear in the simulation due to the fact that we
considered the contact between the sole and the ground with rigid type elements. In
reality they do not appear, the contact shocks are damped.

a) b)

Fig. 3 Dynamic simulation inADAMSof the robotic system, a ankle joint trajectories,b successive
frames
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Fig. 4 Resultant connection forces, for the exoskeleton knee joints

Fig. 5 Resultant connection forces, for the exoskeleton hip joint

A development of the dynamic model is to transform kinematic elements from
rigid solids into deformable solids. We did this, and in the first phase we obtained a
map of the distribution of elastic displacements in the structure. The maximum value
recorded, is 0.8 mm, as can be seen in Fig. 6. In Fig. 7, we have shown the time
variation of the deformations of the center of mass of element (4) for both legs.

If we consider previously determined connection forces as input data to check the
structural integrity of the kinematic elements using the finite element method, the
design solution is validated. For the finite element method analysis, we used ANSYS
software, very useful in structural analysis and optimization problems [14–16]. A
structural analysis is carried out in static mode. The kinematic element is subjected to

Fig. 6 Dynamic simulation performed considering kinematic elements as deformable solids
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Fig. 7 Linear deformations of the center of mass of element (7), for the left and right leg

Fig. 8 Results obtained for the verification of the structural integrity of kinematic element 4

tension/compression by the maximum force of 2000 N. Thus, we presented in Fig. 8,
the distribution maps of total displacements and equivalent mechanical stresses. It is
noticed that the total displacements have small values not exceeding 0.6 mm, and this
result confirms the correct operation of the mobile mechanical system. As regards
the verification of the structural integrity, the solution is optimally designed, the
maximum values of the mechanical stresses being 30 MPa, a value which is within
the permissible limits, being below the flow limit of the material from which the
kinematic element is made. According to literature data, the mechanical strength of
PLA + material is 50–70 MPa [17].

In Fig. 9 the horizontal and vertical displacements of the M point, from the left
leg are shown. The graphs obtained for the displacements have no sharp variations,
this demonstrating the stable functioning of the robotic system.

4 Experimental Study of the Motion of the Physical
Prototype of the Exoskeleton

The optimized elements of the exoskeleton robot were printed on the Anycubic 3D
printer. The size of the 3D printer’s print bed (400 × 400 × 400 mm) allowed the
printing of elements with a maximum length of 331 mm. The assembly of the robot’s
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Fig. 9 Displacement of M-point (corresp. to the ankle joint)—horizontal and vertical directions

component parts was carried out, and the assembled physical model is detailed in
Fig. 10.

Experimental analysis of robot motion was performed using ultrafast video
cameras. The trajectories described by the exoskeleton right leg joints markers,
obtained with a motion analysis software, namely CONTEMPLAS, are shown in
Fig. 11.

In Fig. 12, a comparison of the angular variations in the kinematic couplings
related to the hip (E) and knee (G) obtained by dynamic simulation in ADAMS
and experimentally determined by camera motion analysis in CONTEMPLAS is
shown. Similar variations obtained by simulation and experiment are observed. The
overlapping differences of the two plots, are related to the synchronization of the
physical model motion with the simulation.

The results obtained for the rotation angles in the knee and hip kinematic joints
obtained by simulation are close to those obtained in normal gait. Thus, in the
exoskeleton hip joint we have an angular amplitude of 35 degrees, similar to that
of a human subject. In contrast, in the knee joint we have an angular amplitude of
40°, less than that achieved by a human subject, which reaches 55°. So the solution
should be kinematically optimized.

Fig. 10 Physical model of
the exoskeleton robot
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Fig. 11 Trajectories described by the right leg joints of the exoskeleton

Fig. 12 Angular variations for hip and knee obtained by simulation and experiment

5 Conclusions

In this paper, we have presented an original structural solution for a mechanism
used to an exoskeleton robot leg. The aspects addressed in the paper are multiple,
namely firstly we have achieved an optimal design of the mechanical assembly,
from a structural point of view. The structural solution has been kinematically and
dynamically optimized for safe use. The motion simulation is performed in three
hypostases, namely climbing up and down stairs, and walking on a horizontal floor.
The CAD model is finally used for additive manufacturing of component parts.
These elements were assembled and the physical model was used for the study of
the movement, by means of ultra-fast video camera equipment.
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A Compact Low-Frequencies Vibrational
Bioreactor to Induce Cellular Response

Luca Ragno, Alberto Borboni, Paola Serena Ginestra,
Elena Laura Mazzoldi, Rosalba Monica Ferraro, and Gabriele Benini

Abstract The production of functional tissues, as well as ensuring cells viability,
differentiation and proliferation, is mainly related to the biomimicking degree of the
culture chamber, that aims to reproduce the same conditions that occur in-vivo. For
this reason, bioreactors able tomimic and provide specific signals or a combination of
them, are used to improve tissue formation and biological results. Specifically, liter-
ature widely reports that external stimulation can deeply influence cells behavior.
This paper presents the design of a compact vibrational bioreactor, operating at low
frequencies. The device is based on a voice-coil actuator connected to a bioreactor
chamber. Firstly, the system design process is demonstrated, motivated by the neces-
sity for 101–102 Hz vibrational stimulation, and then the electro-mechanical model is
established. The obtained system allows to investigate cellular response to extremely
low-frequency of vibrations, and it is used in combination to a peristaltic pump to
realize a perfusion-based system obtaining a continuous flow of culture medium
during mechanical excitation.

Keywords Vibration · Subwoofer · Shaker ·Mechanotransduction · Biomimetic ·
Bioreactor

1 Introduction

Tissue engineered grafts are now emerging as a potential solution to treat different
clinical conditions, overcoming limitations of traditional artificial prostheses.
Furthermore, principles of this discipline can be used to develop biologically repre-
sentative and accurate in-vitro models. Various factors are taken into account
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during the design process of these cell cultures. Biomimetics refers to the collec-
tive endeavors in technology and procedures aimed at achieving conditions that
closely resemble physiological ones. Firstly, according to the tissue that has to be
obtained, the primary cell culture is identified. Secondly, a proper scaffold can be
produced, towards proper material selection and manufacturing process [1]. Finally,
in order to mimic physiological conditions in the growing chambers (i.e., bioreac-
tors, petri dishes, multi-well plates), obtain desired cellular adhesion, differentiation,
and allow cells to produce new extracellular matrix, scaffolds have to be combined
with active external biosignaling [2]. For instance, vibrations can induce biochem-
ical events inside the cells, which affects tissue growth and cellular behavior. This
process leads to the conversion of external mechanical signals into biochemical and
electrical ones for the cells. In this context, a vibrational bioreactor prototype is
presented. This device has been developed starting from a DAYTON AUDIO BST-
1 bass shaker (https://www.daytonaudio.com), a particular type of exciter used to
reproduce low-frequency (LF) sounds. Although they are voice-coil actuator-based
systems as subwoofers, bass shakers can oscillate far below resonance frequency of
them. Thus, it can be possible to investigate the cellular behavior when subjected
to extremely-low frequency of vibration. Despite significant advancements in the
development of devices aimed at enhancing cell culturing techniques and outcomes,
the study of hyalocytes and vitreous body tissue remains relatively underexplored.
In this particular case, the device, designed to be integrated on a perfusion bioreactor
has been developed to provide biomimetic stimuli to a human hyalocytes cell culture
and eye movements that occur every day in vitreous body [3].

2 Problem Statement

The utilization ofmechanical stimulation plays a crucial role inmodulating cell phys-
iology by facilitating the transmission of specific signals among them. Depending on
the application area, ranging from industrial and automotive to acoustic and sensing,
various devices have been utilized as vibratory systems to generate the required
amplitudes and frequencies. However, in biological and tissue engineering fields, the
definition of vibrational generators remains elusive due to the wide array of use cases
and the need for device customization to produce specific frequencies and amplitudes
tailored to each unique application. In this context, it has been demonstrated that a
customized bioreactorwith the addition of a low-intensity pulsed ultrasound (LIPUS)
generator, can improve osteogenesis, emulating the in-vivo process and avoiding
thermal effects [4]. In the case of LF stimulation (i.e., 25 Hz) a customized acoustic-
derived voice coil actuator (VCA) has allowed to observe that oscillations stimulate
proliferation and osteogenic differentiation [5]. In another case a subwoofer-based
device has been adopted to evaluate blackberries susceptibility to red drupelet rever-
sion [6]. Specifically, subwoofers are linear voice coil actuated, and use a perma-
nent magnet and an alternating current-driven metal coil to reproduce sounds. The
current flow passing through the coil, temporary generates an electromagnetic field

https://www.daytonaudio.com
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and consequently an induced force. The polarity of the magnetic field follows the
current direction and, as a result, the VCA is able to move linearly expanding and
contracting the diaphragm. Finally, these acoustic devices are characterized by a
resonance frequency below which they cannot be effectively utilized; bass shakers
represent a novel and effective approach for delivering LF stimuli that mimic the
characteristics of saccadic eye movements and produce biologically relevant oscil-
lations. The device presented in this work has been designed to be implemented in a
bioreactor system, that is involved in in-vitro hyalocytes culturing and stimulation.
The main advantage of the proposed solution is the possibility to provide vibrations
close to and above vitreous body model resonance frequency [3].

3 Materials and Methods

3.1 Vibration System

The system (see Fig. 1) is composed by a Krieger 150 W transformer to connect the
Dayton Audio SA70 70 W Subwoofer Amplifier (https://www.daytonaudio.com) to
the European power grid. The amplifier is connected to an FG-100 DSS function
generator as low-level input signal source, while the Dayton Audio BST-1 High
Power Pro Tactile Bass Shaker 50 W (https://www.daytonaudio.com) is connected
as end effector of the system, interfacing directly to the 3D printed parts that sustain
and immobilize the bioreactor. Thiele-Small parameters of the BST-1 are essential
to describe the behavior and frequency response of the system, particularly refer-
ring to Electromechanical force factor (KBl), Mechanical stiffness of suspension
(K), Moving Mass (m) and Resonance Frequency (Fs). Finally, a damped harmonic
oscillator linear model, for LF time-invariant and low-amplitude excitations, has
been used.

Fig. 1 Schematic representation of the vibrational generator

https://www.daytonaudio.com
https://www.daytonaudio.com
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3.2 Biological Model

Human Vitreous Body (HVB) is a transparent gel substance for the most part
composed of water (about 99%) entrapped in a network made of collagen and
hyaluronic acid [7]. During eye movements inside ocular cavity, the vitreous body is
supportive and adherent with the retina, this generates deformation inside the three-
dimensional structure of the gel leading to the stimulation of the vitreous body and
the retina themselves. These mechanical stresses have been proposed as possible
causes of vitreous diseases. According to studies on a synthetic model of the HVB,
examining eye bulb velocity field components (specifically, azimuthal and radial
velocities) has revealed a connection between biological damage and mechanical
phenomena [3]. Bonfiglio et al. demonstrates that in the HVB, when resonance
conditions are achieved, azimuthal velocity is more pronounced in the central area
than near the periphery. This leads to significant stress levels within the vitreous
body, impacting the retina and causing internal changes in the ocular organ. In this
context, the model primarily focuses on the azimuthal velocity (Eq. 1) to deter-
mine the resonance frequency, beyond which the proposed vibrational generator can
operate:

νθ = −v∗
x sin(θ) + v∗

y cos(θ)

AωR
(1)

where νθ corresponds to the azimuthal velocity, scaled by AωR. The scaling factor
is determined by multiplying eye rotation amplitude (A), the angular frequency (ω)

and the model’s cavity radius (R).

3.3 Electrodynamical Model

According to Ampère equation, when an electric current flows through VCA coil, it
generates amagnetic field, and as a result of interaction of this magnetic field with the
permanent magnet’s one, Lorentz force is produced and guarantees actuator motion.
This mechanism converts electrical energy into mechanical energy, enabling precise
linear movements based on current direction. In order to control VCA position as
well as bioreactor chambermovement on the top of it, the combination of an electrical
model and a dynamical model has been required. According to Kirchhoff’s Law the
balance of VCM equivalent electrical circuit (see Fig. 2a) can be written as follow
(Eq. 2):

eact(t) = R · i(t) + L · di(t)
dt

+ eback(t) (2)

where eact represents the electrical alternating input signal for a voltage-driven circuit;
R and L are respectively the equivalent resistance and inductance; i(t) represents the
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current flow through the circuit, while eback (i.e., back electromotive force) from
Faraday law can be expressed for a moving coil as follow (Eq. 3):

eback(t) = B · l · dx(t)
dt

(3)

where B represents the magnetic field intensity; l represents the length of the coil;
x(t) and its derivatives represent the fundamental kinematic equations. Since the
proposed vibration generator operates a very LF (i.e., below 102 Hz) the circuit can
be considered as purely resistive. From a mechanical point of view the vibration
generator can be considered equivalent to a spring-mass-damper dynamical posi-
tioning system (see Fig. 2b), and the balance of forces can be written as follow
(Eq. 4):

B · l · i(t) = m
d2x(t)

dt2
+ DF

dx(t)

dt
+ Kx(t) (4)

where B·l represents the force factor; m the mass of the moving part; DF represents
the damping factor; K represents the stiffness of the system. Moreover, assuming
i(t) as a sinusoidal input (Eq. 5) and applying the Laplace transformation to Eq. 4,
the relationship between input and output signals in the frequency domain has been
obtained (Eq. 6):

i(t) = i0sin(ωt) (5)

Y (s) · (
m · s2 + DF · s + K

) = KBl · i0 · ω
(
s2 + ω2

) (6)

KBl is used to synthesize the force factor represented by B·l; ω represents the
angular velocity. Finally, using appropriate mathematical steps and applying the
Inverse Laplace transformation to Y (s) (Eq. 7) have allowed to obtain y(t) (Eq. 8),
that represent the vertical displacement in the time domain (i.e., equation of motion
x(t)):

L − 1[Y (s)] = L−1

[
KBl · i0 · ω

(
s2 + ω2

)(
m · s2 + DF · s + K

)

]

(7)
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Fig. 2 Electrical equivalent circuit of VCA (a). Mass-damper-spring dynamical model of VCA (b)

y(t) =
i0KBl

(

A ·
(

we−
t

(√
DF2−4Km+DF

)

2m

)

+ B

)

2
√
DF2 − 4Km

(
DF2ω2 + K2 − 2Kmω2 + m2ω4

)

4 Result and Discussion

Despite advances in cell culturing devices, research on eye cells and vitreous body
tissue is still limited due to the difficulties related to the simulation of the body
mechanical stimuli typical of this biological district. This work introduces a VCA-
based mechatronic system designed for usage in bioreactors for in-vitro cultures LF
stimulation [8]. It mainly consists of an oscillating platform that can be installed on a
bioreactor (see Fig. 3a) and its primary function lies in the capability to produce vibra-
tions at, or above, the resonance frequency of a vitreous body model. This feature
allows the analysis of stress impacting the interior structures of the eye bulb and
relative damages. Initially, aiming to develop the present compact vibration gener-
ator, commercially available devices and scientific literature have been analyzed. In
this context, linear resonant actuators have been considered, but limits in frequency
modulation affect this solution [9]. Furthermore, cam systems based on eccentric
rotor coupled to DC motor, has been reported as effective solution to obtain oscil-
latory motion [10]. This approach is susceptible to performance issues due to the
dimensional tolerances of the components and the precision required in assembly
practices. In the same way, piezoelectric materials have been widely used to provide
and control vibrations, but limited to high frequencies [11, 12]. In addition, although
shape memory actuators (SMA) constitute promising systems to provide vibrational
simulations, cell cultures require specific temperature conditions and incubators, as a
consequence temperature-driven SMA cannot be involved into biological field [13].
Assuming frequency as pivotal factor in the selection criteria, a voice coil actuator,
from a bass shaker, has been selected here as an optimal and simple solution to apply
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Fig. 3 Output phase analysis. Output represents the electrical current signal i(t) that has been scaled
to be visualized along with linear vertical displacement y(t). They are respectively the blue line and
the red one (a). Vibrational generator based on BST-1 Bass shaker, Dayton Audio (b)

LF mechanical stimulation to human eye models and in-vitro eye cells cultures. The
fundamental lumped parameter model used to describe vibrations generated includes
a spring (i.e., potential energy storing element), a mass (i.e., kinetic energy storing
element) and a damper (i.e., dissipating energy element). Therefore, it has been used
to perform a phase analysis between current i(t) and the linear vertical displace-
ment y(t) (Eq. 9). The simulation of biological analysis performed at the angular
frequency identified by Bonfiglio et al. [3] (i.e., 62.83 rad/s, equivalent to 10 Hz),
confirms the phase relationship between the two quantities. In conclusion, this VCA-
based vibratory system emerges as an effective experimental tool for achieving HVB
resonance conditions. It enables the exploration of the roles played by biological and
dynamical triggers, specifically eye cell contractions and eye movements, in causing
network collapse and vitreous liquefaction. In this case, gap in research is notable
considering the critical role these cells and tissue play in ocular health. The proposed
vibrational bioreactor could not only facilitate a deeper understanding of hyalocytes
biology and function, but also potentially lead to breakthroughs in treating a range
of ocular pathological conditions, such as floaters, macular diseases (i.e., hole and
pucker) and posterior vitreous detachment [7]. In conclusion, multi-dimensional
mechanical stimulation may play a vital role in regulating cellular physiology and
enhancing communication between cells across various tissues, in this context multi-
axis vibrational platforms development can further improve biomimetic stimulation
[14, 15].

5 Conclusions

The gel-like viscoelastic vitreous body oscillates with eyemovement.When aroused,
eye cells can cause internal inflammation and stress, despite the longtime reputation
as an inert tissue with just structural and supporting roles of the vitreous body. These
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mechanical and biological stimuli can cause floaters, posterior vitreous separation,
macular holes, and other eye disorders. The main purpose of this work aimed to
present a device involved in human vitreous body cells analysis and simulation of
the in-vivo conditions. The main points demonstrated by this tailored vibrational
generator are reported here:

• The low frequency vibrational generator applicable to perfusion-based bioreactors
here presented is not commercially available;

• Bass shakers have been used here as innovative tools to be involved in the
vibrations field;

• The device can be fullymodular, in a second phase of the development, 3D printed
supports, allow to implement UV light source in the compact vibrational system.
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Design of Wearable Prostheses: A New
Approach

Pedro Moreira , José Machado , Calin Vaida , Doina Pisla ,
Daniel Miranda , Nuno Martins , Vítor Carvalho ,
and Demétrio Matos

Abstract In this paper an approach for assistance with a limb amputee is described.
Amputations represent a severe alteration of an individual’s physical capabilities;
however, their body image is equally affected. The field of prosthetic development
has continuously evolved over the years, but it is noticeable that often users’ needs
are not fully met—this is because the main focus during the development process is
oriented solely towards functional issues, relegating aesthetic and usability concerns
to a secondary position. The present work aims at the design and development of
a wearable prosthetic device for an upper limb using additive manufacturing. The
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goal is for the device to meet the needs and characteristics of each user. An interven-
tionist researchmethodologywas applied in parallelwith theDoubleDiamonddesign
process. Theoretical foundations were established, and data collection tools such as
observation, interviews, and user questionnaires were employed. The current phase
of the work, which is ongoing, represents the entire practical development, with the
participation of a rehabilitation and prosthetics production center. Preliminary results
of this research indicate that through additive manufacturing it is possible to reduce
the final cost of the device, allowing for greater customization and, consequently,
better acceptance by users. It is also evident that the use of additive manufacturing,
combined with the incorporation of the prosthesis, facilitates an improvement in the
rehabilitation process.

Keywords Prosthetic devices ·Medical devices design · Prosthesis embodiment ·
Wearable prosthesis

1 Introduction

1.1 Amputation

The increasing demand for solutions to treat disorders or dysfunctions in the health
sector has been intensifying the development of products with the aim of providing a
better quality of life. This applied and exploratory research falls within the scientific
field of design and focuses on the investigation, design, development, and testing of
the use of medical devices, specifically myoelectric wearable prostheses for upper
limbs.

In addition to the use of sophisticated systems for healthcare and rehabilitation
improvement [1, 2], it is important to consider several dimensions in the increasing
the quality of life of populations.

Driven by population growth, aging, chronic pathologies, wars, domestic injuries,
and other causes often related to poverty, the disabled population has been increasing
for decades [3]. In 2005, over half a million people in the United States alone expe-
rienced some form of upper limb amputation, with an expected doubling of this
number by 2050 [4].

The amputation of an upper limb is defined by the International Organization
for Standardization as the “surgical removal of all or part of an upper limb” [5].
The loss of a limb represents a drastic change in a person’s life. It is responsible
for altering their interaction with the social environment and their perception of
body image [6], potentially causing fear and insecurity in the use of a prosthesis
[7]. Therefore, prostheses play a significant role in the rehabilitation process for an
amputee, allowing them to reintegrate into society and resume activities [8]. The
prosthesis should be seen as a product designed to fulfill the function of the missing
limb; however, it cannot be expected to entirely replace the lost function.
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1.2 Prosthesis

Prostheses aremedical devices designed to replace amissingbodily function resulting
from traumatic loss or congenital malformation of a body part. Various categories
have been defined, and they can be further classified into two main groups: (i)
exoskeletal prostheses and (ii) endoskeleton prostheses [9]. Exoskeletal prostheses
have a volumetric shape similar to the real limb, resulting in a higherweight compared
to endoskeleton prostheses. The latter consist of central supports, like bones, with
the addition of cosmetic coverings on the outside.

A Mechanical Prosthesis provides its user with slightly reduced mobility as limb
movement is controlled by nerve impulses. On the other hand, a prosthesis referred
to as Bionic offers much more control and is developed with the patient’s comfort
and convenience in mind. Gesture control allows for automated and straightforward
movement alterations, providing more degrees of freedom.

Here, it is crucial to emphasize that each patient will have their adaptation time
to the prosthesis. Marketed as state-of-the-art prostheses, bionic prostheses require
an extended period of adaptation and training to begin performing basic daily tasks.
This process remains a hurdle for the patient’s rehabilitation and satisfaction with the
product. The cost of an upper limb prosthesis can vary significantly depending on
various factors, such as the type of prosthesis, the materials used, and the complexity
of the prosthesis. According to a statement made by the American Orthotics and
Prosthetics Association, the average prosthetic costs between $1500 to $8000. This
expense is often paid out of pocket rather than covered by insurance. By contrast, a
3D printed prosthetic costs as little as $50. We agree that cost is not just about the
price; however, even with indirect costs, this type of product is important for the user.

1.3 Embodiment

Part of the state of the art focuses solely on the development of various myoelec-
tric and biomechanical control methods, limiting research to complex daily tasks
involving prostheticmanipulation, such as gripping and releasing [10]. This approach
does not consider the aesthetic and psychological dimensions in the interaction
between the user and the product. The use of a prosthesis is a key component
of the rehabilitation process for individuals with limb amputation. The literature
allows us to assert that the incorporation of the prosthesis facilitates an improve-
ment in the rehabilitation process. Whether the prosthesis is used for basic mobility
or for more demanding activities, it can offer profound psychological benefits and
improve quality of life. Several studies have shown a direct correlation between
prosthetic locomotor capabilities and increased levels of autonomy, self-esteem, and
improvement in social life.

According to Abraham Maslow [11], human needs follow a logical sequence,
where it is possible to identify those that emerge first in a person’s life. An amputation
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can provide an experience that prevents a human from ever feeling fulfilled because
they cannot satisfy their basic needs [12]. On the other hand, socializationwith others
is facilitated through hand movements, serving as a means of communication. Thus,
the loss of a limb requires adaptation on the part of the amputee, directly affecting
their daily actions as well as their professional and social life [13].

“Embodiment” is a term used to define the incorporation or personification, repre-
senting the effect of embodying, or integrating something into the body. It is employed
in various domains such as psychology, cognitive sciences, neuroscience, and, above
all, technology. This bodily experience is central when associated with the concept of
medical devices or technical aids in healthcare. The acceptance of a medical device
by a human is a consequence of physiological response and perception. The term
embodiment has become ubiquitous in research and is frequently used as a metric of
progress as well as a measure of user acceptance [14].

The embodiment framework is based on bodily representations, and the appropri-
ation model proposed byManos Tsakiris [15] introduces sensory feedback related to
the prosthesis, which is consecutively confronted in a three-step comparison process.
Figure 1 contextualizes and explores the relationship between the various stages.

The similarity between the prosthesis and the residual limb, feedback obtained
solely through visual observation, is explored in the initial phase. It is compared with
the persistent representation of how a biological limb should be in the body model,
the socially acceptable norm. Subsequently, the postural and anatomical feedback
from the prosthesis is compared with the current estimated body posture, stored in
the body schema. The last step is the sensory integration of the remaining feedback.
If there is consistency in the three comparison phases, the property emerges, which
is then used to update the body representation [14, 15]. The most common aids are
feedback sensors used at the fingertips, aiming to provide some depth to the user’s

Fig. 1 Neurocognitive schema of the emergence of ownership, adapted from [15]



Design of Wearable Prostheses: A New Approach 133

experience. When the user feels tactile feedback on the stump, the sense of body
extension will be greater.

This paper is organized in 4 sections.After Sects. 1 and2presents theMaterials and
Methods employed, Sect. 3 describes the Preliminary Results obtained and finally,
Sect. 4 draws the Final Remarks and points out further developments.

2 Materials and Methods

The methodology used in this work involves exploratory studies and action research,
considering our intention to analyze what is being developed and propose a new
approach to the use of prostheses. The aesthetic-formal function aims to assess how
the cosmetic covering, with this new configuration, can contribute to reducing the
existing stigma regarding medical devices. The symbolic function aims to explore
the possibility of personalizing the prosthesis, blending it with clothing to make it
more appealing and contribute to stigma reduction. The objectives were problem
resolution across various dimensions to ensure effectiveness, safety, and comfort of
the solutions. Tasks included technical aspects, such as acquiring amyoelectric signal
to operationalize the prosthesis through a wearable device. On a functional level, it
involved incorporating the prosthetic element printed with the textile element.

2.1 Digitalization

To begin, it was necessary to obtain the geometry of the amputee’s residual limb.
The equipment used for digitalization was an iPad, and the application used for
scanning the limb was Orten3DCam. It is a free scanning software widely used for
such applications, given its user-friendly interface and the ability to achieve accurate
results with a scanner precision of up to± 0.3 mm. To obtain a more detailed result,
the “Structure Sensor Pro Specs”was used, attached to the back of the iPad, to capture
the geometry (see Fig. 2.). To ensure a product with the most precise geometry, the
healthy arm was also digitized.

This process (Fig. 2) requires making corrections after obtaining the 3D mesh
since irregularities were present in its geometry. It was immediately evident that the
entire limb exhibited the highest number of irregularities in the hand area, requiring
the use of digital modeling tools to make the necessary corrections. Blender was the
software utilized to carry out the mesh corrections.
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Fig. 2 Process of digitizing the stump

2.2 Customization and Printing

For the study of fittings with the stump and the examination of geometry, the func-
tional requirement was considered. After defining the limits, the first fitting was
modeled and printed, allowing us to assess whether it fit correctly with the stump
(see Fig. 3). A 3mm spacing was provided between the fitting and the stump, as foam
is intended to be placed in this space to increase comfort. To adjust the fitting and
secure it to the stump, the “BOA Fit System” tightening system from the company
was chosen.

This version of the myoelectric upper limb prosthesis consists of four main
elements: the socket, the mechanism for the wrist, the hand, and the cosmetic
covering, which is secured bymagnets. In total, this device is composed of 39 compo-
nents printed in 3D. The mentioned components do not include the magnets, internal

Fig. 3 Fitting development process
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Fig. 4 Wrist mechanism and printed component assembly

components for the operation of a myoelectric device, the “BOA” tightening system,
or the foam for the socket. The final weight of the device, excluding electronic
components, remained below 500 g (see Fig. 4).

3 Preliminary Results

After analyzing the obtained data and the first version of an additively manufactured
prosthesis, it became possible to define the product requirements. Thesewere divided
into two groups: (i) functional requirements and (ii) user requirements. This division
allowed for a separation between the necessary requirements for the correct operation
of a myoelectric device and the requirements that add value to the product, ensuring
that it meets the needs and characteristics of the user.

The use of body-integrated devices is becoming increasingly common, promoting
an interaction between the body and devices that can result in a sustained experi-
ence, where technology becomes an extension of the body, cognition, and even the
self, recently conceptualized as the incorporation of wearable technology [16]. As
wearable technologies evoke deep connections and feelings in people, the process
has now transitioned to exploring the concept of wearable prosthetics.

While several studies have been conducted on receiving and using a physical pros-
thesis, it is unknown whether similar subjective experiences arise with technology
[17], a factor that should be observed in the interaction with end-users. We will now
leverage the inherent geometric freedom of this 3D printing approach (see Fig. 5)
and develop an interface between the prosthesis and clothing to maximize strength
and minimize the weight of the prosthetic arm. Transforming this set of components
into a wearable.

The compatibility between the prosthesis, clothing, and technology is crucial for
the progress of the project. The processes of modeling and printing the upper limb
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Fig. 5 Planning the textile component for introduction into the process

prosthesis are carefully analyzed, as well as the processes and potential solutions for
clothing that are most suitable for this project. The possibility of placing or finding
an alternative for myoelectric sensors is also explored. Once these dimensions are
thoroughly examined, the identification of all connection points and compatibility
issues is carried out.

4 Final Remarks

The initial experiments have yielded promising results. Considering that the devel-
opment of user-centric medical devices allows for better responsiveness to the final
consumer’s expectations and better satisfaction of their needs, both physical and
psychological. Considering the ongoing development and research to understand the
applicability of 3Dprinting in prosthetic creation, improvements in cost-effectiveness
have been observed with the use of this technology, along with the potential to design
more versatile products. Although the project is still in the validation phase, it proves
to be a promising field with a facilitating resource for the rehabilitation process.

In terms of future work, based on a functional prototype, usability tests will be
conducted to verify the effectiveness of the chosen options and simultaneously gather
information about possible improvements. The proof of concept will help ascertain
whether the results obtained with the use of the new prosthesis align with the require-
ments. Collaborating with the orthopedic center will enable us to understand the real
user’s perception of this new concept and discover new insights for final validation.
The goal is to achieve universality in products, creating accessible solutions for as
many people as possible.
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Workspace Analysis for Laparoscopic
Rectal Surgery: A Preliminary Study

Alexandra Thomieres, Dhruva Khanzode , Emilie Duchalais ,
Ranjan Jha , and Damien Chablat

Abstract The integration of medical imaging, computational analysis, and robotic
technology has brought about a significant transformation in minimally invasive sur-
gical procedures, particularly in the realm of laparoscopic rectal surgery (LRS). This
specialized surgical technique, aimed at addressing rectal cancer, requires an in-
depth comprehension of the spatial dynamics within the narrow space of the pelvis.
LeveragingMagnetic Resonance Imaging (MRI) scans as a foundational dataset, this
study incorporates them into Computer-Aided Design (CAD) software to generate
precise three-dimensional (3D) reconstructions of the patient’s anatomy. At the core
of this research is the analysis of the surgical workspace, a critical aspect in the opti-
mization of robotic interventions. Sophisticated computational algorithms process
MRI data within the CAD environment, meticulously calculating the dimensions
and contours of the pelvic internal regions. The outcome is a nuanced understanding
of both viable and restricted zones during LRS, taking into account factors such
as curvature, diameter variations, and potential obstacles. This paper delves deeply
into the complexities of workspace analysis for robotic LRS, illustrating the seam-

A. Thomieres · E. Duchalais
Centre Hospitalier Universitaire, 44000 Nantes, France
e-mail: alexandra.thomieres@chu-nantes.fr

E. Duchalais
e-mail: emilie.dassonneville@chu-nantes.fr

D. Khanzode · R. Jha
CSIR-Central Scientific Instruments Organisation, 160030 Chandigarh, India
e-mail: dhruva.csio20a@acsir.res.in

R. Jha
e-mail: ranjan.jha@csio.res.in

Academy of Scientific and Innovative Research (AcSIR), 201002 Ghaziabad, India

D. Khanzode · D. Chablat
UMR 6004, École Centrale Nantes, Nantes Université, CNRS, LS2N, 44000 Nantes, France

D. Chablat (B)
Research Center for Industrial Robots Simulation and Testing, Technical University
of Cluj-Napoca, 400114 Cluj-Napoca, Romania
e-mail: damien.chablat@cnrs.fr

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
D. Pisla et al. (eds.), Advances in Service and Industrial Robotics, Mechanisms
and Machine Science 157, https://doi.org/10.1007/978-3-031-59257-7_15

139

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-59257-7_15&domain=pdf
http://orcid.org/0000-0003-4207-1221
http://orcid.org/0000-0003-3654-2963
http://orcid.org/0000-0002-4741-0475
http://orcid.org/0000-0001-7847-6162
mailto:alexandra.thomieres@chu-nantes.fr
mailto:emilie.dassonneville@chu-nantes.fr
mailto:dhruva.csio20a@acsir.res.in
mailto:ranjan.jha@csio.res.in
mailto:damien.chablat@cnrs.fr
https://doi.org/10.1007/978-3-031-59257-7_15


140 A. Thomieres et al.

less collaboration between medical imaging, CAD software, and surgical robotics.
Through this interdisciplinary approach, the study aims to surpass traditional surgi-
cal methodologies, offering novel insights for a paradigm shift in optimizing robotic
interventions within the complex environment of the pelvis.

Keywords Laparoscopic rectal surgery ·Magnetic resonance imaging ·
Workspace analysis

1 Introduction

In the field of minimally invasive surgical procedures, the fusion of medical imaging,
computational analysis, and robotic technology has significantly advanced the preci-
sion and efficacy of the procedures. Despite the implementation of robotic assistance,
laparoscopic rectal surgery (LRS) remains one of the most difficult procedure due to
the narrowness of the workspace into the pelvis. Understanding the spatial dynamics
and complexity of the human pelvic workspace is important for optimizing the per-
formance of robotic systems used in these procedures. This requires a comprehensive
workspace analysis, where Magnetic Resonance Imaging (MRI) scans serve as the
foundational data source, providing detailed anatomical information.

The use of pelvic MRI before LRS has progressively become the gold standard
of analysis, surpassing other techniques like endorectal ultrasound and CT-scanning
[3, 6]. Over the past two decades, the consistent improvement in MRI quality has
positioned it as one of the most effective examination procedures for the anatomical
analysis of pelvic tissues. The integration ofMRI slices into Computer-AidedDesign
(CAD) software could stand as a pivotal step in understanding the complex geometry
of the pelvis. This integration allows for the creation of three-dimensional (3D)
reconstructions that faithfully replicate the patient’s anatomy. These reconstructions,
derived from high-resolution MRI scans, serve as the virtual models upon which the
subsequent workspace analysis could be carried out for robotic surgical equipment
and tools.

Theworkspace analysis, a critical feature of this study, involves differentiating the
feasible and restricted zones within the pelvis that can be crossed by robotic instru-
ments during a LRS. By employing advanced computational algorithms within the
CAD environment, the software processes the comprehensive MRI data to precisely
calculate the dimensions and contours of the pelvis area. This computational proce-
dure facilitates a better understanding of the workspace, considering factors such as
dimensions, curvature, diameter variations, and potential obstacles.

This paper describes the methodology of the fusion of medical imaging, CAD
modeling, and robotic apparatus utilising raw MRI data from the patients and using
it to generate a virtual 3D CAD model. The aim is to facilitate the analysis and
optimisation of available workspace for a robotic surgical tool during minimally
invasive laparoscopic surgery [7, 11].
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2 Medical Imaging

Medical imaging allows us for a clear visualization of the muscles of the pelvic floor,
blood vessels, and a distinct identification of the soft tissues surrounding the rectum
[5]. Numerous studies have investigated whether 2D pelvimetry could predict the
difficulty of total mesorectal excision in patients operated for rectal resection [14].
The narrowness of the pelvis can be estimated by several measurements obtained
from MRI imaging, including obstetric conjugate, pelvic depth, sacral curvature
angle, sacral depth, transverse diameter, interspinous distance, and intertuberous
distance. These measurements are associated with intraoperative difficulty, in terms
of operative duration or intraoperative blood loss [1, 2, 8, 9, 12].

Three-dimensional reconstruction could improve pelvic evaluation and facilitate
pelvimetry and is frequently performed in gynecology and urology, but it remains
uncommon in colorectal surgery [4, 10]. Virzi et al. explored the mapping of pelvic
tumors in children using 3D Slicer software [13]. It could provide improved vis-
ibility of the pelvic space by delineating the bony structure, soft tissues, and the
genitourinary system. Such visualization could enhance the understanding of chal-
lenges encountered during surgery and better estimate the area available to maneuver
surgical instruments.

3 Methodology

This retrospective study included patients with rectal cancer (within 15cm of the
anal verge) who had undergone preoperative MRI with the T2 sequence available on
our software and surgical resection by laparoscopy between 2020 and 2023. Patients
were informed that their data could be used for research.

Radiological study: For pelvic and rectal imaging, T2-weighted MRI images
were acquired in the Axial, Coronal, and Sagittal planes. The images were exported
using the CHU Nantes radiology software, CARESTREAM Vue PACS (version
12.1.6.1005, CARESTREAM Health, New York, USA). For pelvic volumetry,
DICOM data from selected patients were analyzed using open-source software, 3D
Slicer image computing platform (version 5.4.0). In the Axial section, the region
studied is delimited cranially by the promontory and caudally by the top of the anal
canal. The distal limit of stapling was located 1cm above the superior pole of the
internal sphincter.

The pelvic cavity was divided into six zones, as depicted in Fig. 1:

• The working area (green), is the most accessible, the stapler can run smoothly by
compressing the fatty mesorectal tissue.

• Bones (blue), are hard and incompressible in nature.
• Genito-urinary system (red): The bladder was considered empty due to the pres-
ence of a urinary catheter during surgery. In men, prostate and seminal vesicles
were included in this zone. In women, since the uterus can be fully mobilized
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Fig. 1 Marked MRI with differentiation of tissues in Axial, coronal, and Sagittal plane

anteriorely during surgery, we opted to neglect it and instead used the cervix to
delineate the upper part of the female genitourinary tract.

• Vasculo-fatty tissues (yellow) encompass the ureters, iliac vessels, pre-sacral fas-
cia, and certain nerves. This area exhibits low compressibility.

• Muscles and ligaments (purple) are hardly compressible.
• The rectum is represented in the color beige. In some MRI, rectal gel was used to
facilitate the intraluminal visualization of the tumor. To mitigate any bias associ-
ated with rectal filling, we intentionally reduced the size of the rectum to mimick
an empty rectum (no intraluminal space) as during surgery.

The tumour was not separately delimited but rather included within the rectum
area. Contours of the areas were manually traced on all available axial images only
for each patient. After axial delimitation, the contours were reviewed and adjusted
as needed in sagittal and coronal planes. Section thickness varied among patients,
ranging between 3 and 4.20mm based on MRI specifications. The overall data was
analyzed based on the patient’s gender and BMI of the particular patient.

Subsequently, a 3D reconstruction of the pelvic cavity based on the marked MRI
data was generated, as represented in Fig. 2, and the workspace area (green) was
isolated within the cluster of various marked zones, as depicted in Fig. 3. The data
was then exported in the CAD-compatible .stl format for analysis by the experienced
design engineers.
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Fig. 2 3D representation of pelvic cavity using MRI data showing all the six zones

Fig. 3 3D representation of pelvic MRI data highlighting solely the working area

4 Workspace Analysis

In this section, the .stl files generated in the previous step are put to work. In this
step, we use Computer-Aided Design (CAD) software, SOLIDWORKS (version
2023, Dassault systems, Paris, France) to carry out design analysis and workspace
evaluation.

In the virtual design domain, the .stl files are imported into SOLIDWORKS and
are converted into amodifiable .sldprt file format.Once the file is in .sldprt format,we
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Fig. 4 3D CAD models depicting the six distinct zones within the surgical site

can perform various design operations, feature alterations, and dimensional analysis
in a much effortless manner. In the previous step, when .stl files were generated
for each and every tissue type, like Bones, Ligament, Vascular Tissue etc. that each
file is to be imported and inspected carefully, for some isolated parts that needed to
be removed before analysis. The 3D digital models of each and every tissue type in
SOLIDWORKS are depicted in Fig. 4. Once all the parts are inspected and converted
successfully, all parts are to be combined to generate a mechanical assembly of the
system. After the assembly is successfully carried out, we need to compare it with
the 3D representation generated by the 3D Slicer software in the previous step.

After this step, we mainly focus on the “workspace” or the “working area” 3D
CADmodel as depicted in Fig. 5. The internal dimensional tools of SOLIDWORKS
software can be used to calculate the dimensional data such as centre of mass, overall
surface area, and total volume of the model body. This dimensional data, specifically
the volumetric data can be utilized to determine the workspace for the robotic tool
during minimally invasive surgical procedures. The dimensional and structural data
obtained provided uswith valuable insights into anatomical constraints and variations
in the workspace due to differences in patient types. In this study, we included both
male and female patients with diverse body shape. Our observations highlighted
that, from a workspace perspective, the total available workspace is greater in female
patients than in male patients, suggesting anatomical constraints that differ between
genders. Furthermore, we concluded that the actual site for maneuvering the robotic
surgical tool is constrained to the lower half of the total available free workspace, and
the shape of the functional workspace is similar to a concentric cylindrical structure.
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Fig. 5 Front, Left, Top, and Isometric views of 3D workspace from CAD software

5 Conclusions and Future Work

In summary, this article presents a methodology that involves utilizing rawMRI data
to construct a functional 3D CADmodel. This process includes precise tissue identi-
fication, marking, and data refinement to develop a CADmodel that can be analyzed
both dimensionally and volumetrically. Additionally, our preliminary findings indi-
cate a greater total workspace in female patients compared to male patients, although
other physiological parameters also probably contribute to workspace availability.
Looking ahead, our future plans will involve studying of the anatomical properties
of 40 patients representative of the epidemiological data for both female and male
groups in our hospital. Then, a more in-depth analysis of the CAD model will be
conducted to precisely determine the available workspace for robotic surgical tools
near the surgical site and allow the surgeon to anticipate the surgical strategy. This
analysis will contribute to the development of a robotic surgical tool specifically
designed to facilitate minimally invasive LRS.

Acknowledgements This research was supported by CSIR-Central Scientific Instruments Organi-
zation, Chandigarh, India, Centre Hospitalier Universitaire de Nantes, and Centrale Nantes, France.
This research is funded by the Indian Council of Medical Research, New Delhi, India under the
“Senior Research Fellowship” (File no.5/3/8/46/ITR-F/2022) and Centrale Nantes, Nantes, France
under Contrat doctoral privé (décret 2021–1233) awarded to Mr. Dhruva Rajesh Khanzode & by
AMI CHU /Centrale Nantes financing, awarded to Ms. Alexandra Thomieres. This research was
supported by the project New Smart and Adaptive Robotics Solutions for Personalized Minimally
Invasive Surgery in Cancer Treatment - ATHENA, funded by the European Union - NextGen-
erationEU and Romanian Government, under National Recovery and Resilience Plan for Roma-
nia, contract no. 760072 /23.05.2023, code CF 16/15.11.2022, through the Romanian Ministry of
Research, Innovation and Digitalization, within Component 9, investment I8.



146 A. Thomieres et al.

References

1. Akiyoshi, T., Kuroyanagi, H., Oya, M., Konishi, T., Fukuda, M., Fujimoto, Y., Ueno, M.,
Miyata, S., Yamaguchi, T.: Factors affecting the difficulty of laparoscopic total mesorectal
excision with double stapling technique anastomosis for low rectal cancer. Surgery 146(3),
483–489 (2009)

2. Atasoy, G., Arslan, N.C., Elibol, F.D., Sagol, O., Obuz, F., Sokmen, S.: Magnetic resonance-
based pelvimetry and tumor volumetry can predict surgical difficulty and oncologic outcome
in locally advanced mid-low rectal cancer. Surgery Today 48(12), 1040–1051 (2018)

3. Brown, G., Davies, S., Williams, G., Bourne, M., Newcombe, R., Radcliffe, A., Blethyn, J.,
Dallimore, N., Rees, B., Phillips, C., et al.: Effectiveness of preoperative staging in rectal
cancer: digital rectal examination, endoluminal ultrasound or magnetic resonance imaging.
British J. Cancer 91(1), 23–29 (2004)

4. Doumouchtsis, S.K., Nazarian, D.A., Gauthaman, N., Durnea, C.M., Munneke, G.: Three-
dimensional volume rendering of pelvic models and paraurethral masses based on MRI cross-
sectional images. Int. Urogynecology J. 28(10), 1579–1587 (2017)

5. Hong, J.S., Brown, K.G., Waller, J., Young, C.J., Solomon, M.J.: The role of MRI pelvimetry
in predicting technical difficulty and outcomes of open and minimally invasive total mesorectal
excision: a systematic review. Tech. Coloproctol 24(10), 991–1000 (2020)

6. Jhaveri,K.S., Sadaf,A.: Role ofmri for staging of rectal cancer. ExpertRev.AnticancerTherapy
9(4), 469–481 (2009)

7. Khanzode, D., Jha, R., Thomieres, A., Duchalais, E., Chablat, D.: Surgical staplers in laparo-
scopic colectomy: a new innovative flexible design perspective. Robotics 12(6), 156 (2023)

8. Killeen, T., Banerjee, S., Vijay,V., Al-Dabbagh, Z., Francis, D.,Warren, S.:Magnetic resonance
(MR) pelvimetry as a predictor of difficulty in laparoscopic operations for rectal cancer. Surg.
Endosc. 24(12), 2974–2979 (2010)

9. Kim, J.Y., Kim, Y.W., Kim, N.K., Hur, H., Lee, K., Min, B.S., Cho, H.J.: Pelvic anatomy as
a factor in laparoscopic rectal surgery: a prospective study. Surgical Laparoscopy, Endosc.
Percutaneous Tech. 21(5), 334–339 (2011)

10. Lenhard, M., Johnson, T., Weckbach, S., Nikolaou, K., Friese, K., Hasbargen, U.: Three-
dimensional pelvimetry by computed tomography. RadiologiaMedica 114(5), 827–834 (2009)

11. Pisla, D., Plitea, N., Gherman, B., Pisla, A., Vaida, C.: Kinematical analysis and design of a
new surgical parallel robot. In: Computational Kinematics: Proceedings of the 5th International
Workshop on Computational Kinematics, pp. 273–282. Springer (2009)

12. Teng, W., Liu, J., Chen, M., Zang, W., Wu, A.: BMI and pelvimetry help to predict the duration
of laparoscopic resection for low and middle rectal cancer. BMC Surgery 22(1), 1–7 (2022)

13. Virzì, A., Muller, C.O., Marret, J.B., Mille, E., Berteloot, L., Grévent, D., Boddaert, N., Gori,
P., Sarnacki, S., Bloch, I.: Comprehensive review of 3D segmentation software tools for MRI
usable for pelvic surgery planning. J. Digital Imaging 33(1), 99–110 (2020)

14. Zhang, Q., Wei, J., Chen, H.: Advances in pelvic imaging parameters predicting surgical dif-
ficulty in rectal cancer. World J. Surg. Oncol. 21(1), 1–9 (2023)



An Analysis of Virtual Reality
Applications in Rehabilitation
Engineering

Cosmin-Ilie Coția and Silviu-Dan Mândru

Abstract The application of science and technology formore efficientmedical reha-
bilitation processes has led to the inclusion of new fields such as Virtual Reality (VR)
and Augmented Reality (AR) among specific approaches of Rehabilitation Engi-
neering and Assistive Technology. The primary goal of this paper is to identify what
are the most common VR solution in rehabilitation engineering, and suggest direc-
tions for the future research. In terms of research methodology, this paper involved
identification of relevant publications through keyword searches and bibliometric
analysis. As results we identified the key medical domains where virtual reality
has a significant impact with measurable results. In this paper, the Virtual Reality
impact on research in the rehabilitation engineering field is emphasized and analyzed.
Representative examples of VR and AR systems are studied and future research and
development topics are identified.

Keywords Virtual reality · Augmented reality · Rehabilitation engineering · 3D
visualization · Body tracking

1 Introduction

Rehabilitation Engineering is an interdisciplinary component of Biomedical Engi-
neering dealing with the study of mechanical, electronic, electrical and computer
systems and their integration in the area of motor, sensorial and cognitive reha-
bilitation equipment [1–3]. Its role is to enable individuals with special needs to
be more independent, self-confident, and integrated into society. To the traditional
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rehabilitation products and systems (prostheses, orthoses, wheelchairs/mobility aids,
exercisers, aids for daily living, augmentative/alternative communication, rehabili-
tation robotics, aids for hearing and vision impaired), new opportunities given by
new fields such as Virtual Reality (VR) and Augmented Reality (AR) are added.

The definition of virtual reality has many forms. Still, the most representative
description refers to simulation in an environment generated by a computer system,
hardware, and software being composed of images and videos, so instead of looking
at a screen, the user can interact with a 3D world, [4]. Are many scientifically papers
that presenting concrete applications of VR in rehabilitation engineering [3, 5, 6],
from perspective of an original approach the analysis of these results is relatively
small.

Stroke is one of themain causes leading to disability, so people who suffer a stroke
are affected both at the cognitive and motor levels [5]. Neurorehabilitation following
a stroke is important for the recovery of motor activities, conventional rehabilitation
is occupational therapy that has the role of directing the patient toward participation
in activities that help them restore mobility [1, 7]. Virtual reality opens up new
opportunities in the recovery process, VR can increase neuroplasticity, which is the
brain’s ability to adapt to certain situations, experiences, and new environments, but
also to sudden changes or trauma [1]. The composition of this paper is structured as
it follows: Chapter Two, “Research Strategy” we make an examination of pertinent
papers that are required for our research. Subsequently, Chapter Three, “Analysis of
Virtual Reality Impact on Rehabilitation”, at the end we close with extracting the
final conclusion and establish the following directions for our research.

2 Research Strategy

In the process of data, the acquisition the keywords in English as “virtual reality”, and
“augmented reality” were associated with “rehabilitation engineering”, or “medical
recovery”, thus, approximately 7000 articles were collected from 1993 until this
research began, and only the most relevant research will be extracted from them.

Figure 1 shows the type of scientific papers and publications analyzed and the
number of publications per year, the main types of publications being articles,
reviews, books, editorials, corrections, or republicans.

To extract the most relevant articles we analyze the keywords of the title (Fig. 2).
It can be seen the pathology that is addressed and the average age of patients, which
is for all age categories from children to elderly people. Some pathologies that are
addressed are: stroke, limb rehabilitation, gait rehabilitation cerebral palsy, etc. [8].
To ensure that the results are as relevant as possible, close cooperation between the
research fields is needed [4, 7].
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Fig. 1 Distribution of papers based on the number of publications and trend evolution in years

Fig. 2 Analysis of pathology research in the context of virtual reality
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3 Analysis of Virtual Reality Impact on Rehabilitation

Virtual reality is defined as experiencing a virtual environment and is the easiest
achieved by introducing a participant in the entire peripheral vision in a virtual
environment through a head-mounted display (HMD).

The area where virtual reality is most present today is the video game industry
according to a study it was valued at $11.56 billion in 2019 with a 30% growth
forecast between 2020 and 2027, [1, 2, 7].

Table 1 gives an analysis of the main applications of virtual reality and augmented
reality in the context of rehabilitation approaches [5, 7, 9].

In the following, we will analyze several applications that use virtual and
augmented reality in rehabilitation processes.

The research presented in [10] aims to use the MIRA software platform to inves-
tigate the effectiveness of the immersive and non-immersive virtual environment in
neuromotor rehabilitation for people who have had a stroke, with a study duration
of 9 months on a total of 55 patients, [10]. The technology used is composed of
a 55-inch TV, a PC running Mira Rehab limited (software component specialized
in virtual recovery), and sensors from Microsoft Kinetic that allow the detection of
body movements, and movement of the wrists on the 3 axes. The Mira system is a
system for telerehabilitation, which helps to improve the effectiveness and interac-
tion between physiotherapists and patients in the recovery process, Microsoft Kinect
sensors are used to calibrate the patient’s position at the beginning of VR sessions,
and the application requires the presence of a physiotherapist to evaluate AROM

Table 1 Analysis of applied medical applications of virtual reality and augmented reality

Medical application Assessment criteria Virtual/Augmented
reality component

Keywords

Stroke Motor function Virtual reality and
augmented reality

Stroke, heart attack

Clinical psychology Impact of personal
change

Virtual reality VR, psychology

Mental illness Reducing depression,
anxiety

Virtual reality Depression, anxiety

Orthopedic
rehabilitation

Motor/muscle
rehabilitation

Virtual reality and
augmented reality

Orthopedic

Neuro-rehabilitation Recovery of motor
activities

Virtual Reality Neurological

Neuropathy Improvement of the
nervous system

Virtual Reality Plexopathy

Geriatrics and
gerontology

Everyday activities Improvement of the
nervous system

Neurology

Osteoporosis Skeletal system Virtual Reality Bones

Pediatric Playing motor Augmented Reality Mobility
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(Active Range of Motion) the selection of motion type and exercise for VR therapy
will be made, [10].

The application of virtual reality in the context of mental illness and depression
shows that VRET (Virtual reality Expo Therapy) can be effective in both direc-
tions both for reducing depression caused by phobias or fears and for investigating
the psychological processes and mechanisms associated with psychosis, [3]. Virtual
reality is an articular medium that contains sensory information, the scope in the
context of psychological or psychological recovery being a fairly broad one we will
remember only some of them such as PTSA, anxiety, phobias, schizophrenia,ADHD,
autism or pain management as an alternative to pharmacological treatments, [3].

The effectiveness of individuals performing certain exercises in the virtual envi-
ronment has been analyzed, so adaptability leads to improved motor functions, if the
virtual reality system is allowed to adapt to the needs of the individual; there are both
mental and physical stimulation, interactivity helps improve levels of involvement in
the execution of tasks, the feedback components and the purpose of pregnancy did
not produce significant motor performance results, [11].

The paper [5] examined the effects of video games in virtual reality and the
introduction of positive emotions over negative ones, as well as the assessment of
anxiety states of players. The study was conducted on 36 young people. Video games
are applied the fastest technology of virtual reality due to the experience of digital
information that video game developers possess. Positive emotions are those that
increase self-esteem and improve quality of life, which is the main reason people
buy digital video games, the difference between classic games and those in the virtual
environment is that the user’s involvement in virtual reality is much higher, the body
is the main interface between the virtual environment and the user.

Occupational therapy plays an important role in rehabilitation, the paper [6]
focuses on assessing the effectiveness of virtual reality in occupational therapy for
patients who have suffered a cardiovascular attack, so studies have been analyzed
that have examples of rehabilitation systems with virtual reality components. Princi-
ples have been extracted that have shown efficiency in motor recovery, these being:
Large-scale executions, the possibility of increasing the intensity of exercises, the
structure of the contents of exercises, specific exercises for patients according to the
need, the possibility of variation of exercises, much sensory stimulation, increased
level of difficulty, feedback both implicitly and explicitly, human representation in
the form of avatar in the virtual reality environment, so these principles integrated
into a system can have a significant impact on motor recovery in the upper arms.

Clinical psychology is often used to facilitate changes at the personal level when
individuals do not have this ability to change such as in critical illness situations. The
paper [12] is based on the impact of virtual reality and augmented reality components
in the external transformation of human experience focusing on personal efficiency,
meditating and generating a sense of fulfillment and emotional involvement. The ulti-
mate goal is to generate new experiences with the ability to transform and generate
knowledge that otherwisewould be inaccessible only if they lived a real-world experi-
ence. Throughout human experience, individuals go through several stages of change
(we change homes, schools, workplaces, sometimes even friends or life partners), and
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all of these changes affect us as individuals. but studies show that in some situations,
subjects cannot change even if they really want to.

In their research [3], the author makes a selection of the main current VR appli-
cations for improving the quality of life here we can list: immersing individuals in
a virtual reality environment with the help of HDM glasses and experimenting with
various games that involve walking attention but also memory; another application is
the navigation of a street in VR environment, but also music therapy with the help of
VR environment. The main results were the prevention of falls, elimination or reduc-
tion of anxiety, depression, improvement of daily activities, improvement of cognitive
functions such as memory. In all cases, individuals were completely immersed in the
VR environment so HDM glasses and auxiliary elements for tracking body move-
ments were used. The results are recorded in cognitive aspects such as memory or
psychological aspects, but also in the prevention of falls where the use of a virtual
environment immersed with the help of HDM glasses has a significant impact, VR
experiences prevent or eliminate fear of falling and increase individuals’ level of
confidence in real experiences [3].

4 Conclusions

Virtual reality has a broad range of applications when it comes to rehabilitation,
bringing together knowledge from different industries like Gaming, Rehabilitation
Engineering, and Health. Thus, complex systems can be created to solve and help
people to recover much faster and treat them with a more holistic approach.

The main advantages when it comes to virtual reality in the context of rehabil-
itation are instant feedback, the possibility to give patients a real context, simula-
tion activities in a safe environment, and an impact on multiple sides neurological
and motor. Also, a main advantage that is worth to be mentioned is Virtual Reality
will allow remote rehabilitation. Disadvantages of virtual reality in rehabilitation are
related to the complexity of the development and hardware limitations in some cases,
but also a very high percentage of people are affected by virtual reality (especially
the first time they use it, the effect is called “cybersickness” and affect roundabout
40% of users). We have seen a big interest in virtual reality also in the hardware
industry in the last 10 years we have a lot of innovation in this field, and this will be
for sure very beneficial for those who want to apply VR in rehabilitation.

The integration of Virtual Reality in rehabilitation practices offers innovative and
effective ways to improve patient recovery. Also, it‘s important to consider the cost
and hardware limitations when designing and implementing VR solutions in clinical
applications.

According to our research, we choose to start with virtual reality non-immersive
for the following milestone, the main goal is to investigate state-of-the-art hardware
and software solutions in rehabilitation engineering and start working on a functional
prototype that can be tested in the first phase with healthy people afterward we will
try to identify rehabilitation centers that can help us to test with real patients. Future
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research will focus on iterative development, and get deeper in applications using
virtual reality with a non-immersive approach for rehabilitation. We aim to architect
and develop an application dedicated to upper limb rehabilitation, for this our plan
is to make a non-immersive virtual reality framework that can be extended later on
and can be applied on different use cases for upper limb rehabilitation. The scope
is to create a user experience much different from traditional rehabilitation and fill
the gap between digital interaction and physical rehabilitation exercises. By doing
this we aim to change rehabilitation processes and making more engaging, intuitive,
and effective. This approach is not only to enhance the effectiveness of rehabilitation
exercises but also how patients will interact with their rehabilitation journey. The
main objective of future research is to develop, optimize, and integrate an real-time
arm motion tracking with correlation of virtual scenarios, also in the end we plan
to conduct clinical trials to evaluate the efficacy and overall user experience of our
application.
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Low-Cost Functional Infrared
Spectroscopy Based System
as a Brain-Computer Interface

Ana Cristina Feneșan , Alexandru Ianoși-Andreeva-Dimitrova ,
and Dan Silviu Mândru

Abstract Functional infrared spectroscopy is a non-invasive, non-ionizing imaging
method for measuring the functional hemodynamic response to brain activity. This
study aims to explore the method, proposing the development of a functional proto-
type to measure hemodynamic activity on the scalp. At first, we outlined the applica-
tion of functional infrared spectroscopy in scalp hemodynamicmonitoring. The state-
of-the-art section delves into the theoretical foundations of photoplethysmography,
its functioning, physiological aspects, and clinical importance. Also, it discusses the
current state of scalp hemodynamic monitoring systems, the principles of infrared
spectroscopy, advantages, limitations, and relevant literature examples. We aimed
to create an experimental demonstrator, from modeling to circuit design, assembly,
and testing. The conclusions present the need for a non-invasive neuronal interfacing
method, personal contributions, and potential future research directions.

Keywords Infrared spectroscopy · Hemodynamic · Non-Invasive ·
Photoplethysmography · Oxygen saturation

1 Introduction

Functional infrared spectroscopy is a non-invasive, non-ionizing imaging method
used to measure the functional hemodynamic response to brain activity. The funda-
mental principle of photoplethysmography technology involves the use of a limited
set of optoelectronic components, such as a light source illuminating the tissue and a
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photodetector measuring small variations in light intensity correlated with changes
in the volume of blood vessels based on arterial pulsation.

Arterial and venous blood, having different colors, absorb light differently, facili-
tating the determination of the amount of oxygen in the blood through photoplethys-
mography techniques. Infrared light possesses remarkable penetration capabilities,
reflecting the blood pulse from deeper tissue layers, making it a preferred choice in
various medical and monitoring applications.

By utilizing infrared light, physiological parameters such as blood pressure,
hepatic clearance, and blood sugar levels can be non-invasively and accurately
detected. Functional infrared spectroscopy thus becomes an accessible technique, not
entailing high costs and providing precise results, proving valuable in determining
cerebral hemodynamic activity.

This technique holds significant potential in diagnosing neuropsychiatric and
neurological disorders, offering the ability to monitor cerebral activity without
inducing physiological stress. Through this work, the proposal is to research, model,
and develop a functional demonstrator based on functional infrared spectroscopy
to monitor cerebral hemodynamic activity and provide real-time results related to
oxygen supply based on various activities.

In this paper we present the process in which a low-cost non-invasive near-
infrared spectroscopy system was created and preliminary explored if it could serve
as a Brain-Computer Interface instead of the traditional method that makes use of
electroencephalography.

2 State of the Art

The principle of photoplethysmography is based on measuring the amount of light
absorbed or reflected by the blood vessels in living tissue. Photoplethysmography
is most commonly utilized in clinical settings for pulse oximetry. This technique
relies on the use of a pulse oximeter, a device that measures the oxygen saturation in
the blood. This technology is becoming increasingly available, user-friendly, cost-
effective, and more easily integrated into the portable devices we commonly use.

Recentmarket advancements include the development of smartphones anddevices
such as watches or bracelets that collect pulse oximeter signals [1].

The photoplethysmography waveform is generated by the pulsatile changes in the
optical density of tissue, primarily induced by arterial pulsations, which are notably
robust and influential [2].

Photoplethysmography employs the arterial pressure wave to assess the patient’s
response to fluid levels in the body, enabling the computation of cardiac output
based on the volume of fluid within the circulatory system. The optical absorption
or reflection of light is contingent upon the quantity of oxygenated blood within the
optical path, particularly within the blood vessels, causing the photoplethysmogram
signal to predominantly capture variations in blood volume rather than the pressure
within the blood vessels.



Low-Cost Functional Infrared Spectroscopy Based System … 157

Consequently, photoplethysmography detects changes in blood volume through
photoelectric techniques, whether they be transmissive or reflective. It generates a
signal by recording the blood volume within the sensor’s coverage area [3].

As oxygenated and deoxygenated hemoglobin exhibit different light absorption
characteristics, the level of tissue oxygenation can be assessed by illuminating the
tissue and measuring the quantity of unabsorbed light that emerges. The infrared
light used in functional spectroscopy, chosen for its ability to penetrate tissue more
deeply, is instrumental in measuring cerebral oxygenation [4].

The most cost-effective spectroscopy technique for tracking hemodynamic
activity on the scalp is infrared spectroscopy, offering an optimal balance between
quality and price. Inexpensive LED sources have limited light penetration into tissue
and are employed at shorter distances from the source to the detector (20–35 mm).
Conversely, pricier laser-based sources offer greater tissue penetration, enabling
imaging at deeper brain levels with larger separations between the detector and
source. However, they come with considerably higher costs compared to infrared
sources [5].

A significant constraint of functional infrared spectroscopy lies in its limited
spatial resolution, both in depth and area of interest. A related method is diffuse
optical tomography, which rely on augmenting the density of infrared light sources
on the scalp and using more photosensitive detectors to improve sensitivity to over-
lapping signals. Subsequently, tomographic algorithms facilitate the reconstruction
of 3D images depicting brain activation [6].

Prominent instances in the literature showcasing functional infrared spec-
troscopy recordings substantiate themethod’s capability to discern localized cerebral
hemodynamic activity associated with events across various stimulation protocols
[7].

3 Materials and Methods

In the development of a prototype device aimed at monitoring cerebral hemodynamic
activity, several components were used, including LEDs, phototransistors, electrical
conductors, an Arduino board, and a swimming cap for their integration. Firstly, the
TCRT5000 Optical Sensor assemblies, featuring an infrared emitter and a phototran-
sistor in close proximity were used to capture the pulsatile oxygenated blood flow at
the scalp.

The TCRT5000 assemblies were positioned within a custom-designed plastic
holder, modeled inside the Catia v5 CAD program, and subsequently 3D printed
with a biodegradable plastic material using the Original Prusa Mk3 i3 printer. This
design process ensured precise placement at the required distances for the sensor
components.

For the physical integration onto the user, the plastic holders were fixed to a swim
cap, chosen for its economic efficiency and its fabric’s elastic properties, providing
a comfortable and secure fit. The incorporation of these plastic components into the
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textile material of the swim cap was achieved by sewing them in place, reinforcing
the structural integrity of the entire assembly.

With the sensors and LED securely in place on the plastic holders, the next phase
involved the assembly of the electrical circuit. In this stage in the demonstrator’s
development the different components were soldered in place, without a dedicated
printed circuit board, as the aim at this point was to have an operational device
capable of monitoring cerebral hemodynamic activity for testing.

Subsequently, a Biomedical Measuring Unit KL7001 was utilized in conjunction
with the PhotoplethysmogramMeasuringUnit KL75006 to amplify the signal, which
was then read using an oscilloscope. The signal captured originated from capillaries
on the scalp, which was the expected result given the small distance between the IR
source and receptor; next, an assembly was devised where the LED and transistor are
positioned at a greater distance from each other, allowing infrared light to penetrate
deeper through the skull. To this end, a support structure was designed that ensures
both a 35 mm distance from the IR source to the IR receptor, as well as the ability
to conform for the curved surface of the head (Fig. 1). Following the fabrication of
the support structure, the electrical circuit was completed. This consists of an 5 V
800 mA supply, a 33 � resistor to limit the current through the 4 lR LEDs, 4470
� pull-up resistors and 4 IR sensitive transistors. Each collector was connected to
an ADC pin of an Arduino Leonardo board, which features a 10-bit precision. The
radiant intensity of each IR LED is 21 mW/sr, concentrating 63% of it in a 2.1 mm
diameter; the peak wavelength is at 940 nm, at which the molar extinction coefficient
of oxygenated hemoglobin is 1300, respectively 700 M−1 cm−1 for deoxygenated
hemoglobin. The sensing part consists of 4 silicon NPN transistor BPV11F; these
have a 450 gain, 15° angle of half sensitivity and a collector light current of 9 mA
at an illumination power of 1 mV/cm2. Peak sensitivity is at 930 nm, with a spectral
range between 900 and 980 nm. It features a very fast response time, it’s 110 kHz
cutoff frequency being more than enough to monitor hemodynamic changes.

4 Results

After the physical completion of the demonstrator, the testing phase commenced.
Figure 1 illustrates the placement of the optode on the scalp, within the precentral
gyrus area: The IR LEDs illuminates the C4 position, and the backscattered elliptical
optical path closes at C2, C6, FC4 and CP4 positions (the nomenclature used is the
same as the one used for 10–10 EEG electrode positioning system). This particular
region was chosen to evaluate the demonstrator’s ability to capture limb movement.

AnArduino Leonardo board was used as a capture device; each ADC channel was
sampled at 200 Hz and the DC bias given by the tissue reflectivity was subtracted
from the raw signal. To obtain an initial set of data, in older to highlight themovement
of the left hand, the subject was instructed to remain seated, the demonstrator was
placed at the designated area, and subsequently, the subject initiated movement of
the upper limb, yielding the results as depicted in Fig. 2: the green areas represents
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Fig. 1 The 3D modeling of the support, the electrical scheme, and the positioning of the optode
on the scalp

changes in tissue opacity correlated with movement of the upper limb, whereas the
red regions are uncorrelated (possibly electrical artifacts). The changes in tissue
opacity are due to the increased level of metabolic activity of the neurons involved
in the control of the hand movement; this increased level generates a lot more CO2,
which is captured and transported by the hemoglobin, which in turn absorbs more
of the incident IR radiation.

Fig. 2 The signal recorded during the movement of the left hand
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Only 3 channels are shown because due to some build errors, the 4th was unusable.
These signals reflect the brain hemodynamic activity between C4-CP4, C4-C2 and
C4-FC4, which, due to its proximity to the motor cortex, is associated with upper
limb movement at these particular positions.

Because the electrical artefacts, highlightedwith red, exhibit a very sudden change
in voltage with respect to time, they can be detected by computing the first and
second order derivatives. The acquired signal is in discrete time domain, therefore,
these derivatives are approximated using the central difference formula, as shown in
Eqs. (1) and (2), for the first derivative:

f′(xi) ≈ f(xi+1) − f(xi−1)

2h
(1)

and for the second derivative:

f′′(xi) ≈ f(xi+1) − 2f(xi) + f(xi−1)

h2
(2)

where f ′(xi ), f ′′(xi ) are the estimated first, respectively second derivative, f (xi+1),
f (xi ), f (xi−1) are the values of the function at neighboring points and h is the
constant sampling interval, equal to 0.005 s.

Despite of the small amount of noise in the acquired signal, numerically approx-
imating the first and second derivatives in this manner greatly amplify it, therefore,
before computing the first derivative, the signal was filtered with a moving average
window of 5 samples, respectively before computing the second derivative, the signal
was filtered with a moving average window of 17 samples. Figure 3 illustrates the
result of this process for the signal acquired at the C4-CP4 location, for the same
interval as the one used to picture the signals in Fig. 2. It can be observed that the elec-
trical artifacts canbe easily identified,meanwhile the natural changes in tissue opacity
due to the limbmovement become almost invisible. Accordingly, by comparing both
the original signal and the derivative of it, a classifier can be constructed for a reliable
detection of upper limb movement.

Fig. 3 Approximation of first (top) and second (bottom) derivatives of the signal at C4-CP4
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5 Conclusions

This paper presented the modeling and construction process with minimal resources
of a low-cost non-invasive demonstrator that shows the potential of being used as
a Brain-Computer Interface, along with the testing phase that yielded preliminary
results illustrated by the recorded data during upper limb movement.

Future research is needed to further assess the viability of a low-cost near-infrared
spectrograph as aBrain-Computer Interface; another research avenue is incorporating
multiple optodes with additional LEDs and receptors positioned at varying distances
to record a more intricate dataset from different regions of the brain, as well as
experimenting with different frequencies from the tissue transparency window.

Gathering detailed information about hemodynamic activity at the cranial level
has important meaning for monitoring the released oxygen supply and assessing the
adequacy of cerebral perfusion correlated with the brain functions.
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Phenomenological Modelling
of the Nonlinear Flexion–Extension
Movement of Human Lower Limb Joints

Marius Georgescu , Daniela Tarniță , Cosmin Berceanu ,
Ionuț Geonea , and Danut-N. Tarniță

Abstract In this paper we obtain a mathematical model for the flexion–extension
(flex-ext) motion of the human lower limb joints in the sagittal plane. This model is
composed of a systemof differential equations based on quadratic polinoms, obtained
from the experimental data collected during walking. Numerical integrations of the
mathematical model and the construction of the state space by utilizing numerical
solutions and the comparison with the state space obtained from experimental data
are obtained. The trajectories of the solution of the phenomenological model are
very close to the result of the measurements of the flex-ext angles of the Subject’s
joints before the pre-processing stage, but they are narrower, more similar with those
obtained after pre-processing.

Keywords Phenomenological modelling · Lower limb joints ·
Flexion–extension · Electrogoniometers · Nonlinear movement

1 Introduction

Phenomenological models rely on data. These models are an intermediary valuable
instrument, which connects the empirical observations with the theory describing,
by the aid of mathematics, the observed behaviour, without necessarily offering an
explanation for the mechanisms which constitute the foundation of such behaviour
[1]. By utilizing one or more time series of certain variables of a dynamic system,
through phenomenological modeling, one can obtain equations which describe the
dynamics, enabling us to extrapolate beyond the atractor from which they were
measured [2]. In the context of nonlinear analysis of time series, the phenomenolog-
ical models are systems of differential equations of first order, usually expressed as
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polynomial expansions of some interdependent variables of the analyzed system [2–
4]. The purpose of this paper is to obtain amathematicalmodel for the flex-extmotion
of the human lower limbs joints in the sagittal plane. This model is composed of a
system of differential equations based on polinoms, that govern a dynamic biome-
chanical system, only from data measurements collected during walking, balancing
the complexity of the model with its descriptive character. Numerical integrations
of this mathematical model, the construction of the state space by utilizing numer-
ical solutions and the comparison with the state space obtained from experimental
data is another goal. For critical data-driven problems, such as predicting and eradi-
cating the spread of diseases, data-driven dynamics discovery will continue to play
an important role in these efforts.

2 Experimental Protocol

A number of 7 experimental trials of walking with normal speed (5 km/h) was
performed during 30 s/each by a healthy subject, male, age 35, height 1.78 m, weight
72 kg. The experimental data, obtained as time series of the lower limb joint angles,
was collected using the Biometrics data acquisition system, at a frequency of 500 Hz,
often used in biomechanical and clinical research [5–10]. Six wearable twin-axes
electrogoniometers were used for hip, knee and ankle human joints of both lower
limbs. Each twin-axes electrogoniometer has 2 outputs that simultaneously collect
a movement in one of two perpendicular planes: sagittal plane and, respectively,
the frontal plane. The DataLOG acquisition unit allows the data collection from 8
sensors simultaneously. 3 units can be used simultaneously, i.e. up to 24 series of
synchronized biomechanical data can be acquired. In Fig. 1 the schema block of
the acquisition process, the sensors mounted on a subject, the DataLOG and the
electrogoniometers are shown, while in Fig. 2 the variation of the right human joints
angles during the experimental test are shown.

Fig. 1 a Biometrics data acquisition block schema; bmounted sensors on the subject; c DataLOG
unit; d twin-axes electrogoniometers
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Fig. 2 Consecutive cycles of the flex-ext movements and rotation movement (in frontal plane) of
the right lower limb joints during experimental test (5 km/h), function of time (s)

3 Method

The procedure is based on the analysis of time series of experimental measurements
of a variable of the dynamic system.We consider that we have a time series composed
of the following measurements:

s1, s2, s3, . . . , sn (1)

In a state space reconstructed in m dimensions, with a time lag d, a point at time
t is represented by a vector xt with the following components:

xt = (
st , st+d , st+2d , . . . , st+(m−1)d

)
, t = 1, . . . , n (2)

The state space reconstruction theories [11, 12], ensure that the geometrical object
defined by the vector xt is „equivalent” with the trajectory defined by the variables
which characterize the dynamic system in the original state space. The embedding
dimension d must be large enough so that the reconstructed orbit does not overlap
with itself. When this happens, d is called the proper embedding dimension. In order
to reconstruct the state space one could use the “Time delay method” proposed by
Takens [11]. According to this method, is necessary to previously choose the right
parameters for the reconstruction like: time delay and embedded dimension. The
calculation of time delay is done by selecting the first minimal value of the function
AMI (averagemutual information), as proposed in [13]. An example ofAMI function
for the knee flex-ext is shown in Fig. 3. One of the most frequent methods used for
the embedded dimension calculation was first proposed by Kennel [14], and is called
FNN (False-Nearest Neighbors), often used [6, 10, 15]. According to this method,
one could adopt the value for which the false neighbors proportion decreases under
10% (Fig. 4).

By utilizing the two parameters we are able to reconstruct the state space by using
the Time DelayMethod. Starting from the time series obtained for the flex-ext angles
of the right knee joint of the human subject 1, shown in Fig. 2, we present in Fig. 5
the the reconstructed state space.
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Fig. 3 The AMI function obtained for the knee flex-ext motion during normal walking

Fig. 4 The graph showing the FNN’ percent for the knee joint. Using FNN we adopt m = 4

Fig. 5 The first three
dimensions of the
reconstructed state space
starting from the time series
of the right knee joint angle,
flex-ext motion, normal
walking
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One important step in the nonlinear analysis of time series is the reconstruction
of the system dynamics in the real world by using one single cronolological series
of measurements of a system variable. We aim to identify which component of the
observed dynamics has a deterministic nonlinear behavior or should be explained by
a linear behavior affected by noise. One signal pre-processing technique is Singular
Spectrum Analysis (SSA) [16, 17]. The analysis of the unic spectrum, SSA, will
transform the data from the time series into structured variations (signal), including
someoscilatory components and residual variations (noise). In oder to pre-process the
time series, we employed the RSSA package [16, 17] available for the programming
language R. After the pre-processing stage we obtained graphs with the original
series, isoleted signal, and residual noise. Thereby, in Fig. 6, we show the graph for
the human right knee during normal walking, for themotion in the sagittal plane [18].
In this graph, with black color is shown the original time series, with green color
the isolated signal, and with red the residual noise. The horizontal axis shows the
number of data points, while the vertical axis the knee angular amplitude, in degrees.

One example of a sistem of equations for three variables: x, y and z, composed of
three differential equations of the first order, expressed in the form of polynomials,
is presented in Eq. (3).

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

dx

dt
= ẋ = α1 + α2z + α3y + α4yz + α5x + α6xz + α7xy + α8xyz

y

dt
= ẏ = β1 + β2z + β3y + β4yz + β5x + β6xz + β7xy + β8xyz

dz

dt
= ż = γ1 + γ2z + γ3y + γ4yz + γ5x + γ6xz + γ7xy + γ8xyz

(3)

where x(t), y(t), z(t) are isolated signals of the time series corresponding to the three
variables, and αi , βi , γi , (i = 1, 2, 3, 4, 5, 6, 7, 8) are unknown fixed coefficients.

Starting from one or more time series of certain variables, one could obtain a
phenomenological model based on the following algorithm [18]:

Fig. 6 The isolated signal (green), and removed residual noise (red) obtained for the time series
corresponding to right knee joint during flex-ext, normal walking, Trial 2
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1. The time derivatives are approximated by numerical derivation of x(t), y(t), z(t)
time series;

2. Depending of the number of time series (variables) and a selected order, we
calculate polynomial expansions using time series data;

3. For each polynomial expansion we estimate the unknown coefficients of the
monomial terms (αi , βi and γi , ) using linear regression techniques, where
the dependent variable is the numerical derivative of the time series, and the
independent variables are the time series;

4. We check the accuracy of the first order differential equations by predicting the
numerical derivatives approximated using finite differentiation;

5. We find (by numerical integration) the solution of the first order differential
equations.

3.1 The Time Derivatives Approximation

The numerical derivation of the time series is done by approximating the derivatives
with fourth order centered differences [19]:

ẋt = 8(xt+1 − xt−1) − (xt+2 − xt−2)

12δ
+ ϑ

(
δ4

)
(4)

where δ is the integration step, and ϑ
(
δ4

)
is the truncation error.

3.2 The Polynomial Expansion

A regular polynomial function with multiple variables [20, 21] is given by:

F(x1, x2, . . . , xm) =
NP∑

n=1

Anx
α1
1 xα2

2 . . . xαm
m (5)

where An are unknown fixed coefficients, and NP the number of expansion monoms
given by Np = (

Mp
)m
, in which m is the number of variables from the expansion,

while Mp is the individual terms power interval [22]. The powers of the monomial
terms from Eq. (3) are to be calculated using Eqs. (6) or (7):

αm = I nt
{
(n − 1) − α1M

m−1
P − α2M

m−2
P − . . . − αm−1Mp

}
(6)

αm =
⌊

(n − 1) −
m−1∑

i=1

αi M
m−i
P

⌋

(7)



Phenomenological Modelling of the Nonlinear Flexion–Extension … 169

Table 1 The monomial
terms populated with
experimental data of human
motion [18]

Monom series 1 2 3

z 3.309927 3.412728 3.423657

z2 10.95562 11.64671 11.72143

z3 36.26229 39.74706 40.13015

y 2.797644 3.345265 3.837491

yz 9.259997 11.41648 13.13825

yz2 30.64992 38.96134 44.98087

y2 7.826812 11.1908 14.72634

y2z 25.90618 38.19115 50.41793

x 0.179875 0.390724 0.693182

xz 0.595373 1.333435 2.373217

xy 0.503226 1.307075 2.66008

xyz 1.665642 4.460693 9.1072

x2 0.032355 0.152665 0.480501

x2z 0.107093 0.521005 1.645072

For example, in order to create a phenomenological model starting from the time
series of the experimental data obtained for the right joints (hip, knee, and ankle)
movements, in the sagittal plane, we will adopt m = 3 and Mp = 4 for numerical
stability. Thus, we will obtain a system of three polynomial equations with 43 = 64
monoms each. For each of the generated monoms, the monomial terms powers were
calculated using Eq. (7). Afterwards, the resulted monoms have been populated with
data from the time series corresponding to the hip, knee and akle of the human
subject. In order to express the monomial terms we have used the Rmpoly package
[20]. The resulted monoms for the first three values are depicted in Table 1. The
values are not published in previous papers, they being extracted from the reference
[18], the PhD thesis elaborated by the first author.

3.3 The Estimation of the Coefficients

The coefficients estimation is possible by applying linear regression methods, taking
as dependent variable the numerical derivative of the time series, and as independent
variables, the time series of the variables. By applying a method of linear regression
which minimizes the value of MSE function (Mean Squared Error), given by Eq. (8).

MSE(p, p̂) =
n∑

i=1

( p̂ − p)2 (8)
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where p is the numerical derivative of the time series, and p̂ is the result of the
polynomial expansion, is not enough.

In order to obtain models which balance precision and complexity, and can be
used to extrapolate the dynamics beyond the measured sample, one could employ
regression techniques like the Ridge Regression which reduces the variability of the
coefficients by decreasing these, adding to the cost function a penalty (the L2 norm of
the coefficients) [23, 24]. In Eq. (9), the α parameter controls how small the weights
W will be.

costRI DGE (p, p̂) =
n∑

i=1

( p̂ − p)2 + α‖W‖2 (9)

Alternaltively, the LASSO Regression (Least Absolute Shrinkage and Selec-
tion Operator) [25–27], adds the L1 norm to the cost function, creating a scattered
representation of the weights. The LASSO coefficients are estimated by Eq. (10):

β̂(lasso) = argmin
β

∥∥∥
∥∥∥
y −

p∑

j=1

x jβ
2
j

∥∥∥
∥∥∥

+ λ

p∑

j=1

∣
∣β j

∣
∣ (10)

The second term of Eq. (8) is known as �1 constraint. The “adaptive.weights”
routine from the R MESS [28] package outputs the weights as:

1
∣∣β̂

∣∣nu (11)

In order to calculate the coefficients using LASSO regression we employed R
glmnet package [29] which uses Eq. (12):

min
β0β

1

N

N∑

i=1

wi l
(
yi , β0 + βT xi

) + λ

[
(1 − α)β2

2

2
+ αβ1

]
(12)

The tuning parameter λ determines in which measure the coefficients calculated
with the �1 constraint relate to the coefficients estimated by a simple linear regression.
The routine R cv.glmnet, from the R glmnet [29] package, uses cross-validation to
select the value of λ that provides the best fit to the data based on the mean squared
deviations (MSE) between the finite differences calculated from the data and those
predicted by the equation of regression, with estimated coefficients, where n is the
sample size. In Fig. 7 we show the cross-validation curves for dx and dy (the curve
for dz is similar), along with the upper and lower standard deviation values for each
λ. The vertical dotted lines indicate the value of λ that gives the minimum cross-
validated MSE and the value of λ that gives the most regularized model such that the
cross-validated MSE is within one standard error of the minimum MSE. The model
obtained for the sagittal plane movement of the Subject’s right leg joints (knee, hip
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Fig. 7 The cross validation curve a dx; b dy

and ankle), in the normal walking test, is composed of only a part of the 64 possible
terms.

F(x, y, z) = A1x
0y0z1 + A2x

0y0z2 + A3x
0y0z3 + A4x

0y1z0

+ A5x
0y1z1 + A6x

0y1z2 + A8x
0y2z0 + A9x

0y2z1 + A16x
1y0z0

+ A17x
1y0z1 + A20x

1y1z0 + A21x
1y1z1 + A32x

2y0z0 + A33x
2y0z1

(13)

3.4 The Numerical Solution of the Phenomenological Model
Extracted from Three Observed Variables

From Eq. (11) we obtain the system of equations for the derivatives of the flex-ext
angles of the subject’s knee (dx), hip (dy) and ankle (dz) in the normal walking test
(Eq. (12)). The solutions of the differential equations were determined with the ode
routine from the R package, deSolve [30], based on the lsodes integration method
[30]. The initial conditions are: the model, the estimated coefficients, the integration
step delta = 0.01, and the first values of theseries.

dx

dt
= ẋ = 14.77 − 8.48z − 1.02z2 + 0.02z3 + 13.63y + 1.07yz

− 0.09yz2 + 4.86x − 0.95xz + 0.37xy − 0.04xyz

+ 0.02x2 + 0.01x2z

dy

dt
= ẏ = 75.79 + 2.47z − 3.42y − 8.41x − 0.02x + 0.09x2
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Fig. 8 The state space of the experimental (original) flex-ext angles (black); the isolated signal
after pre-processing (red); the solution of the phenomenological model (blue)

dz

dt
= ż = 38.62 − 2.45z − 0.33z2 − 6.01y + 0.11 + 0.04yz2 − 0.78y2

− 0.01y2z − 6.7x − 0.44xz − 0.69xy − 0.09x2 (14)

Figure 8 shows the state space built with the time series related to the experimental
flex-ext angles of the Subject’s joints (red), the signals isolated after pre-processing
(blue) and the solution of the phenomenological model (black). It can be seen that the
trajectories of the state space constructed from the isolated signals are more stable
compared to those of the state space constructed from the measured time series. At
the same time, the trajectories of the solution of the phenomenological model are
very close to the result of the measurements of the flex-ext angles of the Subject’s
joints before and after the pre-processing stage, the allures of the curves are similar,
but they are narrower, more similar with those obtained after pre-processing.

4 Conclusions

The paper presents the experimental measurements of the flex-ext angles of the
human lower limb joints as well as the numerical integrations of the mathematical
model and the construction of the state space by utilizing numerical solutions. Then
a comparison of the state space obtained by solving the phenomenological model
with the state space obtained from experimental data are obtained. The trajectories
of the solution of the phenomenological model are very close to the result of the
measurements of the flex-ext angles of the Subject’s joints before the pre-processing
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stage, but they are narrower, similar with those obtained after pre-processing. Future
developments will focus on conducting experimental tests and phenomenological
modelling for different other experimental tests and for a greater number of subjects.
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Continuous-Time Robust Control
for Cancer Treatment Robots

Vlad Mihaly, Iosif Birlescu, Mircea Şuşcă, Damien Chablat, and Petru Dobra

Abstract The control system in surgical robots must ensure patient safety and real
time control. As such, all the uncertainties which could appear should be considered
into an extended model of the plant. After such an uncertain plant is formed, an
adequate controller which ensures a minimum set of performances for each situa-
tion should be computed. As such, the continuous-time robust control paradigm is
suitable for such scenarios. However, the problem is generally solved only for linear
and time invariant plants. The main focus of the current paper is to include m-link
serial surgical robots into Robust Control Framework by considering all nonlineari-
ties as uncertainties. Moreover, the paper studies an incipient problem of numerical
implementation of such control structures.

Keywords Robust control · Nonlinear systems · Cancer treatment robots

1 Introduction

Robotic-assisted cancer treatment was introduced in the 20th century, showing dis-
tinct advantages over classical interventions (whether we refer to surgical or per-
cutaneous interventions), such as better accuracy, better ergonomics, and safety
[1–4]. The cancer treatment robotics field is still in continuous development, with
more state-of-the-art and emerging technologies being implemented into the surgical
robotic systems such as Artificial Intelligence (AI), advanced vision, smart safety
features and control modules [1]. One trend in the emerging cancer treatment robotic
systems is to provide better surgical outcomes through personalized instrumentation
and intervention [2].
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Continuous-time robust control synthesis has found extensive applications in vari-
ous practical scenarios due to its high flexibility, and should be suitable for implemen-
tation in cancer treatment robotic systems. This approach offers a versatile framework
for extending nominal models described by transfer matrix or state-space represen-
tations with model uncertainties and performance specifications through open-loop
[5] and closed-loop shaping [6]. To design unstructured regulators, two approaches
are the most common: algebraic Riccati equations [7] and linear matrix inequalities
[8]. However, these controllers have the same order as the plant, leading to imple-
mentation issues. To design fixed-structure controllers, a nonsmooth optimization
method has been presented in [9]. Commonly used performance metrics are the H2

and H∞ norms, employed to quantify system performance, both in continuous and
discrete cases [10]. TheH2/H∞ norms have been further extended by incorporating
the structured singular value (SSV), which efficiently captures uncertainty in plant
dynamics [11].

This framework has been used in [12] as an extra layer to guarantee the robustness
of a nonlinear systems with polytopic approximation. The m-link serial robots stud-
ied in this paper have polytopic approximation. The main contribution of the current
paper consists in removing the inner layer of the control structure proposed in [12],
to simplify the design. The matrices from the polytopic approximation will be con-
sidered as uncertainties against a nominal plant obtained at the equilibrium point.
As such, the contributions of the paper are: (1) obtaining a polytopic differential
inclusion representation of an m-link serial robot; (2) representing an m-link serial
robot (as a generic robot for cancer treatment) using polytopic differential inclu-
sions; (3) including the nonlinearities into additive uncertainties against a linearized
model around a given equilibrium point; (4) applying the generalized Robust Control
Framework on the given problem; (5) illustrating the proposed control structure on
a 2R serial robot (illustrating the possibility of integration in surgical robots).

The rest of the paper is organized as follows: Sect. 2 presents the problem to be
solved, along with the available solutions and how to adapt them for our problem;
in Sect. 3 the case of 2R serial robot is presented into an end-to-end manner, while
Sect. 4 presents conclusions and further research directions.

Notations: Co(S) is the convex hull of the set S. The sets of symmetric and
positive-(semi)definite matrices of order m are S

≥0
m and S

+
m . The variable s is the

complex frequency used in the Laplace Transform.

2 Problem Formulation

Consider a general m-link serial robot (that manipulates a surgical instrument for
cancer treatment) as in Fig. 1 described by the following dynamic model:

M(q)q̈ + C(q, q̇)q̇ + Dq̇ + g(q) = u, (1)
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Fig. 1 General m-link
cancer treatment serial robot

where q ∈ Dq ⊂ R
m is the vector of generalized coordinates representing joint posi-

tions, u ∈ R
m is the control input vector, while M(q) is the inertia matrix, C(q, q̇)q̇

encompasses the centrifugal and Coriolis forces, Dq̇ is the viscous damping term,
and g(q) is the gravity term. The gravity term is given by:

g(q) =
(

∂P(q)

∂q

)�
, (2)

where P(q) is the total potential energy of the links due to gravity.

Assumption 1 For each q ∈ Dq we assume that the following conditions are satis-
fied: M(q) ∈ S

+
m , Ṁ − 2C is skew-symmetric, and D ∈ S

≥0
m .

The state vector x ∈ Dx ⊂ R
nx contains the generalized coordinates x1 = q and

velocities x2 = q̇, so nx = 2 · m. The state-space model is given by:

{
ẋ1 = x2;
ẋ2 = −M−1(x1) (C(x1, x2) + D) x2 − M−1(x1)g(x1) + M−1(x1)u,

(3)

which could be viewed as an input-affine nonlinear system [13]:

(�) : ẋ = f0(x) +
m∑
i=1

fi (x)ui ≡ f (x, u), (4)

where:

f0(x) =
(

x2
−M−1(x1) (C(x1, x2) + D) x2 − M−1(x1)g(x1)

)
; (5a)

f(x) = (
f1(x) . . . fm(x)

) =
(

Om

M−1(x1)

)
. (5b)

To include the said control problem into the generalized integer-order Robust
Control Framework, we consider a polytopic approximation of the system (3). The
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positions q and the velocities q̇ are bounded, forming a compact domainDx . There-
fore, there exist matrices A( j)

i ∈ R
nx×nx , i = 1, nA( j) , j = 0,m such that:

∂g j

∂x
∈ Co

(
A( j) ≡

{
A( j)
i , i = 1, nA( j)

})
, ∀x ∈ Dx , (6)

for each index j = 0,m.
Now, the following polytopic linear differential inclusion (PLDI) will cover the

behaviour of the given process:

(�δ) :
{

ẋ(t) = A(δ)x(t) + B(δ)u(t);
y(t) =

(
Im Om

)
x(t),

(7)

where x ∈ R
nx , u ∈ R

nu , δ ∈ Uδ ⊂ R
nδ is the uncertainty from the state and input

matrices, and Uδ is closed and bounded. The PLDI should be characterized by the
following L-vertex convex hull, according to (6):

{(A(δ), B(δ))|δ ∈ Uδ} ⊂ � ≡ Co
{
(Ai , Bi ), i = 1, L

}
. (8)

Assumption 2 Each pair (A(δ), B(δ)) with δ ∈ Uδ is stabilizable.

The nominal plant Gn=(A(0), B(0),C, O) has as interface the set of control
inputs u ∈ R

nu and the set of control outputs y ∈ R
ny . The uncertain plant G�≡G

presents an additional set of disturbance inputs d ∈ R
nd and an additional set of

disturbance outputs v ∈ R
nv and it can be written as a function of the structured nor-

malized uncertainty block� of corresponding dimension with an adequate mapping:

T : G2 → G, G = T (Gn,U ) , � ∈ �, ‖�‖∞ ≤ 1, (9)

having the transfer matrix U partitioned in a similar manner with the structured
uncertainty set � = {diag(δ1 In1 , . . . , δs Ins )}, where δi Ini is used to encompass the
parametric uncertainties from Uδ .

To impose a set of performances, an input performance vector w ∈ R
nw and an

output performance vector z ∈ R
nz should be considered, the augmented plant P

being written based on the uncertain plant G through an adequate mapping A as
A : G × G → G, P = A (G,W ), with a transfer matrixW hosting the performance
filters. The resulting continuous-time plant has the structure:

P :

⎛
⎜⎜⎝

ẋ(t)
v(t)
z(t)
y(t)

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

A Bd Bw Bu

Cv Dvd Dvw Dvu

Cz Dzd Dzw Dzu

Cy Dyd Dyw Dyu

⎞
⎟⎟⎠

⎛
⎜⎜⎝

x(t)
d(t)
w(t)
u(t)

⎞
⎟⎟⎠ , (10)

where x ∈ R
nx is the state vector. The interconnections between the plant P , the

controller K , and the uncertainties block � are illustrated in Fig. 2.
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Fig. 2 The generalized plant
P and its interconnections
with the uncertainty block �

and the controller K

To compensate the uncertainty block, the structured singular value (SSV) of the
closed-loop system given by the lower linear fractional transform interconnection
between the plant P and the controller K according to the block �, denoted by
μ�(LLFT(P, K )), can be used:

μ�(LLFT(P, K )) = sup
ω∈R+

1

min
�∈�

{σ(�), det(I−Mω�)=0} ,

where Mω : = LLFT(P, K )( jω). The Main Loop Theorem states that a controller
K ensures robust stability and robust performance if μ�(LLFT(P, K )) < 1. Addi-
tionally, if a controller structure described by a family K is desired, the resulting
optimization problem is:

inf
K∈K

μ�(LLFT(P, K )). (11)

However, the computational problem regarding SSVs is non-deterministic
polynomial-time (NP) hard. There are several approaches available to solve this prob-
lem, the most common being the so-called D–K iteration approach, being based on
an upper bound convexification procedure. The fixed-structure μ-synthesis requires
a possibility to solve a fixed-structureH∞ control problem, which has been success-
fully solved [9].

3 Numerical Example

In this section we present the proposed control methodology (for cancer treatment
robots) on a 2R serial robot without friction (i.e. D = 0). The functions involved in
the state-space model (3) are:

M(q1, q2) =
(
a1 + 2a3 cos(q2) a2 + a3 cos(q2)
a2 + a3 cos(q2) a2

)
; (12a)

C(q1, q2, q̇1, q̇2) = a3 sin(q2)

(−q̇2 q̇1 + q̇2
q̇1 0

)
. (12b)

The gravity term will be also g = 0, because the gravity acts along the Z axis. The
parameters of the above-mentionedmodel are:a1 = 48.125,a2 = 13.125,a3 = 6.25.
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Fig. 3 Magnitude Bode diagram of the linear polytopic differential inclusion G�(s)

The state-space model can be viewed as the following linear polytopic differential
inclusion:

G�(s) :

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ =

⎛
⎜⎜⎜⎝
0 0 1 0

0 0 0 1

0 a32 a33 a34
0 a42 a43 a44

⎞
⎟⎟⎟⎠ x +

⎛
⎜⎜⎜⎝

0 0

0 0

b31 b32
b41 b42

⎞
⎟⎟⎟⎠ u;

y =
(
1 0 0 0

0 1 0 0

)
x,

(13)

where: a32 ∈ [−19.127, 19.6402], a33 ∈ [−1.58, 1.58], a34 ∈ [−3.56, 3.56], a42 ∈
[−13.9637, 28.2362], a43 ∈ [−5.42, 5.42], a44 ∈ [−3.95, 3.95], b31 ∈ [0.0286,
0.0312], b32 ∈ [−0.0461,−0.0164], b41 ∈ [−0.0461,−0.0164], b42 ∈ [0.0848,
0.144]. The magnitude Bode diagram of the given process is described in Fig. 3.
Such magnitude Bode diagrams are used to represent the frequency response of lin-
ear systems. In Control Engineering, these are great substitutes for studying both
stability and performance aspects simultaneously.

To impose a set of desired performanceswhich should bemet by each process form
G�(s), we consider an augmentation using the sensitivity and the complementary
sensitivity functions. We consider the following shapes of the weighting functions
used for augmenting the plant [6]:

WS(s) = 1/MS · s + ωB

s + ωB · A and WT (s) = s + ωBT

AT s + ωBT · MT
. (14)
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Fig. 4 The evolution of the sensitivity and the complementary sensitivity functions for both nominal
model and 20Monte Carlo simulations, alongwith the imposed shapes via the augmentation process
(red line)

The rise time can be imposed using the minimum allowed bandwidth ωB , the
maximum overshoot can be imposed via the maximum amplitude of the sensitiv-
ity function MS , while the maximum allowed steady-state error is imposed by the
magnitude at low frequencies of the sensitivity function AS . Similarly, for the com-
plementary sensitivity we consider ωBT > 10ωB , MT ≈ MS and AT ≈ AS .

For the proposed use-case we consider the following hyperparameters, one for
each input-output pair:ωB,1 = 0.5[rad/s],ωB,2 = 0.1[rad/s],MS,1 = 2,MS,2 = 3,
AS,1 = 10−2, and AS,2 = 2 · 10−2. As such, for complementary sensitivity we have:
ωBT,1 = 10[rad/s], ωBT,2 = 12[rad/s], MT,1 = 2.1, MT,2 = 3, AT,1 = AT,2 =
10−2. The resulting weighting functions are given by the following block-diagonal
transfer matrices:

WS(s) =
( 0.5 s+0.5

s+0.005 0
0 0.3333 s+0.1

s+0.002

)
and WT (s) =

( s+10
0.01 s+21 0

0 s+12
0.01 s+36

)
. (15)

Initially, the unstructured case has been considered.Using themusyn routine from
MATLAB, a controller K which ensures both robust stability and robust performance
is obtained after 22 D–K iterations. The mathematical guarantee of the robustness is
given by the upper bound of the structured singular value of the closed-loop system
according to the uncertainty set μ�(LLFT(P,K )) ≤ 0.9998 < 1. An illustrative plot
which certifies that the controller ensures the robustness properties is presented in
Fig. 4.
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Fig. 5 Bode magnitude representations of the robust high-order controller (blue) and of the fixed-
structure robust controller (orange)

However, the main drawback of the unstructured approach consists in the high
order of the resulting controller, which could represent amajor issue for the numerical
implementation process [14]. In the above illustrated case the regulator is of order
132. A solution is to impose a fixed-structure controller:

K (s) =
(
K11(s) K12(s)
K21(s) K22(s)

)
∈ K. (16)

For the purpose of this paper we impose each component of K (s) to be of third
order. Solving the fixed-structureμ-synthesis control problem using musyn routine,
a robust controller has been obtained in 25 D–K iterations,with an upper bound of the
structured singular value μ�(LLFT(P, K )) ≤ 0.9999 < 1. The resulting controller
is:

K 	(s) =
(

1.07·105 s2+1.392·105 s+44157
0.02 s3+4 s2+200 s+1

264150 s2+5.362e05s+15849
0.08333 s3+13.33 s2+500 s+1

3.421·104 s2+4.447·104 s+14454
0.01422 s3+3.556 s2+222.2 s+1

1.172·105 s2+4.728·105 s+16406
0.02319 s3+6.494 s2+454.6 s+1

)
. (17)

A comparison between the initial high-order robust controller and the fixed-
structure robust controller is depicted in Fig. 5. As noticed, the differences are small,
with a significant benefit regarding the implementation. Moreover, there is no need
of an integrative effect, so the controller is stable. It allows one to perform a dis-
cretization and a quantization analysis in a straightforward manner.

4 Conclusions

Cancer treatment robotic systems require adequate control techniques to achieve
patient safety in personalized therapies. The paper proposes a method to include
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the nonlinear model of a general m-link serial surgical robot into the generalized
Robust Control Framework. Even if the linear polytopic differential inclusion could
be conservative, a mathematical guarantee for an imposed set of performances is still
fulfilled. The great advantage of the proposed method against the available solutions,
such as robust passivity-based control, is the ability to reduce the control structure
to a single layer. Numerical examples showed an incipient implementation issue
regarding the order of the approximation, and an fixed-structure robust controller
has been computed, without losing the robustness guarantee.

Further work is required to implement the proposed control techniques into exist-
ing medical robots and novel cancer treatment robots. Another research direction
will be to extend the proposed control structure for parallel robots, which are usu-
ally described using input-affine descriptor nonlinear systems, presenting additional
algebraic constraints.
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Abstract The paper presents the methodology used for accuracy and repeatability
measurements of the experimental model of a parallel robot developed for surgical
applications. The experimental setup uses a motion tracking system (for accuracy)
and a high precision measuring arm for position (for repeatability). The accuracy
was obtained by comparing the trajectory data from the experimental measurement
with a baseline trajectory defined with the kinematic models of the parallel robotic
system. The repeatability was experimentally determined by moving (repeatedly)
the robot platform in predefined points.
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1 Introduction

The advancements of classical surgery have seen notable progress due to the devel-
opment of multiport or single -port surgical techniques. These techniques represent
a transition from traditional surgery, where the patient undergoes an incision ranging
between 150 and 250 mm, to performing a reduced number of incisions (3 or 4) with
a range varying between 10 and 25 mm in the case of multiport surgery, or a single
incision varying between 10 and 25 mm in the case of single-port surgery (SILS)
[1, 2]. These two techniques offer several advantages compared to classical surgery:
the patient’s recovery time is reduced, postoperative ileus experienced by the patient
are significantly diminished, better cosmetics and there’s a considerable reduction
in blood loss [3, 4]. Alongside these advantages, these two techniques come with
a series of limitations such as: collisions between instruments, the working space
is reduced, lack of tactile feedback, low precision, visualizing the operative field
using an endoscopic camera, diminished ergonomics and surgical hand dexterity,
instrument crossing (in SILS) and, the surgeon’s inability to manipulate more than
two instruments simultaneously, and the position of the surgeon above the patient,
culminating with prolonged intraoperative time [5, 6]. To reduce or eliminate these
disadvantages, a series of robotic mechanical structures have been developed since
2000 when the first robot with FDA (Food and Drug Administration) approval is
introduced in the field of surgery (da Vinci—developed by Intuitive Surgery). Intu-
itive Surgery holding a market monopoly with the structure such as: da Vinci S, da
Vinci Si, and da Vinci SP until 2017 when a significant competitor emerged with
the commercialization of a new multi-arm robot named Senhance, developed by
Asensus Surgical [7, 8]. These structures are come with a series of advantages such
as: improved medical ergonomics due to the use of the master–slave concept [9]
(the surgeon controls the robot from a seated position through a master console), the
surgeon’s hand tremor elimination, reduced collisions between instruments, ability to
control multiple instruments, improved accuracy and safety in medical procedures.
The disadvantages of these system are: high cost of medical procedures, reduced
intraoperative workspace, arm collisions, occupying a large volume in the operating
room, the need to design new operating rooms adapted to the system’s specifications,
and the lack of tactile feedback need for out of sight instrument recognition [10].

To mitigate some of the previously mentioned disadvantages a new parallel robot
for robotic assisted-surgery (PARA-SILSROB) [11] was developed. To validate the
feasibility of the PARA-SILSROB robot experimental model, the robotic system
accuracy and repeatability must be measured to determine if these parameters are
within the values required for the medical tasks (to ensure safety and adequate
control).

The paper presents the experimental assessment of PARA-SILSROB robot accu-
racy and repeatability using two methods: optical motion tracking and coordinate
measuring. Starting from these methods, the accuracy, and the repeatability of the
PARA-SILSROB robot is determined using the OptiTrack system [13] for optical
detection and Stinger II [14] robotic arm for coordinate measuring. The robot’s
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accuracy and repeatability are determined by comparing the trajectory of the robot’s
end-effector obtained using optical tracking and the coordinate measuring system
with the trajectory generated in MATLAB using the kinematic model of the robot,
thus functionally validating the mathematical model of the robot.

Following the Introduction section, the paper is structured as follows: Sect. 2,
Materials, and methods, presents the experimental setup of the PARA-SILSROB
robot, the preliminary setup of the tracking equipment and methodology used to
determinate the accuracy and repeatability of the system. Section 3 presents the
results of experimental assessment and Section 4 presents the conclusions and future
work.

2 Materials and Methods

There are different techniques and systems of tracking, acquisition and processing
biomechanical data, often used in clinical research, as the systems based on wearable
sensors [15, 16] or systems based on video cameras. To determine the accuracy
and repeatability of the PARA-SILSROB, optical motion tracking and Stinger II
measuring arm were used.

2.1 The Experimental Setup

The experimental model of the PARA-SILSROB robot was designed with respect to
the medical protocol and surgeon’s requirements [2, 12, 17], to control the laparo-
scopic camera and two active instruments used in minimally invasive surgery. The
detailed presentation of the PARA-SILSROB robot’s functionality, the experimental
model, and the mechanical design of the robot are described in [2, 11, 18] where the
authors describe the robotic structure compose of three identical kinematic chains
and the mobile platform developed to manipulate the active instruments and the
laparoscopic camera necessary to perform the surgery. The experimental model of
PARA-SILSROB robot is shown in Fig. 1.Master–Slave concept [9] is used to control
the robot, the main console can be equipped with two haptic devices or two 3D Space
Mouses.

The OptiTrack [13, 19] motion tracking system contains 6 cameras connected to
a common switch controller that collaborates with a windows application installed
on the computer. The cameras are placed around the robotic structure in positions
that could achieve images of the optical markers placed on the mobile platform of
the robot (Fig. 2). This calibration of the system is performed with the help of the
CWM125 calibration device, guidedmanually in theOptiTrack visual field, each one
recording the number of points based on which the workspace of the measurement
system is generated. After the system calibration, a fixed reference frame (OXYZ)
is defined using the CS-400 calibration square (Fig. 2).
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Fig. 1 The experimental model of the PARA-SILSROB

Fig. 2 Experimental setup
for optical motion tracking
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Fig. 3 Optical markers
position during the
experimental trials

Before placing theopticalmarkers on themobile platformof thePARA-SILSROB,
the robot is initialized and placed in “Home” position (where the orientation angle on
each axis is zero). Four markers were used for the measurements, placed on a smooth
surface attached to the mobile platform; each marker has a diameter of 6.4 mm. The
placement of the markers is shown in Fig. 3.

Figure 4 shows the position of the reference frame and the markers placed on the
mobile platform of the robot within the application window of OptiTrack software.

The experimental setup used to determinate the repeatability for coordinate
measuring is presented in Fig. 5. The repeatability of the robotic system is deter-
mined by using the Stinger II measuring arm [14]. The advantage of this setup used
for measurement is the fact that the Stringer II measuring arm does not require
calibration, it becomes active after reading the positions on the axes.

2.2 Methodology

Figure 6 illustrates the methodology defined for determining the accuracy, and
Fig. 7 illustrates the methodology of determining the repeatability of the parallel
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Fig. 4 PARA-SILSROB
robot markers placement via
motive software

Fig. 5 Experimental setup
for coordinate measuring

robotic system. After performing the experimental measurements using the optical
tracking system, results were extracted from the systems database and imported in
MATLAB for further processing. The OptiTrack system provides an exportable CSV
file containing time-based values of the optical markers coordinates (X, Y and Z).
In order to allow an accurate reading of the coordinates, a 2 s delay was imputed
between the motion command and the motion start of PARA-SILSROB, to assure
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that the starting time of the optical tracking system is the same with the starting time
of themotion. The robot performs amotion using three points, from the starting point,
the mobile platform is moved to point 1 then to point 2 from where it moved back to
starting position. Three sets of coordinates are obtained for each marker placed on
the mobile platform (X, Y and Z). The markers are placed on the mobile platform so
that they form a tringle with the centroid (computed using Eq. 1) coinciding with the
tool center point (TCP) of the mobile platform. Using MATLAB, the same motion
characteristics used in the experimental setup for the robot motion are imputed in
a trajectory computation program based on the kinematic modelling of the robot in
order to obtain the virtual trajectory of the TCP. The results obtained after processing
the data from OptiTrack are compared with the data from the trajectory computa-
tion algorithm fromMATLAB and graphically represented using the same reference
system.

The repeatability of the robot was determined using the coordinate measuring
system. For this experiment the evolution of the mobile platform was observed using
5 sets of measurements. The robot was moved from starting position to a selected
point 5 times consecutively. Using the Stinger II measurement system, the position of
the mobile platformwas determined by touching three planes on the mobile platform
using the measuring arm, after moving the robot to the second point, the same three
planes were measured. In the end 5 sets of coordinates resulted for 4 points. After
measurements, datawas further processed to determine the repeatability of the robotic
system.

Fig. 6 Methodology used for accuracy of the PARA-SILSROB robot

Fig. 7 Methodology used for repeatability of the PARA-SILSROB robot
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3 Results

The velocity and acceleration of the PARA-SILSROB used to determine accuracy
and repeatability is 20 mm/s and 50 mm/s2, these parameters are chosen according
to the medical protocol and the surgeon requirements [2, 10].

The accuracy was determined for a specific trajectory used to move the mobile
platform (RCM) near the insertion point and the results are presented in Fig. 8.When
comparing the centroid trajectory and the trajectory obtained using the kinematic
model of the robot the Root-Mean-Square Error (RMSE) on the three axes was
determined. For X axis RMSE was 0.2866 mm, for Y axis RMSE was 0.4052 and
for the Z axis the RMSE was 0.1161. Analyzing the result obtained, the accuracy of
the system for this specific trajectory was determined using the RMSE between the
RMSE of OptiTrack and the RMSE of values extracted from the experimental model
during the experimental run and the result is 0.3 mm, this accuracy is influenced
by the OptiTrack system limitation and the light sources, according to the technical
requirement of this system the accuracy is 0.1 mm in ideal conditions.

C(x, y) =
(
x1 + x2 + x3

3
,
y1 + y2 + y3

3

)
(1)

The repeatability of the PARA-SILSROBwas determined according to ISO21748
[20] and based on the trajectory presented above the data was recorded using the
Stinger II robotic arm and the results of data are presented in Fig. 9. In the end the
repeatability for point 1 was 0.37 mm, for point 2 was 0.25 mm, for point 3 was
0.31 mm and for point 4 was 0.23 mm. The repeatability standard deviation for the

Fig. 8 MATLAB generated trajectory compared with measured trajectory
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Fig. 9 Stinger II determined repeatability

entire robotic system on the trajectory defined above is 0.18. Based on the studies
presented in [21, 22] the accuracy of the robots used in surgery (da Vinci) is 1.02 mm
and the repeatability in classical surgery is 1.66 mm, this depends on the experience
of surgeon, being also influenced by the hand tremors.

4 Conclusions

The paper presents the experimental assessment of the accuracy and repeatability
for the specified trajectory (moving the mobile platform from an arbitrary position
near by the insertion point) of the PARA-SILSROB robot, using OptiTrack measure-
ment system for accuracy assessment and Stinger II measuring arm for repeatability
assessment. This robot and the experimental test were developed according to the
actual requirements used in this field and the medical protocol used in SILS surgery.
The experimental measuring was carried out in laboratory conditions and an accu-
racy of 0.3 mm was obtained and a repeatability standard deviation of 0.18 was also
obtained for this trajectory, the results being promising for the first iteration of the
robot. Taking into account the fact that the active instruments are manipulated in
the intraoperative field based on the images of the laparoscopic camera and in the
case of robotic assisted surgery the margin of error is relatively higher due to the
elasticity of the tissue, compared to other surgical interventions, the results obtained
were considered acceptable.

Future developments will focus on extended this study for different trajectories
and the experimental tests on human phantom in relevant medical conditions.
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A Concise Review of Upper Limb
Prostheses

Radu-Octavian Sandu, Ioan Doroftei , and Cristina-Magda Cazacu

Abstract Upper arm amputations typically result in partial limb loss, thus involving
the development of various devices in order to aid the hand function rehabilitation.
The trend concerningmedical advancements for these types of devices is permanently
growing and it is characterized by complex designs and precise constrains regarding
mass and size. The main goal of these mechanisms is to replicate normal human
limb functions, ensuring a proper reproduction of basic actions. This paper provides
a succinct overviewof upper limbprosthetic devices, examiningvarious classification
criteria.

Keywords Rehabilitation · Prosthetic devices · Upper limb

1 Introduction

Amputation refers to the removal of a limb due to trauma, medical illness or surgery.
This surgical procedure is used in order to control pain or to treat a condition such
as malignancy or gangrene. The increase number in amputation cases is due to the
continuous growth of the industry and a lack of awareness regarding safetymeasures.

Limp amputation has a profound effect, causing emotional trauma due to the
loss of the body part, preventing normal/daily activities, limiting work opportunities,
increasing the physical dependence on another person and many other problems. In
such cases prostheses become essential for everyday life. These prostheses are arti-
ficial body parts designed to restore functional abilities and to facilitate basic move-
ments without manual support. Prosthetic arms are especially needed for subjects
that lost an upper limb due to an accident or were born with a physical disability, in
order to increase their quality of life.
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Many criteria are considered when selecting an appropriate prosthesis. Consid-
erations influencing this decision involve several factors, including (but not limited
to): extent of limb difference, integrity of the remaining limb, functional objectives,
work and home requirements, the nature and intensity of activities and aesthetic
preferences.

A key criterion when considering prosthetic option is the level of limb difference
(see Fig. 1). Generally accepted terminology for classifying upper limb disarticu-
lation is as follows: glenohumeral (shoulder) disarticulation, elbow disarticulation,
styloid/wrist disarticulation (for amputation starting with the respective joint) and
transhumeral (above elbow), transradial (below elbow) and transcarpal or partial
hand/finger [1].

Another key criterion for prosthetic devices is regarding the functional anatomy
of the human torso, shoulder and upper extremity, more specific the range of motion
of these parts. The movements with respect to the tri-orthogonal axis system of the
upper limb are complex, but a few movements are essential for each case (the others
resulting by combining these basic ones). Therefore, for a shoulder disarticulation
the range of motion is 20° for flexion/15° for extension and also 40° for elevation/
10° for depression. For a transhumeral amputation was recorded a range of motion
of 180° flexion/60° extension, 180° elevation/20° depression and a rotation of 90°
medial/20° lateral. The last case, for a transradial amputation a range of motion of
140° flexion/0° extension and 80° supination/90° pronation was noted [2].

Current prosthetic options vary both functionally and cosmetically, and meet a
wide range of user needs and lifestyles. Some of these options and their classification
are discussion in the following paragraph.

Fig. 1 Levels of amputation
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2 Classification of Upper Limb Prostheses

In recent years, several proposals for upper limb prostheses have emerged. Currently
available prosthetic devices can be classified according to different criteria. The first
criteria will be, of course, the category of upper limb disarticulation (see Fig. 2).
Moving forward they can be classified as passive prosthetics that do not provide any
function and are related to physical appearance and active prosthetics that focus on
the functionality of the patient. In the active prosthetics category will find externally
powered devices, body powered devices and hybrid devices.

The classification of upper limb prosthetics could also take into consideration
materials, type of control and any other design specific requirements. In the following
paragraphs a succinct overview of upper limb prosthetic devices is presented,
examining various classification criteria.

2.1 Control-Based Classification

Regarding the control systems for these devices, they can be divided as follows:

• body-powered prosthetics, which utilize cables, harnesses, and body movements
to control the movements, this is achieved through residual movements of the
user and the limb, such as shoulder shrugs or arm contractions, which activate
mechanical linkages to manipulate the prosthetic limb;

• myoelectric prosthetic systems, which are using electromyographic (EMG)
signals generated by residual muscle contractions to control a prosthetic limb;

• brain-machine interface devices, when electroencephalography (EEG) systems
detect and analyze the electrical activity generated by the user’s brain, translating
it into commands for the device;

Fig. 2 Classification of prosthetic devices
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• hybrid prosthetic systems, combining elements of both body power and myoelec-
tric control methods to provide users with greater flexibility and functionality;

• pattern recognition systems, which analyze patterns in EMG signals to predict the
user’s intended movements and converting them into control commands for the
prosthetic limb.

All these control strategies can be enhanced with sensory feedback from sensors
such as accelerometers, gyroscopes, force sensors, or pressure sensors, to detect
user movements and gestures for prosthetic control. These sensors provide real-
time feedback on the position, orientation, and force exerted by the prosthetic limb,
enabling precise and responsive control.

The Victoria Hand (Fig. 3a) is an affordable upper extremity prosthetic solution
designed for transradial or transhumeral amputations. Using 3D printing and 3D
scanning technologies during the manufacturing process, the system incorporates
stainless steels to improve strength. The Voluntary Close Hand remains open until
the user shrugs their shoulders to actuate the hand, and close the fingers [3].

Another type of control is based on electromyography data. The prosthetic from
Fig. 3b operates through muscular contractions based on the patient’s intention. A
specially designed EMG surface sensor records muscle contraction signals from the
residual forearm of amputees [4]. This prosthetic design includes an underactuated
3D printed hand with a socket assembly to attach to the remaining upper limb of the
patient. The control system utilizes input from the EMG sensor and feedback input
from a force sensor in order to allow users to control the grasp force of the hand
fingers.

In order to experimentally investigate design features and control strategies of
transhumeral prostheses a myoelectric prototype was developed [5]. This device
(Fig. 3c) owns a powered wrist rotator, a powered elbow joint and a multi-grasp
hand. This prosthesis allows different range of motions of the joints and provides a

a)                                        b) c)

Fig. 3 Prosthesis with different control strategies: a transhumeral prosthesis—body powered [3];
b transradial prosthesis—myoelectric control [4]; c transhumeral prosthesis—myoelectric control
[5]
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satisfactory torque in order to safely operate. Transhumeral prostheses are necessary
to restore independence and function to people who have suffered the loss of an
upper limb. The constant development of materials and technology improves the
design and properties of these prostheses, offering users an increasingly realistic and
versatile solution to manage their daily activities.

MataPro-1 is a novel biomemitic transradial prosthetic arm that incorporates a
3D printed hand bone structure, assuring a close imitation of the morphology of
human fingers and hand (see Fig. 4a). This prosthetic device has flexible elastic
joints, artificial muscles and a silicone coating that assures a realistic appearance [6].
The artificial muscles that drive this prosthesis consist of shapememory alloy (SMA)
wires, ensuring an effective grip strength for daily activities. These shape memory
alloy wires are spooled in the forearm, actively cooled by a fan and are connected
further to steel wires that actuate the phalanges.

A smart prosthesis controlled by electroencephalography (EEG) signals is
presented in Fig. 4b [7]. The device is equipped with smart sensors and actuators
in order to provide the user intelligent feedback about the environment. The sensors
system includes sensors for temperature, pressure, proximity, accelerometers, poten-
tiometers, strain gauges and gyroscopes. In the headset are included 14 EEG sensors
that are converted into digital signals. The processing unit, consisting in a Rasberry
PI II microcomputer and an Arduino Mega microcontroller, compares the signals
received with different prerecorded tasks, providing feedback to the user on an LCD
display.

In Fig. 5a, a dynamic arm externally powered is presented. This device can open
and close almost three times faster than other hands, reaching 300 mm per second.
In addition, it has an automatic grip function that includes sensor technology that
detects when the object begins to slip. The electric motor allows the elbow to move
twice as fast as other electric elbows, turning extension to full flexion in just 0.5 s
[8, 9].

The transradial prosthetic arm with multiple degrees of freedom presented
in Fig. 5b is capable of generating forearm supination/pronation, wrist flexion/

Fig. 4 Transradial prosthesis: a MataPro-1-shape memory alloy actuation [6]; b EEG mind-
controlled ARM [7]
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Fig. 5 Externally powered prosthesis: a transhumeral prosthesis-dynamic arm [8]; b transradial
prosthesis-electric actuation [10]

extension, wrist ulnar/radial deviation, and finger motions [10]. The wrist mech-
anism utilizes one passive link to ensure rigidity and two linear actuators connected
to the wrist plate through universal joints. These actuators correspond to the ulna
and radial bones of the forearm, contributing to forearm motion, namely supination/
pronation. The terminal section of the transradial prosthetic arm is an anthropomor-
phic hand, featuring separate actuation modules for the thumb, index finger, and the
remaining three fingers, collectively providing 7 degrees of freedom.

The field of upper body prostheses is characterized by various control systems
adapted to the specific needs of users. From body-based devices that use residual
movements to advanced brain-machine interfaces that convert nerve signals into
commands, these systems offer amputees greater functionality and independence.

2.2 Materials-Based Classification

The materials that have been used for upper body prosthetic devices have evolved
through time. Several materials can be used for these devices as follows [11]:

• metals, used mainly for the skeletal design, such as titanium, aluminum and
stainless steel;

• polymers such as acrylic resin (PMMA), that are often used to fabricate prosthetic
sockets due to its moldability, transparency, and ability to form a customized fit
for the user’s residual limb;

• silicone that offers flexibility, elasticity and a skin-like structure that improves
user comfort and aesthetics;

• carbon fiber is light, durable and has a high tensile strength, making it an ideal
material for structural components such as prosthetic sockets, frames or supports;

• 3D printed materials, when additive manufacturing techniques allow the use of
different materials, including thermoplastics, resins or metals, to create custom
prosthetic components with complex geometries and tailored features.
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a) b) c)

Fig. 6 3D printed prosthesis: a passive hand prosthesis [12]; b active transradial prosthesis [13];
c OLYMPIC-modular prosthesis [14]

An innovative approach to hand prosthesis is to utilize the precision and versatility
of 3D printing technology to create custom, cost-effective prostheses tailored to
each individual’s unique needs (Fig. 6a). One of the main advantages of 3D printed
prosthetic arms is their accessibility [12]. The cost-effectiveness of 3D printing will
make these prostheses more affordable, potentially increasing access to a wider
population.

The myoelectric prosthetic presented in Fig. 6.b is designed to be used in work
environments. The device has a natural appearance, similar to the human hand, and
the myoelectric control system makes it easy to use. The three fingers of the device
are controlled by a linear actuator and a simple mechanism, making it lightweight
and low-cost [13]. The prosthetic is 3D printed, this ensures a total weight of the
hand and socket of only 300 g.

In Fig. 6c a prosthesis with a completely modular structure both at the level of
fingers and wrists is presented. This design makes it easy to remove and attach
tendon-driven fingers without tools, rewiring or wires. This approach allows the
motors to be placed behind the hand, resulting in a remote control of the tendons. The
hand prototype was fabricated using PLA (Polylactic Acid) and PETG (Polyethylene
Terephthalate) through 3D printing. PETG was specifically selected for its enhanced
strength and durability, attributed to the frequent loading experienced by the fingers
and hand frame. Various household and food items of different shapes, sizes and
weights can be safely grasped with the prosthetic hand without the risk of the fingers
becoming detached [14].

Hybrid devices can use passive modules as well as body-powered ones, like the
prosthesis presented in Fig. 7a. The shell is made from carbon fiber while the fingers
are made from steel with a soft silicone inner socket. This prosthesis uses the power
of the wrist movement to move the finger in order to grasp and release objects [15]
and it’s customed tailored for the patient.

The MANUS-HAND introduces a prosthetic design featuring ten joints, with
three of them being autonomously driven (Fig. 7b). The remaining joints are inter-
connected to the driven ones through various mechanisms, in accordance with the
underactuated principle. This allows the grasping modes to be activated with only
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 a)  b) 

Fig. 7 Hand prosthesis: a body powered prosthesis [15]; bMANUS-HAND [16]

two actuators. Ultrasonic motors were used to drive the wrist pronation and supina-
tion. The materials used for this prototype are a combination of metals-aluminum
alloy and stainless steel, withmartensitic strips used for fingers.Within theMANUS-
HANDprototype, three distinct independentmechanisms are incorporated: the finger
mechanism, the thumb mechanism and the wrist mechanism. This innovative design
that triples the performance of currently existing commercial hand prosthesis [16].

The Boston Elbow [17, 18] (Fig. 8a) is a myoelectric elbow prosthesis with one
active degree of freedom, namely elbow flexion. It attaches to the upper arm via
surface electrodes and can be connected as a final device to theOttoBockMyoelectric
Hand. The prosthetist begins by layering foam downwards from the above-elbow
socket and then affixes a prosthetic elbow unit containing a battery-powered motor.
Within the forearm of the Boston Elbow, the batteries and electronics are housed.
The materials used are a combination of silicon, polymers and metals. The weight
of this prosthesis is 1020 g, providing the user a comfortable operation.

The Espire Elbow is a revolutionary prosthesis that places importance on user
experience by combining function and design. Espire Hybrid (Fig. 8b) offers
myoelectric control of the elbow lock and terminal device with mechanical flexion

a) b) c)

Fig. 8 Elbow prosthesis: a Boston Elbow-myoelectric control [17]; b Espire Hybrid [19]; c Utah
Arm-externally powered [20]
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and extension control. The prosthetic is laminated in polyester with toughened inte-
grated side steels and contains different elements. This device features an adjustable
forearm counterweight mechanism designed to evenly distribute the weight of the
forearm, wrist and handset. It effectively neutralizes the effect of gravity, allowing
the user to position the forearm with as little effort as possible [19].

The Utah Arm 3+ (Fig. 8c) is a light weight, microprocessor-controlled electric
elbow. It offers precise and responsive electronic elbow control and the ability to
simultaneously control the arm or ETD (Electrical Terminal Device). The structural
components of this device are made from high-strength plastic and other metallic
materials. With a double locking system that includes a friction lock and a locking
pin for heavier loads, the U3+ ensures safe operation. The Silent Freeswing function
turns off the motor, saving battery life and providing a more natural arm movement
during rest. An advantage is represented by the fact that the U3+ is compatible with
almost all other manufacturers [18, 20].

The field of upper body prosthetics has seen significant advances in materials
and design, enabling more functional and easier to use solutions for individuals with
limb loss. Advances in materials, including metals, polymers, carbon fibers and 3D-
printed materials, have provided prosthetic wearers with options that offer strength,
durability, customization and cost-effectiveness. Innovative approaches such as 3D
printing have revolutionized the production of prosthetic limbs, making them more
affordable and accessible to the general population.

3 Conclusions

Amputation due to trauma,medical illness or surgery has a profound effect on people,
causing emotional trauma and interfering with daily activities. Prostheses play a
crucial role in restoring the functional abilities of lost limbs and improving the
quality of life. Various considerations are taken into account when choosing an
appropriate prosthesis, including the level of limb disparity, functional goals, job
requirements, and aesthetic preferences. Advances in prosthetic technology have
led to the development of various options, from passive to active devices, each of
them offering different levels of functionality and control. Control systems such as
body-powered, myoelectric, brain-machine interface and hybrid systems offer users
greater flexibility and responsiveness. In addition, the materials used in prosthetic
fabrication have evolved over time to provide strength, durability and adaptability.
Innovations such as 3D printing have made prosthetics more accessible and cost-
effective, expanding the availability of prosthetics to a wider population.

Although the revisedupper limbprostheses offer significant advances andbenefits,
they also have certain disadvantages. One of these disadvantages is the cost because
many advanced prosthetic devices, especially those with electronic components or
complex structures, can be expensive. These high costs can limit access for thosewith
limited financial resources, leading to inequalities in access to health care. Regular
maintenance and occasional repairs are required for prosthetics, especially thosewith
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complex mechanisms or electronic components. This can be time-consuming and
expensive, and individuals may lose their prosthesis during maintenance. Another
problem is that adapting and learning how to use them effectively can be difficult
and time consuming. Individuals may require extensive training and rehabilitation to
maximize use of the devices, and somemay have difficulty adapting to their function-
ality. Addressing these disadvantages requires ongoing research and development in
prosthetic technology, as well as efforts to improve affordability, accessibility, and
user experience for individuals with limb loss.

Future work will investigate energy-efficient actuation systems for prosthetic
devices in order to extend battery life and enhance user autonomy. Research could
also focus on integrating tactile sensors and haptic feedback mechanisms for the
purpose of improving users’ ability to interact with their environment.

The continuous development of materials, technology and design in the field of
prosthetics offers users more and more realistic and versatile solutions. Prosthetic
options are evolving to meet different needs, ultimately allowing amputees to live
fuller lives.
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Analysis Study of Working Modes Within
a Redundant Architecture for a Spherical
Parallel Manipulator (SPM)

Jasser Enbaya, Juan Sandoval, Moncef Ghiss, Zoubeir Tourki,
Marc Arsicault, Said Zeghloul, and Med Amine Laribi

Abstract In this study, we focus on a 3DOF (RRR) spherical parallel manipulator
(SPM) employed as haptic interface (HI) for teleoperation application. We started
by presenting the kinematic model of the interface, its different working modes and
identifying singularity zones within the operational workspace (WS). As a solution,
a redundant architecture is proposed where we used a fourth motor to enhance the
dexterity of the device. Subsequently, our study takes a closer look at the comparative
analysis of working modes in the purpose of selecting the optimal starting configura-
tion for our interface. This selection ensures an optimized torque distribution across
various WS configurations where we respect the limit of torques for every motor in
order to stay in a safe zone of control.
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Keywords Haptic interface · Redundancy · Dexterity · Working modes · Torque
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Teleoperation

1 Introduction

The collaboration between humans and robots has proven its efficiency in various
domains, including manufacturing, industry, logistics, agriculture, and notably in the
healthcare field. For instance, the integration of robots has significantly enhanced
surgeons’ precision [1] and expanded their ability to perform intricate procedures
such as minimally invasive surgery (MIS) [2], which are characterized by the use of
smaller incisions that leads to faster healing times and improved aesthetic outcomes
for patients.

Haptic interfaces [3] amplify these benefits by allowing surgeons to conduct oper-
ations from a distance. This capability is particularly beneficial in operations with a
limited field of view or a high risk of contamination, as observed during the COVID-
19 pandemic [4]. Additionally, these interfaces contribute positively to the ergonomic
posture of surgeons, particularly addressing musculoskeletal disorders among older
practitioners [5]. Having an ideal haptic interface has been quite a challenge so
far, requiring low inertia and friction values, along with a spacious workspace and
high stiffness and dexterity. That’s why numerous interfaces have been developed
to meet these demands, employing various architectures [6] and control strategies
[7] to achieve optimal results. Parallel architectures have proven superiority over
the serial ones, in terms of stiffness and precision [8]. Many parallel manipulators
have been developed [6] for various purposes, but when it comes to MIS the spher-
ical parallel manipulator remains one of the most suitable architecture since its joint
axes converge to a common point called the center of rotation (CoR). Tanio and al.
[9] have proposed a novel spherical parallel manipulator with nonidentical limbs
for MIS applications, and Li et al. [10] have utilized spherical parallel mechanisms
for laparoscopic surgery. However, parallel spherical manipulator come with draw-
backs, such as the potential occurrence of singularity at the center of the workspace
for specific configurations, like when all the legs of the manipulator are parallel, this
type of singularity is referred to as parallel singularity. Various methods have been
proposed to overcome this drawback, Lee et al. [11] proposed a specific algorithm in
the zone near singularity and Arsenault et al. [12] by proposing a design method that
is capable of avoiding the presence of parallel singularities inside theWS. Indeed, the
behavior of the parallel manipulator can be enhanced or deteriorated by the operating
mode. Two aspects can impact the behavior of the structure, the assembly modes and
the working modes linked to forward kinematic modal (FKM) and inverse kinematic
model (IKM), respectively [13, 14]. So once the choice of architecture is made the
issue of the way that the structure will be operated becomes important.

This paper focuses on a spherical parallel manipulator [15] with 3 degrees of
freedom (DOF) RRR (R: revolute) (refer to Fig. 1). The manipulator is composed of
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Fig. 1 Spherical parallel manipulator (SPM)

three identical legs denoted as A, B, and C. Linking the base to the mobile platform,
each leg consists of two segments (proximal and distal) and three pivot joints.

The axes of the three revolute joints of the base form an orthonormal reference
frame (X, Y, Z). The geometrical parameters of the SPM are defined by the angles α,
β, andγ that equal respectively 39.3°, 34.1° and18.2° (seeFig. 2a). These values have
been selected based on the SPMgeometry parameter optimizationwork conducted by
Chaker et al. [16]. To provide haptic feedback, a motorized joint is present at the base
level for each leg, the motors used are from simplex motion type SC040B providing
a maximum torque of 0.8 Nm and a maximum speed of 6000 rpm. Additionally, four
absolute encoders have been implemented on different joints to enhance the forward
kinematic model (FKM) resolution (refer to Fig. 2b). The kinematic model will be
further discussed in the next part of the article.

The paper is organized as follows: In Sect. 2, we introduce the kinematic model of
the SPM, covering the eight potentialsworkingmodes, andwediscuss the appearance
of singularity zones within the workspace (WS). Section 3 outlines a redundant

Fig. 2 a: Geometrical parameters of the SPM, b: motors and encoders emplacement
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architecture with a fourth motor to overcome singularity issues in the classic SPM.
Section 4 includes an analysis study of all the modes aiming to show the need for the
selection of a suitable one. Criterion are introduced in this section based on dexterity
and torque distribution for the motors.

2 SPM Presentation

2.1 Kinematic Model

The purpose of the inverse kinematic model (IKM) is to express the values of the
actuated joints (θ1A, θ1B , θ1C ) in function of the end effector (EE) configuration (ψ ,
θ , φ) all referenced to the base frame (X, Y, Z) (refer to Fig. 3).

The IKM of our manipulator can be resolved through this geometrical relation:

Z2k · Z3k = cosβ (1)

whereZ2k andZ3k represent respectively the rotation axis of the second and the third
articulation of leg k, where k e {A, B, C}.

Z2k = R0k · RZ (θ1k) · RX (∝) · Z (2)

Z3k = RE · RZ

(
2π

3
(i − 1)

)
· RX (γ ) · Z, for i ∈ {1, 2, 3} (3)

With RE is the transformation matrix from the base to the EE,

RE = RZ (ψ) · RX (θ) · RZ (φ) (4)

After substitutingZ2k andZ3k with their expressions in Eq. (1) and differentiating
the result, we obtain the following system:

Fig. 3 IKM logic: inputs/
outputs
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⎧⎪⎪⎨
⎪⎪⎩

A1 cos θ1A + B1 sin θ1A + C1 = 0
A2 cos θ1B + B2 sin θ1B + C2 = 0
A3 cos θ1C + B3 sin θ1C + C3 = 0

(5)

where Ai , BiendCi are variables depend on α, β, γ, ψ, θ and φ.
In order for Eq. (5) to have solutions:

C2
i

A2
i + B2

i

≤ 1, for ie{1, 2, 3} (6)

After resolving Eq. (5), we derived the final expression for the relationship
between the values of the actuated joints (θ1A, θ1B, θ1C) and the orientation values
of the EE (ψ, θ, φ).e

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
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{
a tan 2

(
y11 , x
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1

)
a tan 2

(
y21 , x

2
1

)
θ1B =

{
a tan 2

(
y12 , x
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2

)
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(
y22 , x

2
2

)
θ1C =

{
a tan 2

(
y13 , x

1
3

)
a tan 2

(
y23 , x

2
3

)
(7)

With x1,2 and y1,2 are variables depend on α, β, γ, ψ, θ and φ.

2.2 Working Modes

The IKM of our SPM has 8 solutions which are referred to as working modes. The
table above summarizes all the possible modes (Table 1).

Table 1 All possible modes
of the SPM Modes θ1A θ1B θ1C
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Fig. 4 The SPM work modes in the configuration (ψ = 135°, θ = 54.7°, φ = 90°)

Selecting one of those modes (refer to Fig. 4) as the starting configuration for
our manipulator is crucial as it directly affects both dexterity and torque distribution
for the motors across all configurations within the workspace (WS). A comparative
study of these modes will be conducted in Sect. 4, considering criteria formulated on
dexterity, the distance between the center of the WS and the singularity zones, and
on the optimal torque distribution.

2.3 Singularity

As we mention in the introduction, the parallel singularity is significant drawback of
the parallel structure interfaces, causing singular zones within the useful workspace
for certain configurations. To identify these zones,wemust first calculate the Jacobian
matrix of our manipulator. The Jacobian matrix can be expressed as the product of
two matrices [17].

J = A−1 · B (8)

where A and B are called the parallel matrix and the serial matrix, respectively.
Now, the dexterity of the SPM can be calculated as follow [18]:

dext(J) = 1

cond(J)
(9)

With cond(J) is a function equal to: ‖J‖ · ‖J‖−1.
Figure 5a depicts the dexterity distribution over the whole workspace of the SPM

and for a given value of the self-rotation φ = 130°. The singularity zone crosses the
WS and originates from a parallel singularity type that is more closely related to the
behavior of matrix A. The determination of the matrix det(A) over the entire WS is
provided in Fig. 5b.



Analysis Study of Working Modes Within a Redundant Architecture … 215

Fig. 5 With φ = 130°, a dexterity distribution inside the SPMWS; b the values of the determinant
of the matrix A

To address the issue arising from the parallel singularity, we have implemented a
solution in our SPM architecture that utilizes actuator redundancy. The next section
will provide further details on this approach.

3 Redundant SPM and Working Modes Evaluation

3.1 Redundant SPM

To address the issue of the parallel singularity, we have added a fourth motor on the
passive joint near the mobile platform on leg B (refer to Fig. 6). It is important to
note that selection of leg B is arbitrary, as all legs are identical. This modification
enables an unlimited range of torque distribution and significantly improves the
overall dexterity of SPM.

The kinematic model of the redundant SPM can be experienced as follows:

A · ω = B · θ̇ (10)

where ω and θ̇ are the instantaneous angular velocity of the moving platform and
the required speeds of the active joints, respectively.

With,

A = [Z2A · Z3A,Z2B · Z3B,Z2C · Z3C ,Z1B · Z2B]
T (11)

B = diag

[
Z1A(Z2A · Z3A),Z1B(Z2B · Z3B)

,Z1C (Z2C · Z3C ),Z3B(Z1B · Z2B)

]
(12)
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Fig. 6 The redundant SPM

The Jacobian matrix is expressed as a rectangular matrix, J = A+ · B with
A+ = AT

(
AAT

)−1
. The matrix A is a non-square matrix and its inverse is computed

Moore–Penrose pseudo-inverse [19].
The Jacobian is used to compute the joint torques for a given external force:

τ = JT · Fext (13)

The next step is to choose the most suitable working modes of the SPM, based
on the evaluation of the maximum joint torque value, as detailed below.

3.2 Working Modes Comparison

Torque distribution is a critical criterion to consider. In some configurations, we may
encounter the issue of one or more actuators reaching their torque limits, which is
0.8 Nm, risking damage to the motor or, in the same case, injure the user. Therefore,
ensuring a safe distribution will guarantee safe control. To achieve this, we runed
simulations for all 8 modes by applying an external force, Fext . Afterward, we deter-
mined the maximum torque value among the four motors and compared it to the
predefined limit (refer to Fig. 7). It must be clarified that we have taken the absolute
values of all torques. The torque comparison algorithm is outlined as follows:

1. Running different configurations (ψ, θ ) in theworkspace for eachworkingmode,
all while applying an external force Fext .

2. Solving the IKM for each configuration (ψ, θ ) and computing the active joints
θ.

3. Computing the Jacobian matrix J.
4. Computing the joint torques τ for the 4 motors.
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5. Determining the global maximum torque for each mode.

After a comparative study of the torque distribution under various external forces,
it is evident that modes 5 and 7 are unsuitable for our manipulator, exceeding the
motor’s torque limit and posing potential damage to both the motor and the user.
Conversely, the remaining six modes (1, 2, 3, 4, 6, and 8) consistently operate within
the prescribed motor torque limits across all configurations within the workspace.
With a slight advantage for modes: 1 and 8. As they ensure that torque levels remain
below the nominal value (0.4 Nm) of our simplex motor, across various proper
rotation (φ).

4 Conclusion

In this article, we explored a 3DOF spherical parallel manipulator designed as a
haptic interface for teleoperation tasks with force feedback. Initially, we presented
its inverse kinematic model and outlined all possible working modes. Some config-
urations of the SPM faced an issue known as singularity, particularly parallel singu-
larity inside the workspace. To address this, a redundant architecture was proposed,
overcoming limitations observed in the original design and enhancing overall effi-
ciency. Finally, a comparative study based on torque distribution was conducted on
the different working modes under various external forces, revealing that modes 5
and 7 are not suitable, while approving all other work modes. Consequently, an addi-
tional comparative study based on the criteria of dexterity and proximity to singular
configurations will be done to determine the most suitable mode.
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MEDROVER: Medical Assistant Robot
for Patient Monitoring and Treatment
Management

Roxana Rusu-Both and Balazs-Attila Molnar

Abstract This paper outlines the comprehensive design and implementation of
MEDROVER, a semi-autonomous Medical Assistant Robot designed for patient
monitoring and treatment management in healthcare. It offers user-controlled navi-
gation via a mobile app and autonomous surveillance with real-time AI-driven fallen
person detection. MEDROVER’s ultrasonic sensors and mapping algorithm create a
2D environment map for precise navigation, accessible through the app. The robot’s
speaker facilitates humane communication via user-selected voice messages. The
mobile app controls movement, video monitoring, voice messaging, server commu-
nication, map creation, and emergency notifications, enhancing healthcare services
and supporting medical staff. Rigorous testing ensures reliable performance, making
MEDROVER a promising medical assistant robot for the future of healthcare.

Keywords Medical assistant robot · Patient monitoring · Healthcare robotics

1 Introduction

In today’s rapidly advancing world, healthcare faces new challenges, particularly
in the context of contagious diseases like COVID-19. Recent years have witnessed
significant progress in the field of robotics, particularly mobile robots, finding appli-
cations in various sectors, with healthcare standing out as a promising domain. The
convergence of robotics and medicine offers innovative solutions to address these
challenges. Mobile robots have been deployed for patient treatment and medica-
tion administration to improve precision and patient outcomes. Additionally, mobile
robots enable real-time patient monitoring, like the RP-VITA, allowing remote
assessments. In elderly care, robots like Jibo and Paro provide companionship, medi-
cation monitoring, and distress detection, enhancing well-being. This paper explores
the transformative potential of healthcare robotics, emphasizing the development of
a medical assistant robot equipped with advanced features for support in hazardous
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and contagious environments. The remainder of the paper is structured as follows:
Sect. 2 introduces briefly some robotic medical assistance systems. Section 3 intro-
duces the prototype modeling while Sect. 4 presents the prototype implementation
and testing procedures. Finally, Sect. 5 offers some conclusions.

2 Robotic Medical Assistance Systems

The field of medical assistant robots has seen notable advancements, driven by the
fusion of cutting-edge technology with healthcare demands. These robots are now
known for their versatility, adaptability, and enhanced user interfaces, ultimately
enhancing patient care and healthcare workflows.

Scientific research has produced diverse examples ofmedical assistant robotswith
significant impact. Mobile medical assistant robots, exemplified by the RP-VITA,
have shown promise in remote patient monitoring and consultations, particularly in
emergency scenarios [1, 2]. Notable examples in the field include:

Moxi Robot by Diligent Robotics: Assists healthcare professionals with non-
patient-facing tasks, enhancing operational efficiency. It uses advanced navigation
and sensor technologies to operate autonomously [3].

TUG by Aethon: Deploys in hospitals for logistics and delivery tasks, stream-
lining internal operations and ensuring safe transport of medical supplies [4].

Robotic Exoskeletons for Rehabilitation: Wearable exoskeletons aid patients
with mobility impairments in physical therapy, providing real-time feedback [5].

Socially Assistive Robots for Elderly Care: PARO therapeutic robot offers
companionship and emotional support to the elderly, addressing social and psycho-
logical aspects of healthcare [6].

These examples showcase the dynamic nature of the field, spanning logistics,
surgery, rehabilitation, and emotional support. Continued research and interdisci-
plinary collaboration will drive further advancements, offering new possibilities for
healthcare efficiency and improved patient outcomes.

3 Modeling the Prototype

The first part of this section is focused on the functional analysis and the design
requirements of the developed MEDROVER—medical assistant robot, while the
second part will detail the conceptual design of the MEDROVER.

The MEDROVER robot is designed to execute fundamental nursing tasks, such
as delivering medications and routine patient check-ups. It operates both semi-
autonomously and autonomously. A key feature is environmental mapping, achieved
through ultrasonic sensors and a mapping algorithm for precise navigation. The
robot connects to a database to retain the map and position data between sessions.
Additional functionalities include voice message transmission to patients, real-time
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Table 1 Functional analysis of the MEDROVER

What to do How to do

MEDROVER Transport medicine Automatic/semi-automatic mode

MEDROVER Detect a fallen patient Surveillance mode—camera

MEDROVER Map the environment Ultrasonic sensors—database

MEDROVER Voice messaging Built in speaker

MEDROVER Real-time video monitoring Camera

image transmission for patient supervision, and a user-friendly mobile application
for seamless interaction.

The functional analysis of the MEDROVER is presented in Table 1, detailing the
main requirements to be achieved.

The developed mobile application allows the user, the medical staff to:

• View and control the robot’s movement by specifying destination coordinates on
the map.

• Access real-time video monitoring.
• Send voice messages to patients for providing directions, instructions, or offering

comfort in a more human-like manner.

In terms of size, the prototype was intentionally designed with a compact form
factor to facilitate maneuverability within narrow spaces, while still adhering to
established requirements and functionalities. Specifically, the prototype was tailored
to accommodate three ultrasonic sensors at the front, one on each side, and two at
the rear of the robot. Ensuring adequate space for each hardware component, the
prototype’s dimensions are targeted to be approximately 30 cm in length, 15 cm in
width, and about 24 cm in height. The body’s shape was meticulously crafted to meet
specified criteria, including provisions for the storage of medicines.

To guarantee optimal system performance, the design emphasized robustness for
fast and accurate execution of functions in diverse situations. Efficient utilization and
optimization of data structures and algorithmswere pivotal elements in achieving this
objective. Notably, the system must comply with the constraints posed by available
hardware, software resources, and by technological and budgetary limitations. Thus,
the testing, validation of functionalities, and performance checks were critical steps
in the developmental phase of the prototype.

3.1 Software Architecture

This sub-section introduces the MedRover medical assistant robot’s software archi-
tecture, ensuring smooth hardware and mobile application interaction. The system
use-case diagram and software architecture, presented in Fig. 1 illustrates its
functions, necessitating meticulous analysis requirement identification.
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Fig. 1 System use case diagram and software architecture

Top Level: A Raspberry Pi development board for coordination and commu-
nication with the user interface using Python programming language. Threads
enable concurrent process execution. One thread handles Arduino communica-
tion, while another manages the mobile app through an HTTP server. Additionally,
image processing combined with AI models for detecting fallen patients, database
initialization, Flask app control, and voice message management functions are
integrated.

Low Level: Software functions for the Arduino development board involve sensor
data retrieval and control signal transmission. The Arduino language, based on C/
C++, is used for procedural programming. Functions include data exchange with
Raspberry Pi, environment mapping, robot navigation, and encoder-based speed
control. The code must also manage ultrasonic sensor data, gyroscopic readings,
robot movement, and other functionalities.

Mobile Application: The app prioritizes user-friendly navigation. The app inter-
acts with the MedRover robot via a Raspberry Pi-hosted HTTP server. Specific
features include a live broadcast page, real-timemapping updates, and a user-friendly
interface with buttons for robot control, map reset, and data storage. The mapping
page employs components like Svg, Rectangle, and Circle to represent objects and
the robot.

3.2 Hardware Architecture

In the context of hardware architecture, the development of a prototype involves the
utilization of two distinct development boards: a Raspberry Pi 4B and an Arduino
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Mega 2560. The Raspberry Pi To facilitate communication between these two devel-
opment boards, the UART (Universal Asynchronous Receiver-Transmitter) commu-
nication protocol via USB was examined and used. The complete hardware compo-
nents list is presented in Table 2. These components were carefully chosen to strike
a balance between cost-effectiveness and meeting the performance and functionality
requirements essential for the robot to execute its designated tasks.

Figure 2 illustrates the Arduino-based robot’s perception and propulsion system.
This hardware setup includes the Arduino Mega board with the L293D shield driver
for power and motor (M1—M4) connections. Seven ultrasonic sensors (US1—US7)
are linked to digital pins, and aMPU6050 gyroscope-accelerometer (MPU) connects
via I2C pins. These components collaborate to control the MedRover robot effec-
tively, ensuring seamless hardware-software communication. To link the Arduino
and Raspberry Pi, a bidirectional USB Type-A to Type-B cable is used. A sound
card connects to the Raspberry Pi via USB, and an audio amplifier facilitates speaker
connection. Power for the audio system comes from two 18650 3.7 V batteries. The
camera integrates with the Raspberry Pi through a dedicated port using a flexible
cable for image capture and transmission.

Table 2 MEDROVER hardware components list

Components Function

MEDROVER Raspberry Pi 4B development board Automatic/semi-automatic mode

Arduino Mega 2560 Development
Board

Perception and propulsion system

DC motors with 1:48 reducer Propulsion system

L293D driver shield motor for motor
control

Propulsion system

HC-SR04 ultrasonic sensors Perception system—object detection

Accelerometer and gyroscope module
MPU6050

Environmental mapping

Infrared speed sensors Propulsion system—speed control

Stereo audio amplifier TDA2822 Sound system

FY2 5 W, 4� speaker Sound system

Raspberry Pi V2 Camera Module Video surveillance

Mecanum omnidirectional wheels Propulsion system

Batteries 18650 Li-Ion 3,7 V Power system
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Fig. 2 Components diagram for the MEDROVER perception and propulsion system

3.3 3D Modeling

The robot’s design strikes a balance between accommodating components and
maneuverability. Autodesk’s Fusion 360 was used in 3D modeling for subsequent
3D printing.

The lower platform of the MedRover robot’s chassis, measures approximately
30 cm × 15 cm × 5 mm. It features specially designed pins for component
stability, motor holders, and Raspberry Pi power supply support. The upper plat-
form, measuring 55 mm in height, was designed to protect and conceal components
while precisely positioning 7 ultrasonic sensors for accurate object detection. Spacer
nuts and bolts secure the platforms. An additional 15 cm× 12 cm× 35 mm storage
component formedicines connects to the upper deck using bolts. The finalMedRover
robot design incorporates all components, joining the lower and upper platforms,
camera holder, and storage space, as seen in Fig. 3. A 13 cm bracket secures the
camera to the upper platform using four screws.

a b

Fig. 3 MedRover’s robot: a complete chassis assembly; b camera holder



MEDROVER: Medical Assistant Robot for Patient Monitoring … 227

Fig. 4 MEDROVER robot
assembled prototype

4 Prototype Implementation and Testing

4.1 3D Printing and Assembly

During the prototype design phase, we used 3D printing technology to create a
comprehensive chassis model from polylactic acid (PLA). Individual components
were 3D printed separately and joined securely with screws. Assembly was accom-
plished using 8 M3 bolts (3 mm diameter) and 4 spacer nuts (55 mm length) to
attach the lower and upper platforms. These bolts went from the bottom of the lower
platform to the top of the upper platform. Additionally, 4 M3 bolts and nuts secured
the upper platform to the storage space, while another 4M4 bolts and nuts connected
the upper platform to the camera holder. This process resulted in the fully assembled
robot chassis, as seen in Fig. 4.

4.2 Fall Detection System

During the implementation of AI-based fallen person recognition, an artificial intelli-
gencemodel was trained for this purpose, involving data preparation, model training,
and integration into the application.

A diverse dataset of approximately 2000 images, representing various scenarios
and conditions, was collected. Manual annotations were added using the LabelImg
program, with 500 images reserved for validation. Google Colab and the Model
Maker library were utilized for model training, with parameters such as training
epochs (20) and batch size (4) configured. Fine-tuning was applied to enhance
accuracy.

The model was exported in TensorFlow Lite format with quantization to reduce
its size while maintaining accuracy. It was integrated into the application as the
AIProcessing class, operating in a separate thread. This class initializes the camera
and detectionmodel, continuously capturing and processing images. If a fallen person
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Fig. 5 Detection example of fallen persons on MedRover prototype

is detected, a signal is sent to the Arduino to stop the motors, and an alert sound is
played.

The system achieves real-time fallen person detection with a processing speed of
approximately 0.25 s per frame, enabling rapid response by medical staff.

Validation results on the real prototype showed a recognition rate of 94.31%,
demonstrating the model’s suitability for real-time detection of fallen individuals,
Fig. 5.

4.3 Real Time Camera View

To achieve real-time camera visualization and patient communication, a Flask appli-
cation and a dedicated HTML page were created. The Flask application manages
functionalities, server operations, and user requests, while the HTML page displays
the live camera feed and enables voice-based patient interaction. CSS styles format
various page elements, including the navigation bar, camera background, buttons,
and text fields for user input.

The Flask application was developed with imported modules: Flask, render_
template, Response, request, send_from_directory, jsonify, and pyttsx3 for voice
synthesis. Finally, the camera object was initialized, the pyttsx3 voice synthesis
engine was configured, and a Flask instance was created with the app name.

Tests were conducted on the prototype to validate the real-time camera view
and patient communication. These tests confirmed successful connection with the
HTML page, real-time camera access, and proper interaction with dropdown menus
and textboxes, Fig. 6. User-selected options and entered text resulted in imme-
diate voice playback of messages, demonstrating the functionality’s accuracy and
responsiveness.
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Fig. 6 HTML application for MedRover prototype video camera display and communication

4.4 Environment Mapping System

A two-dimensional representation of the surroundings can be generated using sensors
for distance measurement, with ultrasonic sensors being the cost-effective choice for
this project. To implement the environmental mapping system, the SLAM (Simul-
taneous Localization and Mapping) algorithm was integrated, allowing the robot to
determine its position while constructing a detailed map of the environment [7]. In
each loop iteration, sensor data, including distance measurements from sensors on
both sides of the robot, is collected, processed, and transmitted to the Raspberry Pi
for map creation and navigation.

To test the accuracy of the environmental mapping function and SLAM algorithm
in calculating the position of the robot, the robot was moved with respect to known
objects, such as walls, while the algorithm updated the robot’s coordinates and map.
As it can be seen in Fig. 7, the coordinates of the objects remain constant, while the
coordinates of the robot (blue dot on the map) change accordingly.

The robot has two travel modes: user-dependent and autonomous surveillance.
In the user-dependent mode, the robot moves to user-specified coordinates using
ultrasonic sensors and gyroscope-accelerometer for orientation. The robot’s coordi-
nates are sent to the mobile application through the HTTP server. In autonomous
surveillance mode, the robot detects and avoids obstacles, such as fallen patients.
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Fig. 7 MedRover prototype mapping algorithm test results

For precise distance estimation, a wheel speed control system was designed,
consisting of four PI controllers (one for each wheel) tuned for desired closed-loop
performance using Guillemin-Truxal [8]. The controllers were tested in simulation
and implemented on the microcontroller for the prototype.

4.5 Mobile App Development Using React Native

The React Native framework was utilized for the mobile application, employing
tabbed navigation with a bottom-TabNavigator for user-friendly access to various
sections [9]. The application comprises four main components: HomePage,
MapPage, LivePage, and AboutPage (Fig. 8).

The HomePage acts as the initial landing page, featuring an input field for the
robot’s ID code and providing access to other app pages upon code validation.

The MapPage provides comprehensive environmental mapping and robot move-
ment details. It continuously updates the robot’s position on the map during move-
ment and offers controls to start or stop the robot, reset the environment map, and
save it to the database. Users can also initiate surveillancemode, and an alert message
appears if the robot detects a fallen person.

The LivePage displays real-time camera images from the Raspberry Pi’s HTML
application, enabling user interaction with patients. Users can halt automatic
detection and view the camera upon opening the page.

The AboutPage serves as an informational resource, detailing the MedRover
robot’s chassis, functionalities, and components.

Following development, the application was exported via the Expo Go environ-
ment, creating an apk file compatible with Android and IOS.
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Fig. 8 MedRover Mobile application Home page, Map page, Live page

5 Conclusions

The work presented in this paper has delivered a functional robot prototype that
aligns with predefined objectives. The thorough analysis and design phase success-
fully integrated crucial hardware components, enabling the robot’s effective opera-
tion. Advanced image processing algorithms ensure prompt and accurate patient fall
detection, even in critical situations. The environmental mapping system enhances
navigational capabilities by collecting detailed environmental data and constructing
precise maps. Additionally, the robot can transport medication, improving oper-
ational efficiency. A voice communication system facilitates seamless interactions
with patients, while wheel speed control ensures consistent movement and reliability.
Database connectivity stores environmental maps, location, and orientation data. A
user-friendly mobile application empowers medical staff to oversee and direct the
robot efficiently. Each functionality was tested individually but system tests were
also performed under real conditions proving good results as detailed in Sect. 4.

In summary, this study affirms the functionality and efficiency of the developed
system. The final prototype consistently and effectively performs its tasks, offering
valuable support to medical staff in healthcare settings. These findings highlight
the potential benefits of medical assistant robots for improving patient care and
operational efficiency in medical environments.
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Mixed-Reality-Guided Teleoperation
of a Collaborative Robot for Surgical
Procedures
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Calin Vaida , Corina Radu , Damien Chablat , and Doina Pisla

Abstract The development of advanced surgical systems embedding the Master–
Slave control strategy introduced the possibility of remote interaction between the
surgeon and the patient, also known as teleoperation. The present paper aims to
integrate innovative technologies into the teleoperation process to enhance work-
flow during surgeries. The proposed system incorporates a collaborative robot, Kuka
IIWA LBR, and Hololens 2 (an augmented reality device), allowing the user to
control the robot in an expansive environment that integrates actual (real data) with
additional digital information imported via Hololens 2. Experimental data demon-
strate the user’s ability to control the Kuka IIWA using various gestures to position
it with respect to real or digital objects. Thus, this system offers a novel solution
to manipulate robots used in surgeries in a more intuitive manner, contributing to
the reduction of the learning curve for surgeons. Calibration and testing in multiple
scenarios demonstrate the efficiency of the system in providing seamlessmovements.
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1 Introduction

The concept of teleoperation in surgery marks a significant advancement in medical
technology, allowing surgeons to manipulate instruments from a remote location
with precision. This innovative approach enables the execution of intricate surgical
procedures through robotic systems [1], enhancing the capabilities of medical
professionals, especially for master–slave systems [2, 3].

According to this, it is important to underline how critical are the aspects related
to precision and guidance. Surgeons need high precision to achieve goals while guid-
ance offers real-time information for informed decisions. As medical professionals
continually seek innovative solutions to improve patient outcomes, the integration of
cutting-edge technologies becomes primary [4–7]. A significant component in this
effort is the existent collaborative robotics systems.

The advantages of using collaborative robots in surgical procedure include (1)
safety futures-force and torque sensors, vision systems, and software algorithms
that allow them to detect the presence of humans and respond by slowing down or
stopping; (2) adaptability and flexibility—due to their configuration can be easily
reconfigured for various surgical procedures; (3) human–robot collaboration—these
system being designed to interact with humans. Considering the presented aspects
these systems showed their potential to be used in various complex surgery proce-
dures such as Esophagectomy (esophageal resection), Pancreatectomy (pancreatic
resection) and Hepatectomy (liver resection), which share a common issue, referring
to the location of the tumors in the proximity of critical internal structures imposing
highly accurate resection techniques.

The use of collaborative robots in surgery was discussed in many articles [8–11].
For example, the authors from [10] used the UR5 robot to hold and move the surgical
instruments and the camera during surgeries. The authors of [11] used KUKA LWR
4+ robot to develop a collaborative control framework for teleoperations inMinimally
Invasive Surgery (MIS).

Another innovative technology increasingly used in recent years, demonstrating
real advantages in surgery is related to the augmented reality (AR) and virtual reality
(VR) devices. These devices have the potential to improve surgeries in many aspects
such as: surgical planning and visualization, training and simulation, enhanced navi-
gation, remote assistance, reduced radiation exposure and postoperative monitoring
and rehabilitation [12, 13].

The paper aims to analyze the potential of utilizing collaborative robots and anAR
device (Hololens 2) to enhance teleoperation. The proposed system is designed to
enable the manipulation of surgical robots without the need for additional joysticks
such as 3D space-mouses or haptic devices, offering an intuitive interface. Simul-
taneously, it provides the capability for multi-user operation of the robot, allowing
multiple users with HoloLens devices to use the system. Considering these aspects,
the system can be used in intraoperative phase, having the potential to reduce learning
curves and enhance the overall surgical process for surgeons.
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Succeeding the introduction section, the paper is structured as follows: Section 2
describes the methodology for development of the proposed system including cali-
bration and the protocol for testing. Section 3 describes the results, and Section 4
presents the discussions and the conclusions of the study.

2 Methodology

The teleoperation setup proposed for this study is composed of a collaborative robot,
a laparoscopic camera attached to the robot through a customized flange, and the
augmented reality device, HoloLens 2, as can be seen in Fig. 1. The transfer of
data between systems is based on TCP/IP (Transmission Control Protocol/Internet
Protocol) communication.

2.1 Materials

The chosen collaborative robot wasKUKA IIWA (Intelligent IndustrialWorkAssis-
tant) [14]. The configuration of the system (seven joints) includes integrated force
torque sensors for safe and efficient operation, which enables suitable control of
movement. Its collaborative features not only ensure safety but also make it easy for
tasks which demand precise manipulation. A laparoscopic camera is connected to a
specially tailored flange, this assembly being fixed to the end effector of the robot.

HoloLens 2, aMicrosoft augmented reality device, introduces a hands-free advan-
tage to the described setup. The HoloLens 2 hands free control makes it easier to
perform precisemovements based on handmovement, as part of teleoperation set-up.

Fig. 1 Schematic representation of the proposed system
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2.2 Communication

As can be seen in Fig. 2 the communication is based on TCP/IP connection, assuring
real-time transfer of data.

In the described teleoperation framework, the HoloLens device hosts a standalone
application that provides several functions including a client socket. This applica-
tion is designed to transmit real-time wrist coordinates when a certain gesture (the
pinching) is recognized, these coordinates being then directed to a server socket,
created in Python. Thus, upon initiating the application, it verifies the connectionwith
the Python server, and the application proceeds only when the connection between
the client and server is established. The same prerequisite applies to the connec-
tion between Python and the robot. If the connection is successfully established
among all participants, the pinch gesture from HoloLens is verified, and the data
transfer is initiated upon the recognition of the gesture. The coordinates are further
processed and sent to the end effector of the KUKA robot after being received by the
Python server, enabling real-time control and manipulation. After the pinch gesture
is finished, HoloLens does not transmit any more coordinates until the gesture is
performed again, which stops unintentional robot movements. In order to assure the
transfer of all of required data for a movement, a validation of the movement is

Fig. 2 Schematic representation of the data transfer between Hololens and Kuka



Mixed-Reality-Guided Teleoperation of a Collaborative Robot … 237

implemented in the user interface, thus the user will validate if the movement was
executed by the robot or not.

2.3 Calibration

Hololens has been configured to consider the KUKA coordinate system throughout
the calibration process, ensuring seamless integration and accurate interpretation of
coordinates between the augmented reality device and the collaborative robot.

To address the unit disparity between the KUKA system, which operates
in millimeters, and the Hololens, which uses meters, a normalization step was
implemented.

Additionally, as coordinates are transmitted to the end effector of the KUKA
collaborative robot, the calibration process incorporates the utilization of inverse
kinematics.

For this procedure, the coordinates from the End-Effector are required. The origin
of the coordinate system is positioned in the characteristic point of the End-Effector,
and the axes aligned with the robot native ones enabling a fast computation with
respect to the base of the robot. The integration of robot singularities and trajectory
planning has been realized using the Kuka Sunrise Toolbox.

As part of the calibration process, the robot was moved to a known point in
space. The coordinates of the tip of the laparoscopic camera were then registered for
comparison using specific markers with locations defined accurately with respect to
the fixed coordinates system of the robot. A similar process was carried out for the
cursor from HoloLens.

Ultimately, the robot is positioned in a specific configuration, serving as the
starting point for task execution. This strategic stance facilitates the seamless
initiation of various tasks.

2.4 Protocol for Testing

The protocol for testing and ensuring the functionality of the collaborative robot,
integrated with the Hololens, involves several key steps presented in Table 1. In
the initial setup, the correct configuration and connection of the robot, as well as
verifying the proper functioning of the Hololens is performed. Basic movement
tests are then conducted in an open space to guarantee accurate motion. Calibration
between the robot and Hololens is tested, and the recognition of pinch gestures with
different hand orientations, is verified. Subsequently, specific movement tests are
executed, with emphasis on the insertion of the laparoscopic camera through the
trocar. The laparoscopic camera has 3 degrees of freedom (DOF) and can perform 2
rotational movements around the X-axis, and respectively around the Y-axis, as well
as translation along the Z-axis (Fig. 3a).
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Table 1 Testing protocol

Steps of protocol Description

Initial setup • Ensure proper installation and connection of the collaborative robot
• Ensure Hololens functionality

Basic
movements tests

• Perform basic movement tests in open space to ensure the robotic moves
smoothly and accurately

• Test the calibration between the robot and Hololens
• Test the recognition of the gesture—with pinch gesture, without pinch
gesture, with different orientation of the hand

Task 1 Move laparoscopic camera on plane (The movements are performed on a
2D plane). Task description: A paper where diverse geometrical figures are
drawn, is placed in front of Kuka. The robot, based on the hand’s movement,
should be able to move to a certain point of a figure or to execute movements
throughout the figures from the paper

Task 2 Move laparoscopic camera on 3D space. (The movement is performed on
the 3D space). Task description: In proximity of the robot are placed both
physical objects (a phantom torso) and holograms (projected from Hololens)
The robot should be able to gentle touch these holograms, respectively to
introduce the laparoscopic camera in torso

Task 3 Following a trajectory. Task description: The robot should be able to move
based on certain trajectory drawn by the hand in order to enhance
maneuverability and accuracy

Fig. 3 a Motions of camera; b execution of task 2. Inserting the laparoscopic camera in the
phantom torso (image from Hololens)

3 Results

Considering that the main purpose of this paper is to test the feasibility of a system
composed from an AR device and a collaborative robot, in teleoperation surgery,
aspects such as accuracy, delays and time to complete a task are critical metrics.
The accuracy was calculated taking into account the coordinates of the cursor from
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Hololens and the coordinate of the tip of laparoscopic camera (coordinates of theEnd-
Effector+ the offset caused by the length of the camera—30 cm). The average posi-
tional error was measured at 0.7 mm during the execution of movement 1, presented
in protocol. The positional errors registered for the next step in protocol (movement
2), were 0.8 mm when the user had to touch the holograms with the laparoscopic
camera and 1.1 mm when the task was the introduction of laparoscopic camera in
torso (Fig. 3b).

For the final test the positions of the end effector and the positions of the hand have
been registered to analyze the trajectories. As can be seen in Fig. 4, the collaborative
robot has been able to follow closely the trajectory of the hand.

Considering the protocol for data transmission, the average delay registered
between the hand and the robot was almost 0.1 ms. It has been observed that sudden
movements tend to create an additional delay caused by the large amount of data that
should be processed.

The average time to complete the tasks was 1 min and 45 s for the first one, 2 min
and 15 s for touching all holograms, 1 min and 52 s for introducing the camera in the
torso, and 40 s for task 3. These tasks were completed by three users with different
levels of experience with the Hololens device.

Fig. 4 Graphical representation of the trajectory registered from the wrist of the hand (red line)
and end-effector trajectory (blue line)
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4 Discussion and Conclusion

Based on the tests performed with the proposed system, Kuka collaborative robot
demonstrated the capability to effectuate accurate movements based on real time
commands from Hololens, for all proposed tasks. However, tasks of varying
complexity showed proportional errors, as can be seen between Task 1 and Task 2,
reflecting the demand for increased dexterity. Data transmission was executed with
a small delay, which indicates the potential of this system to be used in real-time
applications such as surgery.

The proposed system is feasible for teleoperation, bringing in addition the advan-
tage of allowing multi-user manipulation if there are more Hololens devices, facili-
tating collaborative decision-making and enhancing overall surgical efficiency. This
real-time, intuitive control system has the potential to optimize surgical procedures,
reduce learning curves, and improve outcomes for the surgical team.

Another advantage is given by its collaborative design, thanks to which potential
collisions do not lead to damage.Additionally, the robot provides the option to restrict
each jointwithin a virtual plane, ensuring that the robot stayswithin predefined spatial
boundaries.

To respond to the specific task of holder for laparoscopic camera, there are other
aspects that should be also taken into consideration. First of all, in order to avoid
unwanted behavior, the robot executes a linear displacement to the insertion point.
Before the insertion, the camera is aligned with the insertion point. Following this
alignment, the insertion is carried out incrementally, with minimal increment and
minimal velocity (both the velocity and the increment are selected by the user from
the interface). Another important factor is the scaling between the movement of
the human operator and the robot. This component is also implemented in the user
interface and allows the user to scale the movement, in accordance with his needs.

In conclusion, the teleoperation setup combining Kuka IIWA and HoloLens 2 can
bring a significant advancement in surgical technology. The collaborative system,
together with HoloLens device, used in intraoperative phase holds promise for
improving surgical precision, safety, and overall outcomes.

This system, built around the collaboratives robot and the augmented reality device
HoloLens 2, can be easily integrated into diverse collaborative systems.

Acknowledgements This work was supported by the project New smart and adaptive robotics
solutions for personalized minimally invasive surgery in cancer treatment—ATHENA, funded by
European Union—NextGenerationEU and Romanian Government, under National Recovery and
Resilience Plan for Romania, contract no. 760072/23.05.2023, code CF 116/15.11.2022, through
the Romanian Ministry of Research, Innovation and Digitalization, within Component 9, invest-
ment I8 and by a grant of the Ministry of Research, Innovation and Digitization, CNCS/CCCDI—
UEFISCDI, project number PN-III-P2-2.1-PED-2021-2790 694PED—Enhance, within PNCDI
III.



Mixed-Reality-Guided Teleoperation of a Collaborative Robot … 241

References

1. Pisla, D., Plitea, N., Gherman, B., Pisla, A., Vaida, C.: Kinematical analysis and design of a new
surgical parallel robot. In: Proceedings of the 5th International Workshop on Computational
Kinematics, Duisburg, Germany, pp. 273–282 (2009)

2. Luo, J., He, W.Y, Chenguang: Combined perception, control, and learning for teleoperation:
key technologies, applications, and challenges. Cognitive Comput. Syst. 2(2), 33–43 (2020).
Title of a proceedings paper. In: Editor, F., Editor, S. (eds.) Conference 2016, LNCS, vol. 9999,
pp. 1–13. Springer, Heidelberg (2016)

3. Vaida, C., Pisla, D., Plitea, N., Gherman, B., Gyurka, B., Stancel, E., Hesselbach, J., Raatz,
A., Vlad, L., Graur, F.: Development of a control system for a parallel robot used in minimally
invasive surgery. IFMBE Proc. 26, 171–176 (2009)

4. Kazanzides, P., Vagvolgyi, B.P., Pryor, W., Deguet, A., Leonard, S., Whitcomb, L.L.: Teleoper-
ation and visualization interfaces for remote intervention in space. Front. Robot. AI 8, 747917
(2021)

5. Gerup, J., Soerensen, C.B., Dieckmann, P.: Augmented reality and mixed reality for healthcare
education beyond surgery: an integrative review. Int. J. Med. Educ. 18(11), 1–18 (2020)

6. Pisla, D., Birlescu, I., Vaida, C., Tucan, P., Pisla, A., Gherman, B., Crisan, N., Plitea, N.:
Algebraic modeling of kinematics and singularities for a prostate biopsy parallel robot. Proc.
Rom. Acad. Ser. A 19, 489–497 (2019)

7. Vaida, C., Crisan, N., Birlescu, I., Andras, I., Pisla D.: Preliminary assessment of artificial
intelligence agents for a SILS robotic system. In: 2021 International Conference on e-Health
and Bioengineering (EHB), Iasi, Romania, pp. 1–6 (2021). https://doi.org/10.1109/EHB52898.
2021.9657717

8. Tucan, P., Vaida, C., Horvath, D., Caprariu, A., Burz, A., Gherman, B., Iakab, S., Pisla, D.:
Design and experimental setup of a robotic medical instrument for brachytherapy in non-
resectable liver tumors. Cancers 14, 5841 (2022)

9. Man, L., Meghan, M., Dhir, P., Aravindh, N., Edwards, P.A.: Telemedicine, telementoring, and
telesurgery for surgical practices. Curr. Probl. Surg. (2021)

10. Schwaner, K., Iturrate, I., Holm, J.K.,Rosendahl Dam, C., Jensen, P., Rajeeth Savarimuthu,
T.: MOPS: a modular and open platform for surgical robotics research. In: 2021 International
Symposium on Medical Robotics (ISMR), Atlanta, GA, USA, pp. 1–8 (2021)

11. Su, H., Sandoval, J., Vieyres, P., et al.: Safety-enhanced collaborative framework for tele-
operated minimally invasive surgery using a 7-DoF torque-controlled robot. Int. J. Control.
Autom. Syst. 16, 2915–2923 (2018)

12. Abdullah, T., Wiro, J.N., Eppo, B.W., Theo,W.: Evaluation of marker tracking using mono and
stereo vision in Microsoft HoloLens for surgical navigation. In: Proceedings SPIE 12034,
Medical Imaging 2022: Image-Guided Procedures, Robotic Interventions, and Modeling,
pp. 1203415 (2022)

13. Birlo, M., Edwards, P.J.E., Clarkson, M., Stoyanov, D.: Utility of optical see-through head
mounted displays in augmented reality-assisted surgery: a systematic review. Med. Image
Anal. 77, 102361 (2022). https://doi.org/10.1016/j.media.2022.102361

14. https://www.kuka.com/en-us/products/robotics-systems/industrial-robots/lbr-iiwa. Accessed
in 15 Jan 2024

https://doi.org/10.1109/EHB52898.2021.9657717
https://doi.org/10.1016/j.media.2022.102361
https://www.kuka.com/en-us/products/robotics-systems/industrial-robots/lbr-iiwa


Task Oriented Collaborative Robots:
Intervention in Repetitive Task
for Worker Well-Being

Ashita Ashok, Jovan Šumarac, Aleksandar Rodić, and Karsten Berns

Abstract This study investigates the role of Task-Oriented Collaborative Robots in
repetitive tasks, specifically focusing on enhancingworkerwell-being.A comprehen-
sive dataset capturing key human ergonomic factors of fatigue, mood, andmotivation
across 150 builds of a furniture assembly task was developed. Utilising the preci-
sion of ZED2 RGB-D camera, three hours of visual data per 6 participants enabled
monitoring of upper body movements. Each build sample is complemented by self-
reported questionnaires on psychological states of mental fatigue (MF), mood, and
motivation. The key findings reveal significant variations in fatigue levels, mood, and
motivation and their correlation with task performance, measured by average task
completion time.Notably, gender-based disparities in reportingMFand total comple-
tion time were observed. A key proposal to integrate verbal alerts with collaborative
robots (cobots) such as UR5 emerges from this study. These findings underscore
the potential of cobots in mitigating worker fatigue and improving task efficiency to
revolutionize worker well-being and productivity in repetitive industrial tasks.
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Institute Mihajlo Pupin, University of Belgrade, Belgrade, Serbia
e-mail: jovan.sumarac@pupin.rs

A. Rodić
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1 Introduction

In contemporary industrial contexts there is an increasing prevalence of repetitive
tasks of manufacturing component and its assembly. Despite contributing signifi-
cantly to mass assembly of identical or similar items on a significant scale, exposes
the workforce to considerable challenges of well-being and productivity. It also
increasing the risk of errors [4]. The workforce engaged in repetitive tasks find
themselves conducting identical motions for long durations which leads to bodily
strains known as musculoskeletal disorders (MSDs), as well as mental strains, such
as mental fatigue (MF) and lower motivation. Furthermore, the physical demands,
coupled with the monotony of the tasks, adversely impact the workers’ mood. In
order to address issues pertaining to the workforce, a collaborative approach towards
repetitive manufacturing task with collaborative robots (cobots) can be considered
for human-robot collaboration (HRC). In particular, the supportive HRC [3] sce-
nario in which the robot assists the worker on the same task simultaneously within
collaborative work-cell, emerges as a favorable approach. Cobots, equipped with
sophisticated noncontact sensors and machine learning algorithms, aid human work-
ers in optimal task execution. They enable real-time monitoring of physiological
indicators and intervention during human detrimental factors.

Cobot intervention strategies in supportive HRC can be divided into two parts:
One, where the cobot provides verbal alerts, and, another where the robot assists in
the completion of the task. After the advent of the UR51 cobot in 2008 by Univer-
sal Robotics, cobot usage in industrial applications expanded rapidly. Collaborative
robotics further highlights a potential avenue for enhancing worker well-being and
repetitive task efficiency.

Existing research revolving in HRC includes human perception of action and
intent recognition, learning from demonstration and reinforcement. It is recognized
that posture related muscle fatigue during repetitive tasks can be assessed through
factors such as intensity and duration. Despite the potential applications of HRC,
there exists a research gap in the development of possible intervention strategies
for cobots to assist human workers during a repetitive task, such as, assembling
a drawer unit. There is additionally a lack of comprehensive datasets with labels
of human detrimental factors such as MF, motivation, and mood, also known as
microergonomics [9]. Acknowledgment of developing MF risks for assembly-line
industrial workers, asks for further research to establish strategies to reduce this risk
via cobot intervention and gainmore insights onworker performance andwell-being.

The presented study emphasizes human-centered cobot intervention strategies
for assembly line industrial HRC with implementation focus on improving worker
ergonomics. It highlights the development of a robust dataset and tailored intervention
strategies. The main purpose of this work was to generate a dataset with human-
annotated features of self-reported MF, mood, and motivation during assembly line
task involving the continuous building of drawer units. This research underscores the
measurement and thereaftermodelling of human psychophysical data to increase task

1 https://www.universal-robots.com/about-universal-robots/our-history/.

https://www.universal-robots.com/about-universal-robots/our-history/
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productivity and develop a cobot-supported algorithm for real-time identification of
MF, offering intuitive feedback to human workers which also falls into the category
of human-robot interaction (HRI).

The study’s findings reveal that the collected dataset effectively illustrates worker
fatigue induced during task execution. This dataset shows scope in developing cobot
interventions to provide a supportive HRC scenario through audio alerts with the
goal to maintain worker well-being. The current research builds on existing findings,
aiming to provide an insight of naturally occurring fatigue and cobot interventions
suitable for industrial environments.

2 Related Works

Mental fatigue (MF) is known to negatively influence the task performance of human
workers, impacting situation awareness, accident rates, task difficulty and motiva-
tional levels [12]. This section discusses relevant studies on human-robot collabora-
tion (HRC) in repetitive tasks, particularly focusing on workforce experiences with
MF and cobot adaptation.

The concept of situational awareness in HRC involved examining the effects
of gender and fatigue states on different levels of cobot assistance [6]. The study
employed a UR10 robot in a 10-session, in-person HRC environment, engaging 16
participants in a metal surface polishing task. The task was carried out using a joy-
stick control of the cobot in 4 conditions (fatigue/no fatigue; low/high). Fatigue was
induced through a computer-based cognitive task (2-back test), with performance and
situational awareness assessed using Likert scale, situation awareness rating tech-
nique (SART), and NASA task load index questionnaires, and heart rate variability
(HRV) measurements. The principal finding of this study is that participants experi-
enced higher levels of fatigue with low robotic assistance and less situational aware
with high assistance. Furthermore, the research identified a significant interaction
between MF and sex; notably, females reported greater fatigue than males under
similar conditions.

A recent study explored the interaction between MF and performance in a repet-
itive dual-task setting [5]. A participant pool of 11 (N = 5 males, N = 6 females)
performed both physical (repetitive lifting-lowering of a box) and cognitive (subtrac-
tion task) tasks both with and without an exoskeleton support (Exo versus NoExo).
The study assessed task performance, workload, MF, and boredom using NASA-
TLX, M-VAS, and B-VAS questionnaires. Post-task interventions included a 60-
Minute Intervention (Stroop task) or Control Activity (watching documentary). The
results indicated no significant interaction between MF and performance accuracy,
or movement duration; increase in boredom after the Stroop task where as decrease
after watching documentary. Further findings indicated job rotations with breaks to
counter MF among industrial workers.

Another pivotal study by Shah et al. [12] focused on a UR16e cobot’s adaption
to assist fatigued human workers during the surface polishing task [12]. This study
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involved 16 participants, balanced by gender, using a joystick-controlled cobot fol-
lowing an S-shaped trajectory (same task as in [6]) modelled using discrete markov
decision process. The cobot’s intervention strategy was based on observed worker
fatigue, with performance evaluated under various assistance conditions. The results
concluded that robot adaptation policies during tasks were affective in reducing
worker MF and improving task performance.

The critical distinction between these studies and the current research lies in the
approach to fatigue induction. While previous studies induced fatigue externally
through experimental tasks as the stressor, this study observes fatigue as it occurs
intrinsically during task completion. This approachmirrors the real-world experience
of industrial workers more closely, offering insights into natural fatigue occurrences
in repetitive tasks.

3 Method

The primary objective of this study was to develop a dataset capturing human
ergonomics, specifically to detect worker fatigue, mood andmotivation during repet-
itive furniture assembly task. This dataset would subsequently facilitate the develop-
ment of robot interventions to mitigate human errors, thereby increasing productivity
and improving worker well-being.

3.1 HRC Setup

The experimentwas conducted in theRobotics Laboratory of InstituteMihajlo Pupin,
Serbia for the period of 1week. A workspace was set up featuring a bi-manual Uni-
versal UR5 robot torso (as shown in Fig. 1) with StereoLabs ZED2 sensor mounted
atop. RBG-D sensor positioned 1.25m from the human worker, this setup included a
task of assembling two drawer units in a repetitive manner, to simulate a continuous
workflow. The next assembled drawer unit was disassembled behind the workspace
by an experimenter and placed to the right of the worker. The ZED2 sensormonitored
the participants, correlating physical activity with self-reported psychological states.

3.2 Participants

A participant sample of N = 6 (3 females; 3 males) were recruited. They provided
written consent for the use of their video recordings and experimental data, and
confirmed they were free from cognitive or muscular ailments. All participants were
right handed with mean age of 27years (range 22–35years).



Task Oriented Collaborative Robots: Intervention … 247

Fig. 1 The bi-manual Universal UR5 robot torso used in this study [11]

3.3 Experimental Design

Each session began with a task briefing by the experimenter along with the building
instruction sheet. Participants were tasked with assembling a small and medium-
sized drawer units, completing a total of 150 builds as shown in Fig. 2.2 The task was
structured into cycles: assembling a drawer unit, questionnaire completion, and then
assembling the next drawer unit while the previous one was reset by an experimenter.
The first cycle continued for one hour, followed by a 10 min break, second cycle, 1h
lunch break, third cycle, 10 min break, finally the fourth cycle ended the participant
session. 2 males and 1 female participant finished their builds by the third cycle.
The total mean completion time was 3h 17min. The following scenario provided
to participants was: In this scenario, imagine yourself as a beginner worker in the
furniture industry, AEKI. Please answer the below listed questions that are related
to the task you just finished. Make sure you answer as quickly as you can and only
select one option per question. After each assembly, they completed questionnaires
on their motivation [8, 13], mood [2], and fatigue [7].

Among the 8 motivation assessment set, three task-specific questions were ana-
lyzed: I think that this task is interesting (M1); I feel good when doing this task
(M4); I feel a great sense of personal satisfaction when I do it (M7). SAM rat-
ings for mood covered Pleasant-Pleased-Neutral-Unsatisfied-Unpleasant (valence),
Calm-Dull-Neutral-Wideawake-Excited (arousal), and Dependent-Power-lessness-
Neutral-Powerful-Independent (dominance). For mental fatigue four task-specific
questions out of 9 were analyzed: The task brings on fatigue (F2); Fatigue interferes
with my physical functioning (F4); Fatigue interferes with carrying out certain duties
and responsibilities (F7); Fatigue interferes with my work, family, or social life (F9).

2 Note: Consent for image use obtained from participant.
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Fig. 2 A participant building a drawer unit during the 6-step experimental task

4 Dataset Analysis

The dataset collected for this study can be requested via email to the author.

4.1 Human Upper Body Tracking

Fig. 3 A participant with 34-point skeletal model from ZED2

The analysis utilised approximately three hours of visual data per participant, with
focus on spatiotemporal aspects of human upper body movements during the assem-
bly task. The StereoLabs ZED2 RGB-D camera, chosen for its advanced human
tracking algorithms, provides a 34-point skeletal model,3 rendering a 2D visualiza-
tion of the participant. For motion tracking, 20 key points (e.g. LEFT_WRIST(7),
RIGHT_CLAVICLE(11), NOSE(27), etc.) were extracted as shown in Fig. 3. The

3 https://www.stereolabs.com/docs/body-tracking.

https://www.stereolabs.com/docs/body-tracking
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adoption of external camera sensor, with its state-of-the-art skeleton tracking model
is suitable for diverse user groups from industrial and laboratory settings.

4.2 Worker Fatigue, Mood, and Motivation

Human factors likemental fatigue (MF) influence human trust in the robot [12], there-
fore detecting worker fatigue, mood, and motivation is crucial for optimal human-
robot collaboration (HRC). The study acknowledges and indicates gender-based
disparities in total completion time and builds per hour, as illustrated in Table1.
Analyzing the Table2 the following interpretations of worker states can be observed.
Average MF ratings ranged from moderate (F2: 2.55–6.45) to significant (F4: 2.91–
6.08, F7: 2.68–5.93, F9: 2.72–6.02), indicating varying levels of fatigue and its impact
on physical functioning and daily responsibilities. Notably, participant P03 exhib-
ited the highest fatigue levels (F2, F4, F7), with P01 scoring highest on F9, whereas
P06 reported the lowest levels, underscoring individual differences. Emotional states
were generally neutral, with valence averaging between 2.78 and 3.31, and arousal
between 3.08 and 3.59, indicating a tendency towards feeling ’Wideawake’ rather
than ’Dull’. Motivation ratings varied moderately (M1: 1.97–4.62, M4: 1.85–4.21,
M7: 1.85–4.48), with P01 reporting the highest and P02 the lowest levels.

Table 1 Participant demographics

PId Sex Total(h:m) Builds (per h)

P01 F 3:54 26 + 40 + 44 + 40

P02 M 3:36 29 + 46 + 36 + 39

P03 F 3:17 28 + 44 + 57 + 21

P04 F 3:02 44 + 53 + 53

P05 M 3:06 44 + 52+ 54

P06 M 2:51 50 + 58+ 42

5 Conclusion

This research aims to highlight the importance of integrating collaborative robots
(cobots) in repetitive tasks to enhance worker well-being. Findings reveal signifi-
cant variations in worker fatigue, mood, and motivation, with notable gender-based
differences. Data from ZED2 camera for tracking and analyzing human upper body
movements established a correlation between physical activity with psychological
states. In light of these findings, the study advocates the next phase of research should
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Table 2 Means fatigue, mood, and motivation levels of participants

PId∗ F2 F4 F7 F9

P1 4.37 4.98 5.07 6.02

P2 3.96 3.94 3.82 3.48

P3 6.45 6.08 5.93 3.31

P4 6.01 5.14 4.27 4.00

P5 4.46 4.39 4.38 4.44

P6 2.55 2.91 2.68 2.72

PId‡ Val Aro Dom

P1 2.78 3.08 3.30

P2 3.10 3.32 3.2

P3 2.06 2.62 4.19

P4 3.27 3.32 2.8

P5 3.86 3.59 3.48

P6 3.43 3.43 3.00

PId† M1 M4 M7

P1 4.62 4.21 4.48

P2 1.97 1.96 1.85

P3 2.35 2.39 2.19

P4 3.99 4.02 3.68

P5 3.04 2.98 3.08

P6 3.16 3.81 3.47
∗Fatigue
‡Mood
† Motivation

refine cobot intervention strategies to address individual fatigue patterns across a
larger, more diverse sample and various repetitive tasks. The study proposes the
introduction of verbal interventions in cobots, as supported by prior research in ver-
bal human-robot interaction (HRI) [1, 10]. Suggested adaptations include audio alerts
[12] such as “Please take a break” in response to detected low fatigue levels, aiming
to enhance worker well-being and trust in cobots. Future research directions include
exploring personalized cobot responses. Additionally, investigating the long-term
impacts of cobot assistance on worker productivity and mental health will provide
deeper insights into supportive human-robot collaborative industrial settings.
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Industry Needs in Robotics Education

Francesco Aggogeri, Nicola Pellegrini, and Riccardo Adamini

Abstract This paper presents the outcomes of the investigation conducted in a
specific Italian region on the robotics usage and integration within the manufacturing
sector. The adoption of robotic solutions has been examined selecting representative
users and providing a technical survey. Data collection is based on homogeneous
population of about 2500 companies, that 655 have been directly interviewed in
2021–2023 period. The used types of robots, their main applications, the corporate
dimension, the issues experienced, are the information collected to build the needs
derivate predominantly from the lack of competences. The results of the investigation
highlight a presence of articulated robots. Large companies demonstrate a superior
ability to adapt to robotic cells and the definite hiring strategywhere theM.Sc. degree
in Automation Engineering is the preferred figure. The mapped robotic competences
gaps are the significant input to fine tuning the educational proposal from University
at Engineering profile to react at industrial needs. Finally, companies of all sizes
confirmed the vision on approval of the installed robots and indicated the intention
to progress the implementation in the 2023–2026 period.

Keywords Industrial robotics · Robotics education · Robotics impacts

1 Introduction

As demonstrated in recent investigations [1, 2], the robotics installations are expected
to increase by 10% in the next years, following the positive trend of the last decade. At
the same time, production facilities are transforming into extremely flexible factories
[3–7], allowing manufacturers to respond to customer demand for a greater variety
of products [8], and maintaining high productivity indicators [9, 10]. Additionally,
factory equipment is becoming increasingly digitalized [11–16]. These elements
have contributed to the growth of new needs from Industry. New skills, abilities and
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expertise are required toworkers to facilitate the integration andmanagement of these
technologies. In this way, educational institutions and centers have the responsibility
to map and analyze these requirements, to evaluate and promote new activities and
courses, focused on covering possible knowledge gap [17–19]. This study aims to
present the results of a structured investigation developed by BRIXIA Robotics and
Industrial Automation monitoring center (https://osservatoriorobotica.unibs.it/) on
the industrial robotics effects, involving a sample of + 600 companies, using both
surveys and Italian company databases of statistical and financial analyses. The
research has been developed in the Province of Brescia, a large industrial area in the
north of Italy, characterized by 4890 manufacturing companies (large, medium and
small enterprises) with a production value of + 48 billion Euro. A specific part of
the study is devoted to collect data and information directly from robot end-users to
assess the required expertise of companies’ personnel to use robotics effectively.

2 Research Methodology

Italy is the sixth largest globalmarket of industrial robotswith an installation increase
(year over year) by 6.5% in 2022. The Province of Brescia is one of the first areas in
Europe for the number of installed robots and the density of robots per employee. The
research focuses on exploring the mechanical industry that represents about 50% of
the number of manufacturing companies and employees in the province of Brescia.

In the first part of the research a preliminary analysis of statistical company
databases was performed to identify a heterogeneous sample of companies to be
involved in the investigation. Then, a group of+ 600 companies was selected based
on several parameters (e.g., type of production systems, revenues, sales growth,
number of employees, R&D investments, …) and classified in categories, as shown
in Table 1.

The company survey was based on several topics: state of the art—to map the
current state of company robotics (e.g., type of robots, applications, level of maturity,
level of satisfaction of robotics use, …), impact—to assess the effects of robotics
on company’s key performance indicators (e.g., productivity, quality, availability),
competences—to analysis the current workers’ skills and the new required expertise
and future vision—to evaluate the potential opportunities of robotics in the next years
(2023–2026).

Table 1 Company clusters definition

Company cluster No. employees Revenues (Mln)—Euro Total balance (Mln)—Euro

Large > 250 > 50 > 43

Medium < 250 < 50 < 43

Small < 50 < 10 < 10

Micro < 10 < 2 < 2

https://osservatoriorobotica.unibs.it/
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Table 2 The main issues experienced in industrial robotics applications

Robotics application issues Large (%) Medium (%) Small (%)

Specialized personnel presence during production 31 29 11

Challenges in programming and managing the robot 9 24 40

Issues caused by sensors 22 14 18

Unexpected maintenances 17 17 22

Assistance 17 10 10

Malfunctioning of accessories 17 5 22

Frequent human intervention 17 5 0

Frequent production interruptions due to robot issues 9 2 0

2.1 Overall Results of the Survey Investigation

The main results of the investigation show an intense presence of robots (+10,000
units) in the involved companies with a high density of robots per employee (1 robot
per 10 employees), although their implementation is still limited and fragmented in
certain specific companies. The constraint is notable for small and medium-sized
enterprises (SMEs), where investments of this type of technology have tradition-
ally been expensive and inaccessible. The main installed model is the anthropo-
morphic robot that is used in machine tending and handling activities (100% large
companies, 92% medium companies, and 77% small companies). There are several
cases of SCARA and artesian robot applications. Unexpectedly, COBOTS, despite
their considerable potential and adaptability to various business contexts, remain
largely unknown or underutilized, in small and medium-sized enterprises. A signifi-
cant group of companies (75%) are satisfied from the installation of robotics, while
only 15% is not fully satisfied, identifying several criticalities and issues in robotics
management.

Table 2 lists the main criticalities due to the use of robotics. For instance, small
companies highlight the lackof employee expertise in programming andmanagement
the robots, while the robots installed in large companies’ plants require an intense
presence of specialized personnel during the production. Other issues are identified
in using sensors and accessories. A significant part of these issues is directly linked
to expertise and skills of the workers involved in the manufacturing processes.

2.2 The Required Competencies for Industrial Robotics

The outcome of the analysis shows the technological advancements that the compa-
nies are facing in the field of robotics, in terms of automation and abilities. To map
the industry needs in robotics managing, the survey focused on a set of questions
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regarding the state of art of workers’ expertise. It is noted that 18% of large compa-
nies declare partial skills of employees to use robots, while 38% of small companies
highlights the lack of competencies of the internal personnel. This element represents
a critical constraint to invest and install new technologies.

Nevertheless, a set of activities may be developed to compensate the lack of
skills, as hiring new personnel with high expertise or training employees in life-long
learning approach.

Table 3 states the implemented actions stratified by company size group.
The results underline the different approach in overcoming the robotics issues

by type of companies. The large and medium-sized group focuses on hiring new
personnel and strengthening the expertise of existing employees, while the small
and micro-sized companies evaluate to use training or outsource the activities that
are not able to solve using internal workers.

Table 4 shows the main competencies that companies evaluate for employees to
use robots effectively.

The results confirm that large companies focus on robot simulations and virtual
commissioning, digital twin and artificial intelligence to optimize the existing and
new robotics systems.

In contrast, small and micro-sized companies prefer to increase the basic knowl-
edge of robotics, selecting technical figures for robot programming and vision system
integration. Finally, the investigation highlights an industrial demand by each type
of companies related to the robot safety standards and mechanical maintenance for
manufacturing companies.

In the light of these considerations, the main professional figures to be hired in
the next future are listed in Table 5 by different type of companies.

The Master’s degree in Automation Engineering is preferred by 54% of large
companies that are looking for a multidisciplinary profile able to develop and imple-
ment hardware and software components. The industrial technician with a more
direct and practical background, based on previous experience is the preferred figure
for 56% small-micro companies also considering the general limited attitude to
innovations.

The same action is recognized by 32% of large companies. Medium-sized compa-
nies have a more heterogeneous distribution of their preferences. The industrial tech-
nician and the M.Sc. Automation Engineer are the preferred figures for the half of
medium-sized companies.

Industrial and Mechanical Engineer represent the alternative figures in robotic
context, in particular in large companies with minor relevance, close to 25% and
14%, correspondingly.

Table 3 Actions to
compensate for lack of skills Types of actions Large (%) Medium (%) Small (%)

New personnel hiring 26 20 5

Training for employees 90 90 58

No actions 0 0 42
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Table 4 Actions to compensate for lack of competencies

Assets of competencies Large
(%)

Medium
(%)

Small
(%)

Robot simulation and virtual commissioning 84 62 12

Robot programming 72 75 81

Sensors installation and integration 62 45 34

Trajectory planning and definition 71 61 23

Mechanical maintenance 78 51 92

Programming for welding application 71 66 87

Integration of vision system 35 43 82

Digital Twin and MES communication 78 63 23

Artificial Intelligence (e.g., anomaly detection, perception and
decision-support)

85 31 13

Layouts optimization procedures 82 42 28

Robotics cells design (basic knowledge of mechanics, electrics,
and informatics)

88 65 32

Time and methods analysis 62 64 61

Robot safety standards 80 74 88

End-effector and gripper design 45 35 34

Basics of new robotics solutions (e.g. COBOT) 79 55 25

Knowledge to integrate robots with other devices (e.g. program
languages)

85 65 43

Mechanical design of customized robots 48 34 25

Business cases for robot integration 39 48 54

Table 5 Actions to compensate for lack of skills

Hiring profile Large (%) Medium (%) Small (%)

Industrial technician 32 49 56

Automation engineer (Bachelor’s degree) 46 11 5

Automation engineer (Master’s degree) 54 34 28

Industrial engineer (Master’s degree) 25 16 13

Mechanical engineer (Master’s degree) 14 9 4

Other engineer (Master’s degree) 8 1 3

2.3 The Future Vision of Robotics in Local Area

In this section, authors present the collected robotic installations intentions for the
period 2023–2026 in Brescia area. A significant correlation is noted related to the
adoption of robotics and the hiring of specialized profiles in Automation Engineering
among different size companies, Fig. 1. Three regions have been defined: (i) green
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coloured as grow business context with high potentials and the request of experienced
human capital and advanced technologies, (ii) orange coloured region characterized
by uncertainties and stationary business and (iii) grey coloured region as conservative
and low risk business.

Large companies confirm to be leading in terms of adoption of advanced tech-
nologies, 98% of interviews expressed their intention to install robots in the next
three years. Moreover, 61% of large companies intend to hire a M.Sc. Automation
Engineer in the same time period. Then, the 57% of medium-sized companies expect
to install robotics and 21% of them plan to hire an M.Sc. Automation Engineer.

Finally, SME companies declare a promising development, 78% is planning to
adopt robotic solutions. However, the correlationwith high human capital investment
is not confirmed, 11% of SME plan to hire a M.Sc. Automation Engineer. Data
shows that SMEs recognize the robotic trend and benefits although the awareness in
competences is a substantial weakness topic.
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Fig. 1 Vision of robotics in Brescia area 2023–2026 period
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3 Discussion and Conclusions

This study highlights the main opportunities that may be obtained from industrial
robotics. The analysis of the collected data shows that the Province of Brescia is a
significant area in Europe based quantitative parameters as: i) the number of installed
robots, and ii) the density of robots per employee (1 robot per 10 employees). Never-
theless, local companies, in particular SME companies, exhibit constraints towards
the integration of robotic cells due to a low awareness.

Education in robotics may enable the appropriate competence to enhance human
resources in installation of robot, managing and optimization of robot adoption in
industrial context.

The survey provides direct feedback of companies that considers the robot instal-
lation as a success story, and their intention in the continuous technological devel-
opment. SME and micro sized companies recognize their boundaries in knowledge,
for that reason the expert hiring and/or qualified training is a daily need.

Nowadays, the University of Brescia provides in various engineering curricula
different courses that includes the main topics and aspects mapped in the survey to
cover the identified knowledge gap in Automation and Robotics.

In particular, the Bachelor’s degree of Automation Engineering the course “Func-
tional design laboratory of automation systems”—75 h duration, in the Bach-
elor’s degree of Product and process industrial techniques the course “Automation
systems laboratory”—180 h duration, and in Master’s degree the “Robotic cells and
automation systems” course—90 h duration.

The active synergy demonstrated by the University and the local companies
facilitates their technological transformation, sustaining and promoting initiatives
to overcome the challenging needs, with respect to the demands of the industrial
requirements.

Acknowledgements The authors sincerely thank all the companies that have participated to this
investigation.
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Unimate and Beyond: Exploring
the Genesis of Industrial Robotics

Ovidiu-Aurelian Detesan and Iuliana Fabiola Moholea

Abstract This paper delves into the detailed historical advancement of robotics,
tracing the trajectory of technological development that led to automation across
various fields. The historical overview extends from ancient times to the mid-1960s,
with a specific focus on the core of industrial robotics. Significant achievements
that have profoundly influenced the contemporary industrial landscape are high-
lighted, unraveling the story from the early origins of robotics to the introduction
of the first industrial robot, Unimate. Within the industrial context, pivotal innova-
tions from the early stages of industry are unveiled, emphasizing their far-reaching
impact on automation. Adopting a panoramic historical research approach and incor-
porating a multi-perspective view, this paper provides a comprehensive account of
the evolutionary history of robotics. Beyond documenting technological advance-
ments, it addresses broader issues, including challenges, implications, and ethical
considerations associated with robotics. By lifting the veil on the evolutionary path
of innovation and automation, this paper throws light on the first impact of robotics
on industry.

Keywords Industrial robotics · History · Evolution

1 Introduction

The evolution of robotics is an incredible story filled with events that have shaped the
course of human history and revolutionized it through technological developments
and paradigm shifts. Robotic history can be traced from old ages where automa-
tons and mechanical gadgets depicted humanity’s first attempts to create automated
systems.
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Present Day Landscape. The robotics of the moment is a wide area that encom-
passes different applications like autonomous vehicles, drones and humanoids.
This has been made possible through increased Artificial Intelligence and Machine
Learning as well as sensing technologies, which have advanced robotics into unfa-
miliar territories and redefined the way industries, health care services, education
systems and normal life operate.

The history of robotics can be seen as a continuous process of innovation dating
back to ancient automata leading to contemporary complex robots. On exploring the
historical scenery of robotics it is clear that every epoch influenced these machines’
development in one way or another hence changing their use in various sectors
serving mankind.

The following research question can be formulated: how has the historical evolu-
tion of robotics, spanning from ancient times to the mid-1960s, influenced the devel-
opment and integration of industrial robotics, with a specific focus on the emergence
of the first industrial robot, Unimate?

To the previous question, the following hypothesis can be issued: the historical
evolution of robotics has played a pivotal role in shaping the landscape of indus-
trial automation. The progression from ancient automata to the mid-1960s, marked
by key technological advancements, has laid the foundation for the integration of
industrial robotics. Specifically, the introduction of Unimate, as the first industrial
robot, represents a transformative milestone, catalyzing advancements in automation
technologies and influencing societal perspectives on the role of robotics in industrial
settings.

2 Ancient Automatons (Ancient Times to Seventeenth
Century)

Ancient automata, spanning from ancient times to the seventeenth century, represent
some of the earliest attempts to create self-moving and programmable machines.
These early automata laid the foundation for the development of more sophisticated
robots in later centuries. While the term robotics is a modern concept, the principles
and ideas behind these ancient devices laid the framework for the development of
automated and programmable machines. The following key examples show their
significance in the context of the history of robots.

The Antikythera Mechanism (circa 150–100 BC). Often referred to as the
world’s first analog computer, the Antikythera Mechanism [1] was used for astro-
nomical calculations. It consisted in advanced gear mechanisms and demonstrated
the concept of a mechanical device performing complex calculations.

Hero of Alexandria’s Automata. Hero of Alexandria (circa 10–70 AD), a
Greek engineer and mathematician, made some notable contributions to the field
of automata [2, 3]. His work laid the foundation for the mechanical principles that
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would later influence the development of robotics. His work demonstrated prin-
ciples of pneumatics, hydraulics, and mechanical engineering, materializing early
programmable motion. Some of his creations include:

• Theater of Automata: Hero’s most famous work is the “Theater of Automata”, a
collection of devices that used a system of ropes, pulleys, and simple machines
to create moving figures and special effects. These devices were often used for
entertainment in theaters and temples.

• Automaton Puppets: Hero designedmechanical puppets that could perform simple
actions, such as pouring wine or playing a musical instrument. These automata
were operated using a system of levers and pneumatics, demonstrating early forms
of programmed motion.

• Aeolipile: While not an automaton, Hero’s Aeolipile is another notable invention.
It was a simple steam engine that displayed the transformative power of steam.
Although not widely applied in his time, this invention laid the basis for future
developments in steam-powered machinery.

Byzantine Emperor’s Throne (Ninth Century). The throne was an automated
seat that could move on its own [4]. It was reportedly created for the Byzan-
tine Emperor by a group of engineers. This early example of an automated seat
demonstrated the integration of mechanics for comfort and novelty.

Al-Jazari’s Automata (Twelfth Century). Ismail Al-Jazari, a Muslim polymath
[3], considered by some authors [5] The Father ofRobotics, created various automata,
including a peacock that could spread its tail and a waitress serving drinks. His work
demonstrated the integration of engineering and artistic elements, illustrating the
potential for automatons in entertainment.

3 Renaissance and Mechanical Designs (Fifteenth
to Seventeenth Century)

During the fifteenth to seventeenth centuries, inventors and polymaths, including
Leonardo da Vinci but not limited to him, explored various mechanical designs and
concepts that laid the groundwork for advancements in engineering and automation.
Some key aspects of their mechanical designs and concepts are presented as follows.

Johannes Müller von Königsberg, known as Regiomontanus (1436–1476).
Regiomontanus made improvements to the astrolabe, an astronomical instrument
used for solving problems related to time and the position of celestial objects [6].
His works explored the application of automata in astronomy, demonstrating a
connection between mechanical devices and scientific calculations [3]. While not
the inventor, his improvements to the astrolabe enhanced its precision and usability
in navigation, astronomy, and surveying.

Leonardo da Vinci (1452–1519). Da Vinci’s detailed anatomical studies influ-
enced his mechanical designs, incorporating an understanding of human anatomy



266 O.-A. Detesan and I. F. Moholea

into his machines. He sketched designs for humanoid automata, including a knight
and a mechanical lion, proving his fascination with mimicking life-like movements
[7]. Da Vinci designed amachine that mimicked bird flight, known as the ornithopter
[8]. While not built in his time, it featured wings that flapped like a bird’s. Another
of his designs was the aerial screw, an early concept resembling a helicopter with a
rotating screw for vertical lift [3].

Jerónimo de Ayanz y Beaumont (1553–1613). Ayanz designed various steam-
powered devices, including a steam engine for water pumping [9]. He worked on
mechanical inventions to improve mining operations, demonstrating practical appli-
cations of his engineering concepts. Ayanz’s steam engine design, though not fully
realized during his time, laid the foundation for future developments in steam power.

Blaise Pascal (1623–1662). Pascal invented the Pascaline, an early mechanical
calculator, to assist his father in financial calculations [10]. The Pascaline was a
mechanical device with gears and dials that could perform addition and subtraction,
representing an early form of automated calculation. He also contributed to the
development of the hydraulic press, proving his understanding of fluid mechanics.

Johannes Kepler (1571–1630). Kepler formulated the laws of planetary motion,
providing a theoretical framework for understanding the motion of celestial bodies
[11]. He also designed various astronomical instruments for observing and studying
celestial phenomena. As a contribution to the mechanical design, he introduced
Kepler’s Pentagram. While not a mechanical device, his design of a penta-
gram inscribed in a circle was later used in mechanical linkages, demonstrating
mathematical precision in mechanical concepts.

These inventors contributed to the development of mechanical concepts during
the fifteenth to seventeenth centuries, ranging from anatomically inspired designs
to practical applications in astronomy, mining and calculation. While some of their
ideas were not fully realized in their lifetimes, their work laid the foundation for
subsequent advancements in engineering and automation.

4 Industrial Revolution and Early Automation (Eighteenth
to Nineteenth Century)

The Industrial Revolution, spanning the Eighteenth to the nineteenth century, had a
deep impact on early automation and the mechanization of labor. This transformative
period marked a shift from agrarian and handcrafted economies to industrial and
machine-based production. Notable inventions and technologies during this era laid
thegroundwork for thedevelopment of robotics by introducingmechanizedprocesses
and automated systems. Some key aspects of the impact of the Industrial Revolution
on early automation are the following:

Textile Industry. The innovations in the textile industry marked a shift from
manual labor to machine-based production, laying the foundation for automated
manufacturing processes [12]. Some of the notable inventions count:
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• Spinning Jenny (1764—James Hargreaves): The Spinning Jenny allowed one
operator to spin multiple spools of thread simultaneously, significantly increasing
textile production.

• Water Frame (1769—Richard Arkwright): TheWater Frame used water power to
mechanize spinning, improving efficiency and scale.

• Power Loom (1784—Edmund Cartwright): The Power Loom automated the
weaving process, reducing the reliance on manual labor.

Steam Power and Factories. Steam power enabled the establishment of facto-
ries, centralizing production and facilitating the mechanization of various indus-
tries. Factories became hubs of automation, utilizing steam engines to power
machinery and streamline production processes [13]. Among the notable inventions,
the following contributions can be outlined:

• Steam Engine (1712—Thomas Newcomen, improved by JamesWatt): The steam
engine revolutionized industry by providing a powerful and consistent source of
energy.

• Cotton Gin (1793—Eli Whitney): While not directly related to steam power, the
Cotton Gin automated the separation of cotton fibers from seeds, revolutionizing
cotton processing.

Transportation and Communication. Improved transportation and communi-
cation networks enabled more efficient supply chains and coordination, contributing
to the overall automation of industrial processes [14]. The following inventions are
worthy to be mentioned here:

• Steam Locomotive (1804—Richard Trevithick, improved byGeorge Stephenson):
The steam locomotive transformed transportation, facilitating the movement of
goods and people.

• Telegraph (1837—Samuel Morse): The telegraph revolutionized communication
over long distances.

Machine Tools and Precision Engineering. Machine tools and precision engi-
neering played a crucial role in the standardization of parts, enabling the mass
production of interchangeable components [14]. Some of the notable inventions are:

• Metal Cutting Lathe (1775—Henry Maudslay): The metal cutting lathe allowed
for the production of standardized and interchangeable parts.

• Babbage’s Analytical Engine (1837—Charles Babbage): Although never
completed, Babbage’s design laid the theoretical foundation for modern
computing and programmable machines.

Assembly Line andMass Production. The assembly line concept, with its focus
on repetitive tasks and standardized processes, set the stage for the development of
modern robotics in manufacturing [14]. The most significant invention is:

• Assembly Line (1913—HenryFord):While slightly beyond thenineteenth century,
Henry Ford’s implementation of the assembly line in automobile manufacturing
stands for mass production and increased efficiency.
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Impact on Labor. The Industrial Revolution brought about significant changes
in the nature of work. While it led to increased productivity, it also raised concerns
about working conditions and the displacement of traditional craftspeople.

The inventions and technologies of the Industrial Revolution laid the groundwork
for the development of robotics by introducing automation, mechanization, and the
concept of standardized, interchangeable parts. These advancements not only trans-
formed industries but also set the stage for the evolution of automated systems and,
eventually, the field of robotics in the twentieth century.

5 Early Twentieth Century and the Term “Robot”
(1900–1939)

The term robot was first introduced by Czech playwright Karel Čapek (1890–1938)
in his science fiction play titled “R.U.R.” (“Rossum’s Universal Robots”), written
in 1920 [15]. The word robot in the play comes from the Czech word robota, which
translates to forced labor or drudgery—in Romanian robotă, very similar to the
original term. In R.U.R., robots are artificial beings created through biological and
mechanical means to serve humans. The play explores themes of industrialization,
automation, and the consequences of creating artificial life.

The key aspects of the achievements in the analyzed period are the following:

1. Electrification of Factories. The widespread adoption of electricity in factories
replaced manual and steam-driven power systems. Electric motors allowed for
more precise control in manufacturing processes, enhancing the potential for
automation.

2. Automated Machine Tools. The development of automatedmachine tools, such as
milling machines and lathes, contributed to the mechanization of various manu-
facturing processes. Numerical control systems and early forms of automation
reduced the reliance on manual labor.

3. Introduction of Conveyor Belts. The implementation of conveyor belts in indus-
trial processes facilitated the movement of materials along a continuous path,
streamlining production and reducing manual handling.

4. Introduction of Pneumatic and Hydraulic Systems. Pneumatic and hydraulic
systems were integrated into industrial machinery, providing controlled and
efficient power transmission for automation.

The period from 1900 to 1939 witnessed a transformative shift in labor and manu-
facturing through the automation and mechanization of processes. Innovations in
assembly line techniques, electrification, automated machine tools laid the ground-
work for the development of robotics. These achievements not only increased effi-
ciency in manufacturing but also set the stage for the evolution of robotics in the
subsequent decades.
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6 Post-World War II and the Rise of Industrial Robotics
(1940s to 1960s)

World War II stimulated significant advancements in technology, driven by the
demands of military conflict. Research and development efforts focused on radar,
computing, and other technologies with military applications. It also accelerated the
development of electronic computers, such as theENIAC (ElectronicNumerical Inte-
grator and Computer). These early computers laid the foundation for computational
advancements in the post-war era.

The aerospace industry saw substantial progress during the war, leading to the
development of jet engines, guided missiles, and other aerospace technologies. The
war promoted international scientific collaboration, bringing together researchers
from various fields. This collaborative spirit continued after the war, fostering
knowledge exchange and technological progress.

The emergence of industrial robotics is strictly connected to the introduction
of automation in manufacturing through automated assembly lines. The concept of
automation, inspired bywartime efforts, became increasingly relevant in streamlining
production processes.

These circumstances made the appearance of the first industrial robot favor-
able. George Devol (1912–2011), an inventor, and Joseph Engelberger (1925–2015),
an entrepreneur, collaborated to develop the first industrial robot called Unimate.
Unimate was introduced in the early 1960s and was designed for use in industrial
environments [16]. It was an electromechanical robot with a hydraulic arm, capable
of performing a range of tasks, including material handling and spot welding on an
assembly line.

Unimate revolutionized manufacturing by introducing automation to tasks that
were traditionally performed by human workers [17]. Its applications in the automo-
tive industry, particularly in tasks like welding, showcased the potential for robots
to improve efficiency and precision.

Unimate became commercially successful, with the first unit installed at General
Motors in 1961. Its success marked the beginning of the widespread adoption of
industrial robotics in manufacturing. The development of Unimate by Devol and
Engelberger paved the way for the industrial robotics industry. Engelberger, often
referred to as the “Father of Robotics”, played a crucial role in advocating for the
use of robots in industrial settings.

As a conclusion, the post-World War II era witnessed a rapid transition from
wartime technological advancements to civilian applications. The emergence of
industrial robotics, exemplified by the development of Unimate, transformed manu-
facturing processes, laying the foundation for the modern era of automation and
robotics in various industries.
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7 Results and Conclusion

In conclusion, the historical journey of robotics reveals a fascinating evolution, from
ancient automata to the pivotal moment with Unimate. This progression not only
transformed industries but also influenced societal perspectives on automation. As
we reflect on this history, it becomes evident that the roots of modern robotics extend
deep into the past [18], shaping our present and pointing towards a future where
automation continues to play a crucial role in various aspects of human life [19].

Through a multidisciplinary lens, incorporating perspectives from engineering,
history, and sociology, this paper has uncovered key milestones and transformations
that have shaped the landscape of industrial automation. It summarizes the key find-
ings and connections made throughout this study, reinforcing the significance of the
historical evolution of robotics [20] and its implications for contemporary society.

References

1. Freeth, T., Bitsakis, Y.,Moussas, X., Seiradakis, J.H., Tselikas, A.,Mangou, H., Zafeiropoulou,
M., Hadland, R., et al.: Decoding the ancient Greek astronomical calculator known as the
Antikythera mechanism. Nature 444(7119), 587–591 (2006)

2. McKinnon, J.W.: Hero of Alexandria and Hydraulis. In: Sadie, S., Tyrrell, J. (eds.) The New
Grove Dictionary of Music and Musicians (2nd ed.). Macmillan Publishers, London (2001)

3. Gasparetto, A.: Robots in history: legends and prototypes from ancient times to the industrial
revolution. In: López-Cajún, C., Ceccarelli, M. (eds.) Explorations in the History of Machines
andMechanisms. History ofMechanism andMachine Science, vol. 32. Springer, Cham (2016)

4. Brett, G.: The automata in the Byzantine “Throne of Solomon.” Speculum 29(3), 477–487
(1954)

5. The Father of Robotics: Al-Jazari. https://www.baytalfann.com/post/the-father-of-robotics-al-
jazari. Last accessed 15 Jan 2024

6. JohannMüller Regiomontanus. https://mathshistory.st-andrews.ac.uk/Biographies/Regiomont
anus/. Last accessed 15 Jan 2024

7. Stephens,E.,Heffernan,T.:Wehave alwaysbeen robots: the history of robots and art. In:Herath,
D., Kroos, C., Stelarc (eds.) Robots and Art. Cognitive Science and Technology, pp. 29–45.
Springer, Singapore (2016)

8. Yates, D.R., Vaessen, C., Roupret, M.: From Leonardo to da Vinci: the history of robot-assisted
surgery in urology. BJU Int. 108(11), 1708–1713 (2011)

9. Howes, A.: Age of Invention: The Spanish Engine. https://www.ageofinvention.xyz/p/age-of-
invention-the-spanish-engine. Last accessed 15 Jan 2024

10. Chapman, S.: Blaise Pascal (1623–1662) Tercentenary of the calculating machine. Nature 150,
508–509 (1942)

11. Coullet, P., San Martin, J., Tirapegui, E.: Kepler in search of the Anaclastic. Chaos, Solitons &
Fractals, 164 (2022)

12. Landes, D.S.: The Unbound Prometheus: Technological Change and Industrial Development
in Western Europe from 1750 to the Present. Cambridge University Press (1969)

13. Hudson, J.: The history and development of robots. In: Robot Revolution: Understanding the
Social and Economic Impact, pp. 19–32. Edward Elgar Publishing, Cheltenham (2019)

14. Lopez-Cajún, C., Ceccarelli, M. (eds.): Explorations in the History of Machines and
Mechanisms, History of Mechanism and Machine Science, vol. 32. Springer, Cham (2016)

https://www.baytalfann.com/post/the-father-of-robotics-al-jazari
https://mathshistory.st-andrews.ac.uk/Biographies/Regiomontanus/
https://www.ageofinvention.xyz/p/age-of-invention-the-spanish-engine


Unimate and Beyond: Exploring the Genesis of Industrial Robotics 271

15. Čapek, K.: R.U.R. (Rossum’s Universal Robots). The University of Adelaide Library, Adelaide
(2014)

16. Gasparetto, A., Scalera, L.: From the unimate to the delta robot: the early decades of industrial
robotics. In: Zhang, B., Ceccarelli, M. (eds.) Explorations in the History and Heritage of
Machines andMechanisms. History ofMechanism andMachine Science, vol. 37, pp. 284–295.
Springer, Cham (2019)

17. Bell, G.: Making life: a brief history of human-robot interaction. In: Consumption Markets &
Culture, vol. 21, issue 1, pp. 22–41. Taylor & Francis, Oxfordshire (2018)

18. Oh, C.G., Park, J.: From mechanical metamorphosis to empathic interaction: a historical
overview of robotic creatures. J. Hum. Robot Interact. 3(1), 4–19 (2014)

19. Zielinska, T.T.: History of service robots and new trends. In: Zhang, D., Wei, B. (eds.) Novel
Design and Applications of Robotics Technologies, pp. 158–187. IGI Global, Hershey (2019)

20. Penaloza, C., Lucho, C., Cuellar, F.: Towards the design of robots inspired in ancient cultures
as educational tools. In: Koh, J., Dunstan, B., Silvera-Tawil, D., Velonaki, M. (eds.) Cultural
Robotics. CR 2015. Lecture Notes in Computer Science, vol. 9549. Springer, Cham (2016)



Beyond the Horizon: Anticipating Future
Challenges in the Field of Robotics

Ovidiu-Aurelian Detesan and Iuliana Fabiola Moholea

Abstract This paper navigates the evolving landscape of robotics, examining
current advancements, historical evolution, and anticipated challenges. Delving into
technological and ethical dimensions, it provides a general overview. The current
state reveals a dynamic robotics spectrum, from collaborative robots to AI-driven
systems, transforming industries and daily life. Tracing the historical perspective,
pivotal milestones are explored, and ongoing trends, like miniaturization and AI,
shaping the future are identified. Anticipated challenges include AI integration
complexities, sensing advancements, and ethical considerations in human–robot
interaction. Ethical and social challenges encompass job displacement, ethical AI
decision-making, and privacy concerns. Future applications show robotics in health-
care, transportation, manufacturing, space exploration, and daily life. The conclu-
sion emphasizes the need for responsible innovation, interdisciplinary collabora-
tion, and adaptive regulations to shape a future where robotics enriches human lives
responsibly and sustainably.

Keywords Robotics · Evolution · Future challenges

1 Introduction

In the not-so-distant past, the realm of robotics was largely confined to controlled
environments and specialized tasks. However, the persistent march of technolog-
ical progress has propelled robotics into a new era, where machines are not only
tools but integral parts of our daily lives. Standing at the threshold of a new tech-
nological frontier, it becomes imperative for individuals to explore the trajectory of
robotics, discern its current state, and direct their attention towards the challenges
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that lie beyond the horizon. The purpose of this paper is to examine the evolving
landscape of robotics, analyzing its current state, charting its historical evolution,
and, more importantly, anticipating the challenges that will shape its future. Through
a meticulous examination of current advancements and trends, the goal is to offer a
comprehensive understanding of the factors shaping the trajectory of robotics. This
endeavor aims to highlight the potential challenges that researchers, developers, and
policymakers may encounter in the forthcoming years.

The scope of this paper encompasses an exploration of technological and ethical
challenges that are anticipated to confront the field of robotics. From incorporating
artificial intelligence to exploring the ethical implications of human–robot interaction
the objective is to present a comprehensive picture. Recognizing the significance
of these challenges is crucial not only for professionals in the field but also for
policymakers, ethicists, and the general public who will be significantly impacted by
the increasing use of robotics in various aspects of life.

2 Current State of Robotics

2.1 Overview of Current Robotics Technologies

Robotics has undergone a transformative evolution in recent years, marked by
advancements in both hardware and software. Current robotic technologies span
a wide spectrum, from traditional industrial robots to highly sophisticated, AI-
driven systems. The convergence of robotics with technologies like computer vision,
natural language processing, and advanced sensors has empowered robots to perform
complex tasks with increased autonomy.

Traditional Industrial Robots: The traditional industrial robots have been instru-
mental in automating repetitive, high-precision tasks in manufacturing environments
for decades [1]. These robots are typically large, stationary machines equipped with
robotic arms and specialized end-effectors for tasks such as welding, assembly,
painting, and material handling. Examples include industrial robots from manu-
facturers like Fanuc, ABB, and Yaskawa have been widely deployed in automotive,
electronics, and other manufacturing sectors [2].

Collaborative Robots (Cobots): They are designed to work alongside human
operators in shared workspaces, facilitating close collaboration and interaction
between humans and robots. These robots are often equipped with advanced sensors
[3] and safety features to ensure safe interaction with humans [4–6], enabling tasks
such as assembly, pick-and-place operations, and quality inspection. Examples illus-
trate cobots from companies like Universal Robots, Rethink Robotics (now part of
HAHN Group), and KUKA are increasingly being adopted in industries such as
automotive, electronics, and consumer goods manufacturing [7].

AI-Driven Robotic Systems: They leverage artificial intelligence (AI) and
machine learning (ML) algorithms to perceive, reason, and act autonomously in
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dynamic and unstructured environments [8]. These systems can learn from data,
adapt to changing conditions, and make decisions in real-time without explicit
programming, enabling tasks such as autonomous navigation, object recognition,
and natural language processing. Examples: AI-driven robots include autonomous
vehicles, humanoid robots, and service robots deployed in healthcare, retail, and
hospitality sectors.

Specialized Robotics Platforms: Specialized robotics platforms are designed
for specific applications and industries, offering tailored solutions to address unique
challenges and requirements. These platformsmay incorporate specialized hardware,
software, and sensing technologies optimized for tasks such as medical surgery [9,
10], underwater exploration, spacemissions [11], and agricultural automation. Exam-
ples include surgical robots like the da Vinci Surgical System, underwater robots like
the Remotely Operated Vehicles (ROVs) used in offshore oil and gas exploration,
and agricultural robots for tasks such as harvesting and crop monitoring [12].

Emerging Robotics Technologies: They represent the frontier of innovation,
exploring new paradigms such as soft robotics [13], bio-inspired robotics, swarm
robotics, and nanorobotics. These technologies seek to emulate and integrate prin-
ciples from nature, biology, and complex systems to develop robots with novel
capabilities, adaptability, and resilience.

By highlighting the diverse spectrum of robotics technologies, ranging from tradi-
tional industrial robots to cutting-edge AI-driven systems and emerging innovations,
it becomes evident that robotics is a rapidly evolving field with vast potential to
transform industries, enhance productivity, and improve quality of life.

2.2 Recent Advancements in Robotics

Recent years have witnessed remarkable advancements in robotics, pushing the
boundaries of what was once believed possible. The development of agile and
dexterous robots capable of navigating unstructured environments has expanded their
applications beyond factory floors. Progresses in machine learning have endowed
robots with the ability to adapt and learn from their experiences, supporting a new
era of intelligent automation. In the medical field, surgical robots offer unprece-
dented precision, while in logistics, autonomous drones and robots are reshaping
supply chains.

2.3 Applications in Various Industries

Robotics has transcended its traditional industrial roots to penetrate diverse sectors.
In manufacturing, robots make production processes more dynamic, enhancing effi-
ciency and precision. The healthcare industry benefits from robotic-assisted surg-
eries [9], rehabilitation aids [14], and telepresence robots facilitating remote medical
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consultations. Autonomous vehicles, guided by robotic systems, are revolution-
izing transportation, and service robots [15] are finding roles in tasks as varied as
cleaning, hospitality, and customer service. The broadening spectrum of applications
underscores the versatility and adaptability of contemporary robotic technologies.

The current state of robotics reflects a dynamic landscape, characterized by tech-
nological innovation and the integration of robots into various facets of our daily
lives.

3 The Evolution of Robotics

3.1 Historical Perspective

The historical perspective of robotics traces back to ancient civilizations, where
automata and mechanical devices were crafted for entertainment and practical
purposes. Innovations continued through themedieval and Renaissance periods, with
inventors like Hero of Alexandria [16] and Leonardo da Vinci creating clockwork
automata and early mechanical devices. The Industrial Revolution marked a signifi-
cant turning point, stimulating advancements in automation and laying the ground-
work for modern robotics. Key milestones include the invention of the first industrial
robot (Unimate) in 1954 by George Devol and Joseph Engelberger, leading to the
widespread adoption of robots in manufacturing during the mid-twentieth century
[17, 18]. Over time, robotics has evolved through advancements in control systems,
sensing technologies, and artificial intelligence, shaping its trajectory towards greater
autonomy, adaptability, and integration into various aspects of human life [19].

3.2 Trends Shaping the Future of Robotics

The evolution of robotics is shaped by trends that continue to redefine the capabilities
of robotic systems. They include miniaturization and mobility, driven by advance-
ments in materials science and microelectronics. Machine learning algorithms and
artificial intelligence [8] enable robots to learn, adapt, and make decisions inde-
pendently. Soft robotics [13] and bio-inspired design draw inspiration from natural
organisms to enhance adaptability and resilience. Ethical and social implications
such as job displacement [20, 21] and ethical AI decision-making require responsible
innovation and regulation [22, 23]. The integration of robotics into diverse industries
promises transformative impacts, from healthcare and transportation to manufac-
turing and space exploration. Human–robot collaboration and intuitive human–robot
interaction are key focus areas for future development [24]. Robotics stands at the
edge of transforming numerous sectors, elevating efficiency, productivity, and quality
of life, all while approaching societal needs and challenges.
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3.3 Emerging Technologies and Innovations

The evolution of robotics is propelled by ongoing research and development in
emerging technologies. Emerging technologies and innovations in robotics encom-
pass a wide range of cutting-edge developments. Soft robotics, inspired by natural
organisms, utilizes flexible materials and compliant structures for enhanced adapt-
ability [13]. Swarm robotics draws inspiration from collective behaviors observed in
social insects, enabling collaboration amongmultiple robots to achieve complex tasks
[25]. Advances in materials science enable the development of novel materials with
unique properties for robotics applications. Nanorobotics explores the manipulation
of matter at the nanoscale for precise control and manipulation. In the near-future
world, nanorobots could be used for targeted drug delivery and medical interven-
tions. Quantum robotics [25, 26] investigates the potential of quantum computing and
quantum mechanics to revolutionize robotic systems. Cognitive robotics integrates
cognitive science and artificial intelligence to create robotswith human-like cognitive
abilities [27]. These emerging technologies hold promise for enhancing the capabili-
ties, versatility, and efficiency of robotic systems across various domains, paving the
way for innovative applications and solutions to complex challenges.

4 Anticipated Challenges in Robotics

4.1 Technological Challenges

In the ever-evolving landscape of robotics, several technological challenges shape
the horizon, demanding innovative solutions to propel the field forward.

Artificial Intelligence and Machine Learning Integration. As robots become
more autonomous and adaptive, the integration of artificial intelligence (AI) and
machine learning (ML) presents both opportunities and challenges. While AI
enhances decision-making capabilities, the interpretability of complex algorithms
remains a challenge. Ensuring transparency and ethical use of AI in robotics is
critical to build trust and diminish unintended consequences [28].

Sensing and Perception. Robotic systems heavily rely on accurate sensing and
perception for effective interaction with their environment. Challenges persist in
developing sensors that can mimic the robustness and versatility of human senses
[3, 18]. From handling varied lighting conditions to interpreting ambiguous sensory
inputs, advancements in sensor technology are crucial to enhance the situational
awareness of robots.

Human–Robot Interaction. As robots increasingly coexist with humans in
various settings, ensuring smooth and intuitive human–robot interaction (HRI)
becomes paramount [29, 30]. Challenges include developing natural language
processing capabilities, understanding non-verbal indications, and creating robots
that can adapt to diverse social contexts [31]. Ethical considerations in HRI, such as



278 O.-A. Detesan and I. F. Moholea

privacy and consent, also add complexity to the design and deployment of socially
interactive robots [19].

4.2 Ethical and Social Challenges

The integration of robotics into our daily lives brings forth a myriad of ethical and
social challenges, necessitating a careful examination of the potential impact on
individuals and society.

Job Displacement and Economic Impact. The widespread adoption of robotic
automation raises concerns about job displacement and economic ramifications. As
machines take over routine and manual tasks, there is a need to address the potential
loss of employment opportunities [20, 21]. Mitigating these challenges involves a
proactive approach in retraining and up skilling theworkforce to adapt to the evolving
job market.

Ethical Considerations in Autonomous Systems. As autonomous systems
become more prevalent, ethical considerations become paramount. Ensuring that
robots make ethically sound decisions in complex situations is challenging. Ethical
frameworks need to be integrated into the design and programming of robots to align
their actions with societal values and norms [23].

Privacy and Security Concerns. The increasing presence of robots in private
and public spaces raises concerns about privacy and security. Robots equipped with
sensors and cameras may inattentively collect sensitive information. Addressing
these concerns involves implementing robust privacy protection mechanisms and
cybersecurity measures [22] to safeguard against unauthorized access and data
breaches.

Navigating these ethical and social challenges requires a collaborative effort
involving technologists, ethicists, policymakers, and the broader community to
ensure that the integration of robotics aligns with societal values and contributes
positively to the well-being of individuals and communities.

5 Future Applications and Opportunities

The future of healthcare is intertwined with robotics, moving forward in a new era of
innovation and precision. This section explores the applications of robotics in health-
care, from revolutionizing surgical procedures to extending medical care through
telepresence and enhancing physical therapy with advanced rehabilitation robots.
Table 1 shows the development of robotics applications in healthcare, highlighting
diverse categories that promise transformative impacts on medical practices.

In the domain of transportation, the integration of robotics holds the potential
to redefine how individuals move and navigate the world. This segment (Table 2)
delves into the development of self-driving cars, autonomous delivery systems, and
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Table 1 Future of robotics in healthcare

Application category Examples

Surgical robotics for minimally invasive
procedures

• Advancements in robotic-assisted surgery are
revolutionizing healthcare, offering increased
precision and less invasive procedures. Surgical
robots enable surgeons to perform complex
operations with enhanced dexterity and control

Telepresence robots for remote patient
monitoring

• Telepresence robots provide a virtual presence
for healthcare professionals, allowing remote
patient consultations, monitoring, and
check-ups. They can extend medical care to
remote areas

Rehabilitation robots for physical therapy • Robotics is playing a crucial role in physical
therapy and rehabilitation. Exoskeletons and
robotic prosthetics assist individuals with
mobility deficiency, providing enhanced support
for rehabilitation exercises and activities of daily
living

intelligent transportation systems for smart cities, highlighting the potential for safer,
more efficient, and interconnected modes of transportation.

Manufacturing and industry stand at the edge of a robotic revolution. This section
sheds some light on the impact of collaborative robots (cobots), advanced automation
in precision manufacturing, and the utilization of robots in hazardous environments.
The advancements showcased in Table 3 depict a future where robotics enhances
efficiency, quality, and safety in industrial processes.

As humanity extends its reach into the cosmos, the role of robotics in exploration
and space missions becomes essential. Table 4 explores the challenges and innova-
tions in planetary exploration, autonomous space probes and rovers, and robotics for

Table 2 Future of robotics in transportation

Application
category

Examples

Development
of self-driving
cars and
drones

• The development of autonomous vehicles, including self-driving cars and
drones, holds the promise of safer and more efficient transportation. These
technologies have the potential to reduce accidents, traffic congestion, and
transportation costs

Autonomous
delivery
systems for
logistics

• Companies are exploring the use of robots and drones for last-mile delivery
of goods. Autonomous delivery vehicles can navigate urban environments,
delivering packages with speed and precision

Intelligent
transportation
systems for
smart cities

• Robotics and AI are integral to the concept of smart cities, where
interconnected systems optimize traffic flow, reduce emissions, and enhance
overall transportation efficiency
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Table 3 Future of robotics in manufacturing and industry

Application category Examples

Collaborative robots (cobots) working
alongside human workers

• Cobots are designed to work alongside human
workers in manufacturing settings, enhancing
productivity and safety. They can handle
repetitive tasks, allowing human workers to focus
on more complex and strategic aspects of
production

Advanced automation for precision
manufacturing

• Robotics is contributing to advanced
manufacturing processes, including 3D printing,
precision machining, and assembly. This leads to
improved product quality, reduced waste, and
increased efficiency

Robotics for hazardous or
difficult-to-reach environments

• Robots are increasingly employed in
environments considered hazardous for humans,
such as nuclear plants, underwater exploration, or
space missions. These robots can perform tasks in
conditions that are challenging or dangerous to
human workers

satellite servicing and maintenance, reflecting on the top of scientific discovery and
technological advancement.

The landscape of robotic assistants and companions is evolving rapidly, intro-
ducing a range of applications designed to enhance various aspects of human life.
This section (Table 5) examines social robots for companionship, personal service
robots for household tasks, and robotic caregiving for the elderly and individuals with
disabilities. These developments underscore the potential of robotics to augment daily
life and address diverse societal needs.

Table 4 Future challenge in exploration and space robotics

Application
category

Examples

Robotic
missions for
planetary
exploration

• Robotic missions to planets and celestial bodies, such as Mars rovers and
lunar exploration missions, contribute to our understanding of the universe.
These robots are equipped with advanced sensors and tools to conduct
scientific experiments and gather data

Autonomous
space probes
and rovers

• Autonomous space probes and rovers are designed to operate independently
in space, conducting experiments, collecting samples, and transmitting data
back to Earth

Robotics for
satellite
servicing and
maintenance

• Robotics plays a crucial role in servicing and maintaining satellites in orbit.
Robotic arms and tools are employed to extend the operational life of
satellites and perform repairs
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Table 5 Future challenge in robotic assistants and companions

Application category Examples

Social robots for companionship and
assistance

• Social robots are designed to interact with
humans in social and emotional capacities.
They can provide companionship, assistance,
and support, particularly for the elderly or
individuals with disabilities

Personal service robots for household tasks • Personal service robots are being developed
to assist with household jobs, such as
cleaning, cooking, and organizing. These
robots aim to enhance the quality of life by
reducing the burden of routine tasks

Robotic caregiving for the elderly and people
with disabilities

• Robotics is entering the realm of caregiving,
where robots can assist healthcare providers
and family members in looking after
individuals who require support. This
includes monitoring vital signs, dispensing
medication, and providing company

These future applications and opportunities in robotics show the diverse and trans-
formative impact of robotics across various industries, from healthcare and trans-
portation to manufacturing, space exploration, and everyday life. As technology
progresses, these applications have the potential to redefine the way people live,
work, and engage with the surrounding world.

6 Results and Conclusions

This paper has traversed the dynamic landscape of robotics, encompassing both its
current state and evolutionary journey. From its humble beginnings to its current
status as a transformative force, robotics has undergone remarkable advancements
that have reshaped industries and daily life. By examining the historical evolution and
current advancements, we have gained insights into the diverse spectrum of robotics
technologies and their applications across various sectors.

In concluding this exploration into the future of robotics, the analysis positions
individuals at the juncture of innovation and responsibility. The challenges and oppor-
tunities that unfold foretell a future where the integration of robotics into daily life
is an unavoidable reality. In these concluding reflections, there is an invitation to
contemplate the profound implications and potential trajectories that will mold the
landscape of robotics. In this contemplation, there is a call to embrace the forthcoming
era of robotics with a collective sense of responsibility, curiosity, and a profound
understanding of the repercussions our decisions may impose on future generations.
The canvas upon which the future is painted is expansive, and the combined strokes
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of innovation and ethical considerations will craft a portrait of a future where the
potential of robotics is realized in ways that enhance the human experience.
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A Short Overview on Terrestrial Hybrid
Locomotion Mobile Robots

Cosmin Straticiuc, Ioan Doroftei , and Cristina-Magda Cazacu

Abstract Hybrid locomotion mobile robots represent a state-of-the-art combina-
tion of different forms of locomotion that seamlessly combine multiple locomotion
methods to improve adaptability and efficiency in different environments. Unlike
traditional mobile robots, which are limited to a single movement, terrestrial hybrid
locomotion mobile robots are using a combination of wheels, legs or tracks to navi-
gate different terrains and overcome obstacles. These robots will be able to traverse
complex landscapes, a challenge for traditional wheeled or legged robots. Hybrid
locomotion mobile robots can be used in various applications, such as search and
rescuemissions, exploration of hostile and different environments, andmilitary oper-
ation. In this paper a short overview of on terrestrial hybrid locomotionmobile robots
is presented.

Keywords Terrestrial · Hybrid locomotion ·Mobile robot

1 Introduction

Robot mobility is one of the most studied topics in locomotion robotics research and
deals with the design,mapping, navigation, localization,motion planning and control
of robots. A mobile robot with hybrid locomotion will be defined by its capacity
to move from one location to another with the ability to use one or more modes
of locomotion. These hybrid locomotion structures include mechanical, electrical,
electromagnetic, pneumatic and hydraulic architectures that allow the robot to move
in various environments.

The global market for service robots has grown significantly in recent years and
has surpassed the industrial robotics market. In particular, ground mobile robots
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with hybrid locomotion system can become the most widespread category of service
robots, with application fields such as agriculture, planetary exploration, homeland
security, military, surveillance and intervention in case of terroristic attacks or in the
presence of radioactive or chemical contamination areas.

There are a number of factors that can affect the success of the design, imple-
mentation or functionality of a mobile robotic platform. Many numerous studies
emphasized the difficulty of creating a mobile robot that can work effectively in
multiple scenarios and for different purposes. In general, mobile robots are designed
to perform certain tasks in specific environmental conditions. One of the factors
that influence the design of a mobile robot is the size, where bigger robots have the
advantage of larger storage space and the drawback of a heavier weight, hence more
energy required to perform the tasks. However, the bigger the system is, the easier it
will become for the mobile robot to overcome obstacles. Smaller mobile robots will
have a light weight, but also less sensors and less tasks that they could achieve.

Another factor when designing a mobile robot, and may be the most important
one, is choosing the appropriate locomotion mechanism. In general, locomotion
mechanisms formobile robots can be divided into three categories: aerial, aquatic and
terrestrial locomotion. Furthermore by combining two or more modes of locomotion
a hybrid locomotion system is obtained.

Terrestrial locomotion can be further divided into wheeled mechanisms, tracked
and legged mechanisms. Several criteria can be considered when comparing the
advantages of different locomotionmodes for terrestrial locomotion robots [1].When
considering energy efficiency as a primary criterion for locomotion mechanisms,
wheels typically emerge as themost efficient option. Thewheels provide low friction,
which allows robots to move quickly and cover long distances with minimal energy
consumption. Legs, on the other hand, are generally less energy efficient due to
their complex articulation and the need to lift and reposition the robot’s weight with
each step. Tracks fall somewhere in between, providing effective traction on rough
terrain, but usemore energy thanwheels on flat surfaces due to greater friction.When
comparing locomotion mechanisms based on stability and load handling capability,
each type offers unique advantages suited to different terrains and tasks. Wheels
offer excellent stability and performance under moderate to heavy loads on flat and
level surfaces due to their even weight distribution and constant contact. Legs, on
the other hand, have excellent stability on different terrains. Their articulated design
and ability to adjust the center of gravity make them suitable for transporting heavy
loads over obstacles and difficult terrain. In addition, the legs provide stability and
balance, enabling precise control and handling of loads. Tracks provide stability by
distributing weight over a larger area, so they are well-suited for navigating on rough
terrain, gravel or mud. Ultimately, the choice of locomotion mechanism depends on
the specific load requirements of the task and the environmental conditions in which
the robot operates.

To combine the advantages of these categories of locomotion multiple terrestrial
hybrid locomotion mobile robots have been designed. In the following paragraphs
some of these mechanisms are discussed.
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2 Terrestrial Hybrid Locomotion Mobile Robots

The classification of terrestrial hybrid mobile robots expresses how these devices
combine mobility strategies [2]. These robots are classified into different types based
on their primarymodeof locomotion and the coordinationbetween them, as presented
in Fig. 1. The classification of hybrid locomotion mobile robots reflects innovative
advances in robotics and shows creativity in combining different locomotionmethods
to meet a wide range of challenges. As technology advances, these classifications are
likely to evolve, pushing the limits of adaptability, efficiency, and problem-solving
capabilities of hybrid locomotion mobile robots.

2.1 Wheel-Legged Mobile Robots

Wheeled-legged mobile robots represent a harmonious combination of two different
modes of locomotion, wheels and legs, providing a versatile solution for navigating
various terrains. This hybrid locomotion design offers the advantages of both systems,
combining the speed and efficiency of the wheels on flat surfaces and the adaptability
and stability of the legs on rough or uneven terrain.

The first wheeled-legged mobile robot presented in Fig. 2a is named ASGUARD
and it was designed to work in harsh environments, with missions regarding search
and rescue, patrolling, surveillance and so on. The robot is driven by four legs, directly
actuated, each possessing a single rotational degree of freedom. The compliant legs
of the robot are arranged around a central shaft allowing the robot to adjust the
locomotion according to the environment. This type of mobile robot is programmed
using an adaptive control based on Central Pattern Generator and it showed great
results when tested climbing different types of stairs [3, 4].

Fig. 1 Classification of
terrestrial hybrid locomotion
mobile robots [2]
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Fig. 2 Wheeled-legged robots: a ASGUARD [3, 4]; b CENTAURO [5]; c Momaro [6]

CENTAURO (Fig. 2b) is a mobile robot with humanoid architecture for the upper
body configurations, designed to perform manipulation tasks. Each arm of the robot
has seven degrees of freedom, allowing the robot to perform required movements
with large dexterity. The legs are aimed at enabling both omni-directional wheeled
motion and articulated legged locomotion. These legs have five degrees of freedom,
which enables precise positioning and direction of the wheeled leg. The robot has the
strength, durability and mechanical robustness needed to perform practical tasks in
real-world scenarios, especially for large payloads and demanding physical interac-
tions. This includes potential disaster situations and challenging collaborative tasks
in an industrial environment [5].

Anothermobile robotwith humanoid architecture isMomaro, presented in Fig. 2c.
In order to execute a diverse array of manipulation tasks, this robot is equipped
with an anthropomorphic upper body with two 7 degrees of freedom manipulators,
each ending with dexterous grippers [6]. The robot also incorporates an innovative
locomotion design characterized by four legs, each ending in a steerable pair of
wheels. With this configuration, the robot can achieve omnidirectional movements
on fairly flat terrain, navigate over obstacles by stepping on them, and overcome
variations in height by climbing.

Mobile robots with terrestrial hybrid locomotion can be used also for planetary
exploration. The planetary rover Sherpa (Fig. 3a) has four wheeled-legs, each one
of them offering six degrees of freedom [7]. The active suspension design allows
different driving modes for the rover. The addition of self-locking gears to the
suspension system allows body height to be maintained without active actuators.
This function facilitates energy-efficient movement on wheels and at the same time
ensures great flexibility in adapting to the ground and handling obstacles, as well as a
considerable load capacity. Additionally, the rover will be equipped with a specially
designed manipulator arm intended for locomotion support.
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Fig. 3 Wheeled-legged robots: a Sherpa [7]; bANYmal [8]; c Leg-wheel locomotionmobile robot
[9]; d Hybrid locomotion mobile robot for agricultural application [10–13]

ANYmal (Fig. 3b) is a quadrupedal mobile robot equipped with non-steerable
wheels integrated into its legs. This version of the robot demonstrates hybrid loco-
motion, executing a diverse range of gait sequences specifically tailored for chal-
lenging and uneven terrain completely torque-controlled system featuring four legs,
each fitted with non-steerable wheels [8]. Its main goal is to assist humans through
navigation and searches on rough terrain.

Many hybrid locomotion vehicles alternate between wheel-mode and leg-mode
for their operation. The leg-wheel locomotion robot presented in Fig. 3c aims to
overcome higher obstacles with a flow where wheel and leg movement is contin-
uously executed [9]. In this case the management of load distribution is achieved
through the torque applied to the twisting joint at the center of the body, together
with a forward/backward shift of the body. At the experimentation phase the robot
overrun big obstacles with a good continuous movement.

A hybrid locomotion mobile robot for agricultural application is presented in
Fig. 3d. The locomotion system utilizes a Scotch Yoke mechanism as the leg, with a
driving/steering wheel positioned at the end of this leg. The incorporation of hybrid
locomotion enables this mobile manipulator to achieve higher speeds on flat terrain
and swiftly change direction when functioning as a mobile platform (equipped with
either 4 or 6 wheels). It can also navigate obstacles and adapt to uneven terrain
when operating as a robot with legs. Additionally, the legs serve the dual purpose of
functioning as an active suspension system [10–13].
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As technology advances, the design and capabilities of wheeled-legged mobile
robots continue to evolve, showing a promising direction in robotics where
adaptability and efficiency are combined to resolve world’s challenges.

2.2 Independent Leg and Wheel Mechanisms

Independent leg and wheel mechanisms allow the mobile robot to achieve remark-
able mobility. On smooth surfaces, the wheels facilitate fast and energy-efficient
movement like traditional wheeled robots. When the robot encounters uneven terrain
or obstacles, it smoothly transitions to legged locomotion, taking advantage of the
stability and flexibility of the leg-based movement.

The RT-Mover robot presented in Fig. 4a offers a simplemechanism and sufficient
mobility to maintain a stable posture in various target environments. The robot can
function in indoor settings with steps and uneven ground surfaces, in natural terrains
and in artificial outdoor environments that present uneven ground. It has four drivable
wheels and two leg-like axles, that achieve the minimum necessary leg function. The
stability of the robot is increased and the final goal is that the robot will become a
personal mobility vehicle for patients [14].

The Wheeleg robot (Fig. 4b) is a hybrid wheeled-legged robot that uses indepen-
dent mechanisms in order to navigate challenging terrains. The two wheels and two
legs of this robot are collaborating in order to facilitate locomotion. The front legs
are pneumatically actuated while the two rear wheels are driven independently by
separate DC motors [15]. In order to sustain the weight of the robot the locomotion
will be effectuated via wheels, while the front legs are deployed only to enhance
traction. This configuration allows the robot to skillfully climb and overcome obsta-
cles. As a result, the grip of the robot on uneven terrain has improved compared to
the four-wheeled solution. At the same time, it is faster, more stable and easier to
control than the four-legged alternative.

In Fig. 4c is presented the HyTRO-I robot that possesses a four-wheel suspension
system for fast movement on flat terrain, and a four-legged walking system for
irregular terrain [16]. This robot is composed from three parts: the suspension torso,
the wheeled vehicle and the four modular leg mechanism. The wheeled vehicle (that
is connected to the torso) has two passive omni-directional wheels and two active
driving wheels. The independently actuated wheels are positioned on the right and
left sides, with two non-driven wheels located on the front and back. The legs, each
with 3 degrees of freedom, are also connected to the torso. This configuration allows
an increased versatility of the robot.

The terrestrial hybrid locomotion mobile robot presented in Fig. 4d is composed
of a chassis with two legs and twowheels. The legs have two degrees of freedom each
and passive wheels at the end, functioning as feet. The wheels are positioned at the
read and they can be either actuated or passive, this is facilitated by electromagnetic
clutches that connect these wheels at the shafts of their motors. What distinguishes
this robot by similar ones is the operation mode, it can operate in three distinct
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Fig. 4 Independent leg and wheel mechanisms: a RT-Mover [14]; b Wheeleg [15]; c HyTRo-I
[16]; d Hybrid locomotion mobile robot [17]

locomotion modes: wheel mode (where the feet are passive and the two large wheels
at the rear are actuated); first hybrid mode where the legs are active and the rear
wheels are passive; second hybrid locomotion mode when both the legs and rear
wheels are active [17].

The versatility of the independent leg andwheelmechanisms highlights the poten-
tial of these robots to transform the way complex tasks are performed in various
environments, demonstrating the power of integrated, adaptive robotic systems.

2.3 Mobile Robots with Reconfigurable or Transformable
Wheel

Reconfigurable or transformable wheeled mobile robots represent a significant inno-
vation in robotics, demonstrating adaptability and versatility. These robots have a
structure that allows their wheels to transform into alternate configurations, allowing
them to navigate different terrains and overcome diverse challenges.
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Fig. 5 Reconfigurable wheel: a Quattroped [18]; b Wheel transformer [19]; c Mobile robot with
transformable wheel [20]

The design principle of the leg-wheel hybrid locomotion platform presented in
Fig. 5a revolves around incorporating a “transformationmechanism” that can deform
a specific section of the body to function either as a wheel or a leg. The transition
from a full-circle rim (wheel mode) to two half-circle rims (leg mode) is controlled
by a micro-RC servo motor located inside the spoke [18]. One semicircular rim is
installed directly in the spoke, while the other is connected to the rotating horn atop
the servo. Rotating the RC servo 180° causes the half-circle rim to either swing next
to the other half-circle rim (leg mode) or move away from it (wheel mode). This
allows changing the morphology of the platform from four wheels into four legs
with 2 degrees of freedom.

The robot presented in Fig. 5b combines the advantages of circular and legged
wheels. It maintains stability and energy efficiency while traveling on a flat surface
when it uses the circular configuration. When the wheel encounters an obstacle,
it smoothly transforms into a three-legged wheel. This transition from a circular
leg structure is realized using only the frictional force between the wheel and the
obstacle, so that no additional actuators are required. This legged wheel allows the
robot to climb obstacles greater than the wheel radius [19].

Another transformable wheeled mobile robot, presented in Fig. 5c, is great for
overcoming obstacles and navigating dynamic surfaces, while keeping a fast move-
ment on flat terrain. The wheel of the robot consists of five spokes or legs, with four
actively driven by a motor with the help of a slider-crank mechanism [20]. The fifth
spoke is designed to be passive significantly reducing the actuation force needed for
the transformation mechanism. Transformation is facilitated by two motors located
at the front and back of the main body while two motors inside the robot’s body
move it forward. This innovative wheel allows a quick transition, depending of the
terrain.

The most important feature of these mobile robots is their ability to dynami-
cally change the wheel settings according to different scenarios. For example, they
can switch from a conventional constant-speed wheel configuration to a leg-shaped
configuration to improve stability and maneuverability on rough or uneven terrain.
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This reconfiguration allows robots to handle a wide variety of environments and
tasks, making them especially valuable in situations where adaptability is critical.

2.4 Mobile Robots with Wheels-Legs-Tracks

Mobile robots using wheels-legs-tracks as locomotion system represent a versatile
category of robotic systems designed to seamlessly integrate three distinct modes
of locomotion. This hybrid approach allows these robots to navigate various envi-
ronments, combining the speed and efficiency of wheels on flat surfaces with the
stability and adaptability of legs and tracks on rough terrain.

The mobile manipulator with hybrid locomotion from Fig. 6a presents a new
design where the mobile platform and the manipulator arm are integrated into a
single entity [21]. This means that the mobile platform can function as a manipulator
arm, and conversely, the manipulator arm can serve as the mobile platform. The
robot has an improved mobility because it’s able to flip over when encountering an
obstacle and then continue operating. The arm of the robot is used for manipulation
but also for flipping the robot or aiding it when encountering an obstacle.

The mechanical structure of the WheTLHLoc robot (Fig. 6b) is designed to
combine the advantages of tracked locomotion on soft terrain with the advantages
of wheel locomotion on flat and compact surfaces. The transition between these two
modes is achieved through two actuated wheels that are place at the end of rotating
arms [22]. This allows the robot to move efficiently on stairs and by coordinating the
movement of legs, wheels and tracks in a suitable combination.

In Fig. 6c is presented the hybrid locomotion robot AZIMUT that is composed of
four autonomous articulations. Each segment integrates a leg, a track and a wheel,
providing three degrees of freedom [23]. The leg can offer a 360-degree rotation
around its attachment point. The system is designed to maintain its position once that
required position is achieved, without consuming energy. To change the direction of
movement the robot can use differential steering or it can adjust the orientation of
its articulations. The platform can navigate into tight spaces with easy, behaving like
an omnidirectional platform.

Chaos (Fig. 6d) is a compact unmanned ground vehicle that can ensure exceptional
mobility. The modular running gear (four dual-drive receptacles) allows a quick
attach of different modules like tracks, wheels, legs and so one, allowing a quick
change in the method of locomotion [24]. Employing walking articulated tracks,
the vehicle enables precise control over track beam speed and position. Each track
operates independently, giving flexibility in coordinating track beam movements to
achieve various vehicle gaits. With this configuration, it is possible to combine the
benefits of tracks, wheels and legs into a single running equipment.

The versatility of mobile robots with wheels-legs-tracks rob makes them
promising candidates for various applications, such as search and rescue missions,
searching in remote or dangerous places, and tasks that require dynamic adaptation
to different environments.
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Fig. 6 Wheels-legs-tracks robots: a Mobile manipulator with hybrid locomotion [21];
bWheTLHLoc [22]; c AZIMUT [23]; d Chaos [24]

3 Conclusions

The field of robot mobility, particularly in the context of hybrid locomotion, has
witnessed significant advancements and innovation. The increasing demand for
service robots, exceeding industrial robotics, points out the growing importance of
versatile mobile robots with hybrid locomotion. These mobile robots find applica-
tions in diverse fields such as agriculture, planetary exploration, homeland security,
military, surveillance, and intervention in hazardous scenarios.

This article classifies terrestrial hybrid locomotion robots, based on combinations
of different locomotion methods that address a wide range of challenges. By inves-
tigating various combinations of locomotion mechanisms such as wheels, legs, and
tracks, this study highlights the potential to enhance robot mobility across different
terrains and scenarios, laying the foundation for future research in this domain.
Through the presented classification and case studies of terrestrial hybrid locomo-
tion robots, the article underscores the versatility and adaptability of these robotic
systems in real-world applications, ranging from agriculture to planetary explo-
ration and disaster response. The observations provided advance the understanding of
how different locomotion mechanisms can be combined to improve robot mobility.
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Overall, the insights gained from this study have the potential to drive advance-
ments in hybrid locomotion robotics and to contribute to the design and creation of
more versatile and adaptable robots for diverse applications, thus highlighting the
promising trajectory of robotics in addressing real-world challenges.
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Augmented Reality Guided 3D Printed
Robotic Arm Assembly:
A Comprehensive Framework
for Interactive Learning
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and Grigore Marian Pop

Abstract Augmented reality (AR) has emerged as a powerful tool for enhancing
learning experiences, particularly in STEM fields like mechanical engineering. The
study involves the development of an AR-enriched learning material that comple-
mented a traditional project guide for designing a 5-degree-of-freedom robotic arm.
The AR framework application employs Vuforia, a powerful tracking system, to
seamlessly overlay virtual 3D models onto physical 3D printed parts. This enables
students to visualize and interactwith their designs in a realistic and engagingmanner,
enhancing their understanding of the design process and the physical properties of
their creations. The integration of AR real-time tracking into the assembly of 3D-
printed robotic arms has demonstrated its potential to enhance the learning experience
for students in mechanical engineering. The ability to visualize and interact with 3D
models in real-time can significantly improve their understanding of the design and
assembly process, leading to improved learning outcomes.

Keywords Augmented reality · Interactive learning · 3D printing ·
Computer-aided design · STEM education

1 Introduction

In the past when students didn’t have access to portable mobile devices (laptops,
tablets, or smartphones) lectures were the primary method of teaching in engi-
neering universities. As modern portable devices have become widely available and
affordable, they are disrupting traditional learning paradigms, paving the way for
personalized and interactive learning experiences [1].
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For practical applications, the students would use the equipment available within
the laboratory classes, however the state-of-the art equipmentwasn’twidely available
for all students to experience hands-on learning. University lectures often lacked
the interactivity and engagement that are necessary for effective learning. Students
were often passive participants in lectures, and they often struggled to retain the
information that they were presented with. Traditional methods of teaching, such
as lectures and PowerPoint presentations, have become less common in engineering
universities in recent years [2]. This is due to several factors, including the increasing
use of technology in education, the need for more active learning, and the desire to
provide students with a more personalized learning experience [3].

Traditional learning methodologies should be re-evaluated to equip future engi-
neers with the diverse skills and competencies required to thrive in the ever-evolving
landscape of modern society. Augmented reality (AR), a technology that seamlessly
overlays computer-generated elements like graphics, images, videos, and 3D objects
onto the user’s real-world environment, provides a compelling solution to enhance
motivation and engagement in the educational process [4].

Augmented reality (AR) has the potential to revolutionize engineering educa-
tion by providing students with immersive and interactive learning experiences.
This can significantly enhance their understanding of complex engineering concepts
and processes. AR and VR applications can bring abstract concepts to life,
allowing students to interact with 3D models, simulations, and virtual worlds in
a hands-on manner. This immersive learning experience can significantly enhance
comprehension and retention of complex topics [5].

Thepaper aims to evaluate the effectiveness of anAR-enriched learningmaterial in
enhancing student understanding and engagement in mechanical engineering design
projects, particularly in the context of a 5-axis robotic arm design project.

After the introduction, Sect. 2 presents Related Works regarding the use of AR
technology paired with other technologies used within STEM education. Section 3
presents Materials and Methods and the proposed framework providing details
regarding each component. Section 4 presents the results of the proposed case study
AR application used for assembly instruction. Section 5 discusses the Conclusions
and the Future Works.

2 Related Works

3D printing technologies have bridged the gap between ideas and creations in STEM
and robotics education, empowering students with custom parts, rapid prototyping,
and cost-effective solutions, a recently published survey [6] has highlighted the
current challenges, trends and future directions.

Numerous studies have explored the integration of AR technology into STEM
education, demonstrating its potential to enhance learning outcomes [7]. These
studies have employed various AR approaches, including marker-based [8], marker
less [4], and mixed reality (MR) [9]. As AR technology continues to evolve, its
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applications in STEM education are expanding, offering students more immersive,
interactive, and engaging learning experiences.

Other researchers have alsoproposed a similar approach [10] to useAR technology
to enhance distance learning in robotics to overcome limitations of online robotics
lessons.

In a previous work, we explored the potential of augmented reality (AR) to
enhance the learning experience for mechanical engineering students. We developed
an AR-enriched learning material that complemented a traditional project guide for
designing a 5-degree-of-freedom robotic arm. The AR application displayed 3D
models of the robotic arm components directly on top of the project guide, providing
students with an immersive and interactive learning experience [11].

A previous study demonstrated that using a combination of 3D printing and
augmented reality (AR) enhanced student learning outcomes in a mechanical engi-
neering design course. The study found that students who used the combined 3D
printing and AR approach had better understanding of the design process, showed
enhanced capacity to understand and interpret 3D representations and higher levels
of engagement in the course material [12].

Researchers Scaravetti and François made use of the DIOTA software to integrate
directly Catia CAD models within AR scenarios and implemented the final build on
both head-mounted display with gesture recognition as well as handheld AR devices
(tablets). They have created awide range of training scenarios formultiple assemblies
and have identified several functionalities that can support the needs of perception
in regards to mechanical engineering learning [13].

Aliev et al. [14] have proposed the development of an AR software solution that
makes use of 3Dmodels of cutting tools,measuring tools aswell as special equipment
to address various aspects associated with mechanical engineering education.

Other researchers have developed a framework for implementingAR-basedmain-
tenance systems in the context of Industry 4.0 and made use of the popular Vuforia
Engine paired to Unity software solution to enhance real-time instruction, guidance
and remote assistance [15].

As presented by Takrouri et al. [7], AR enhances engineering education by
providing interactive simulations, visualizations, and remote collaboration, but cost,
standardization, and expertise hinder widespread adoption.

3 Materials and Methods

The project curriculum idea, which has started to be implemented since 2019, is
intended for students pursuingRobotics at Technical University, offering both Roma-
nian and English language studying options. The computer-Assisted Graphics disci-
pline is a second year, first-semester discipline. For this discipline, students have both
lectures, laboratory sessions, and a project. The project consists of seven sessions
of two hours each. Within the practical project sessions, each student designs the
robotic arm from scratch within SolidWorks.
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In response to the global pandemic that began in 2019 when educators were
compelled to adapt their teachingmethods to an online environment. This shift neces-
sitated the digitization of teaching materials, allowing for their dissemination via the
internet to students. While this digital transformation presented new opportunities,
it also introduced challenges.

We have gradually enhanced the project in 2020 with an AR application capable
of adding the 3D models directly over the project book as well as video links that
present step by step video guides for the design of each component [11].

Within this paper we propose the use of an advanced AR application that can track
the 3D printed robotic arm assembly in real time. This will enable students to better
understand the assembly procedure of the robotic arm components, stepper motors
as well as the intended cable management of the robotic arm so that all cables are
managed through the robotic arm assembly, and they are hidden using plastic covers.

The proposed framework that can enable real-time tracking using augmented
reality starting with CAD models is presented in Fig. 1.

3.1 Computer Aided-Design

The robotic arm components were designed using SolidWorks—Part Design soft-
ware, ensuring precision and accuracy in their geometry and dimensions. The compo-
nents were then meticulously assembled within SolidWorks, creating a compre-
hensive 3D model of the entire arm structure. To facilitate the functionality of the
robotic arm, CAD STEP file models of the servo motors were imported into the
assembly. These models accurately represent the real-world servo motors, including
their dimensions and mounting points.

The project guide introduces students to the fundamentals of SolidWorks software
through the creation of a 3D-printable robotic arm [16]. The project guide covers
key concepts like 3D modeling, assembly, and technical drawing drafting. It also
incorporates interactive multimedia elements for an engaging learning experience
(3D Pdf file that integrates CAD models).

For the robotic arm we made use of SolidWorks Composer to create various
step-by-step assembly videos between each component and their associated stepper
motors. To create the visualization element, we made use of the “digger tool” from
SolidWorks Composer to showcase the stepper motor meticulously assembled and
feature animated components to obtain animation’s clarity and visual appeal.

In our pursuit of enhancing student understanding and engagement in mechanical
engineering design projects, we have opted for SolidWorks as our primary CAD soft-
ware. This decision is primarily driven by the availability of academic licenses within
our faculty, enabling students to freely access and utilize this industry-standard tool.
Moreover, SolidWorks holds substantial popularity among mechanical engineering
companies in our region, ensuring that students are acquiring skills that are directly
relevant to the professional world. Open-source parametric 3D modeling solutions
such as FreeCAD can also be used for this endeavor as the output models can be
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Fig. 1 Proposed framework used to develop the real-time tracking AR guided assembly

integrated within the framework using STEP file format which is used to exchange
3D product data between different CAD solutions.

3.2 3D Printing

To manufacture the 3D printed robotic arm, we made the Prusa I3 MK3S 3D printer,
alongside the open-source Prusa slicer software. The Prusa I3MK3S is renowned for
its precision, reliability, and ease of use, making it an ideal choice for crafting intri-
cate mechanical components. The Prusa slicer, an open-source application, further
streamlined the manufacturing process by enabling us to seamlessly convert 3D
models into printable files.
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To manufacture the 3D printed robotic arm, we used the commonly available
and budget-friendly PLA (Polylactic Acid) material as this has low shrinkage and
wrapping issuesmaking it ideal for intricatemechanical components. Thefinal design
of the 3D printed robotic arm comprises two distinct colors: red for the robotic arms’
exterior and black for the plastic covers that conceal the servo motors and their
associated cables.

3.3 Development of the AR Application

The augmented reality (AR) applicationwe developed is built using the popularUnity
software platform (version 2022.3.8f1), which offers robust cross-platform capabil-
ities. This means that the application can run on a wide range of devices, including
laptops, PCs paired with webcams, and smartphones or tablets. This cross-platform
compatibility allows students to use the application and visualize the interactive
real-time tracking assembly steps directly on the 3D printed parts of the robotic arm,
regardless of their preferred device.

While within our case study the CAD model of the robotic arm was converted
to an *.OBJ file format which is compatible with Unity and Vuforia using 3ds Max
software, open-source solutions like Blender can also be used. However, this alter-
native approach requires utilizing a paid add-on to enable STEP file import within
Blender or in some cases the STL file format can be used instead of STEP files for
this conversion.

Within the proposed framework we made use of Vuforia Model Target Generator
version 10.19.3 [17] to convert the 3D model of the robotic arm into a tracking
dataset. This dataset enabled us to create a 3D model target that could be recognized
by the Vuforia engine, allowing us to overlay virtual content onto the physical robotic
arm.

To enhance the recognition accuracy and range of the model target, we opted to
train our dataset using Vuforia’s deep learning framework. This advanced training
procedure allowed for automatic recognition of the robotic arm, without the need for
Guide Views, and extended the recognition range up to 360°.

To define the assembly steps of the robotic armwemade use of 3dsMax andUnity
to showcase the placement of the six servo motors within the robotic arm assembly.
Each of these individual animations were exported from 3ds Max as FBX files,
were integrated into the Unity environment to provide users with a comprehensive
understanding of the robotic arm’s intricate structure.
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4 Results

The case study application regarding the assembly of the robotic armgripper has been
well-received by the students, indicating that the AR application makes it easier to
perceive the location and assembly steps of each component compared to traditional
documentation. Within Fig. 2 we have presented both the traditional documentation
(PDF project guide, video animations as well as the proposedAR application).While
no formal user experience analysis has been conducted, these initial impressions
indicate that the AR application has the potential to enhance STEM education.

Our findings reveal that students have enthusiastically embraced the AR applica-
tion used to visualize interactive assemblies’ instruction onto real 3D printed parts.
Even though they have already meticulously designed the robotic arm within Solid-
Works and possess a comprehensive understanding of how each 3d printed part and
each servo motor is assembled and fastened using screws, the proposed augmented
reality experience provides an engaging and interactive layer of learning that has
captivated students.

The case study augmented reality application made use of the cross-platform
compatibility available in Unity which enabled the final build to be used by our
students regardless of their preferred AR compatible device and their operating
system. The application is compatible even with older devices, theminimum require-
ment for Android supported version is Android 8.0 (Oreo) which was released in
2017.

Fig. 2 a A page from the SolidWorks student‘s project guide regarding the assembly of the robotic
arm. b Two screen captures from the animation created with SolidWorks composer. c The proposed
AR application with the case study of the robotic gripper
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5 Conclusions and Future Works

The developed AR application’s interactive empowers students to manipulate the 3D
printed components and observe real-time tracking assembly instructions for these.
This hands-on engagement fosters active learning and encourages students to explore
and experiment with the robotic arm’s design.

One of our main goals was to make our application accessible across multiple
platforms to facilitate the augmented reality-enhanced STEM education, enabling
students to engage in hands-on and interactive learning about robotic arm assembly
and engineering principles.

Building upon the proposed AR framework application for the robotic arm
assembly, we envision the creation of a comprehensive suite of augmented andmixed
reality experiences tailored to enhance STEM education within our university. The
proposed framework, encompassing a versatile and easily adaptable platform, which
has the potential to seamlessly integrate with a diverse range of STEM disciplines,
including 3D computer-aided design (CAD), industrial design, and robotics.

While we haven’t yet conducted a SystemUsability Scale system for the proposed
AR application, we plan to do so in future work. This will allow us to gather insights
from users and identify areas where the application can be improved.
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Geometric Robot Calibration Using
a Calibration Plate

Bernhard Rameder , Hubert Gattringer , and Andreas Müller

Abstract In this paper a new method for geometric robot calibration is introduced,
which uses a calibration plate with precisely known distances between its measuring
points. The relative measurement between two points on the calibration plate is used
to determine predefined error parameters of the system. In comparison to conven-
tional measurement methods, like laser tracker or motion capture systems, the cali-
bration plate provides a more mechanically robust and cheaper alternative, which is
furthermore easier to transport due to its small size. The calibration method, the plate
design, the mathematical description of the error system as well as the identification
of the parameters are described in detail. For identifying the error parameters, the
least squares method and a constrained optimization problem are used. The function-
ality of this method was demonstrated in experiments that led to promising results,
correlated with one of a laser tracker calibration. The modeling and identification of
the error parameters is done for a gantry machine, but is not restricted to that type of
robot.

Keywords Geometric calibration · Calibration plate · Measuring points · Gantry
machine · Experimental calibration results
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1 Introduction

As well as in industries as in scientific fields, it is crucial to have robotic systems
with high accuracy to be able to fulfill tasks, that depends on a precise positioning
of their end point, called end effector. In real systems deviations occur caused by
mounting or manufacturing inaccuracies. Not only industrial robots benefit from
a well known system description, but also gantry machines like milling machines,
3D printers and laser or water cutters are able to produce more precise products if
calibrated. Therefore, the kinematics has to be expanded by error parameters, which
are afterwards identified using a big set of measurements. This paper deals with
a method for calibrating gantry machines with the use of a calibration plate with
known geometry. Although the method is described for a gantry device, it can be
expanded for industrial robots as well. In contrast to standard approaches, where
usually the absolute position of the end effector is measured [1, 2], here we take use
of the precisely known distance between two points on the calibration plate and its
measured relative position. In the following, the calibration concept, the design of
the calibration plate, the expanded kinematics and the novel identification process
will be handled. At the end experimental results will confirm the functionality of this
method.

2 Calibration Concept

The idea of using a calibration plate instead of an absolute measurement system
such as a laser tracker to geometrically calibrate a system is based on a comparison
between a measured relative distance and a known reference (1). The plate with
defined relative distances Mdik between its measuring points, which capture the
planar deviation of an energetic beam from their center, is placed somewhere within
the work area of the machine. As proposed in [3, 4], a laser beam is used to position
the device in the center of these points. In this case the orientation γM and the absolute
position I r0i in the inertial frame is not known due to geometrical deviations from the
ideal modeling. The actual position I r0i (q,pe) deviates from the calculated forward
kinematics I r0i (q), which uses the measured values of the axes q, because of the
geometrical errors pe, for instance axis misalignments (demonstrated by pe1, pe2
and pe3), as can be seen in Fig. 1. The alignment, described by γM for each pose
j , depends on how the plate is positioned on the work area by the user. Hence, the
error parameters pe and the calibration plate orientations γM, j have to be known
to determine the exact pose of the plate in the inertial frame I . Furthermore, the
forward kinematics has to be extended by the length of the laser beam L to close the
kinematic loop to the point of impact PI on the sensor surface [4], as shown in Fig. 1.
All beam lengths of one pose are summarized in a vector L. As the known distances
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Fig. 1 Geometric calibration concept using a calibration plate (gantry figure [5])

Mdik between the measuring points i and k with i �= k are stated in the coordinate
system of the calibration plate M , it is advisable to calculate the difference between
the position vectors Mrik(q,pe,L, γM)

Mr0k − Mr0i = Mrik
!= Mdik (1)

in this frame too, whereas Mdik is the reference. The varying positioning of the
calibration plate within the work area of the machine leads to a set of j = 1, . . . ,m
measuring poses. In this approach the first point for calculating the position error
remained the same (i = 1), while the second onewas iterated from two to the number
of sensors on the calibration plate k = 2, . . . , n. This results in a set of 3(n − 1)
equations when only the position is considered.

3 Calibration Plate

For the geometric error parameter identification it is necessary to have a reference
measurement, which is used to form the position error vector �r(q,pe,L, γM). As
alreadymentioned, usually absolutemeasurements of themachine position aremade.
However, in this case the distances between two points on a calibration plate Mdik
are used as reference values. Therefore, the geometry of this tool has to be known
very accurately, which is realized by a measurement with a highly precise system in
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Fig. 2 Calibration plate
setup with four measuring
points
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advance [6]. These measurements are stated in the body fixed frame M of the plate.
The possible accuracy of the calibration process is thus depending on the accuracy of
the reference distances Mdik . Four-quadrant diodes are used as measuring points in
order to be able to approach the defined reference targets. A laser pointer, mounted
on the end effector E , allows the positioning of the machine in the center of the
diodes. Encoder positions q of the single axis are saved on each measuring point
for calculating the forward kinematics I r0i (q,pe, Li ). Depending on the modeled
system, certain error parameters require the calibration tool to have different sensor
heights to be identifiable. An exemplary calibration plate setup is shown in Fig. 2.

4 Forward Kinematics and Position Error

To calculate the needed position error vector �r(q,pe,L, γM), first the forward
kinematics of the system including the error parameters has to be set up.Therefore, the
kinematics has to be modeled to the point of impact PI on the sensors by considering
the laser length L , which is demonstrated in Fig. 1 for the third pose. The position
vector to the end effector E is hereby extended by the length of the laser beam Li

between exit point and sensor surface [4], which leads to

I r0i (q,pe, Li ) = I r0E (q,pe) + RI E (q,pe)
(
0 0 Li

)T
. (2)

The difference between two position vectors heading to sensor surfaces results then
in

I rik(q,pe,L) = I r0k(q,pe, Lk) − I r0i (q,pe, Li ), (3)

which is shown for the measuring points P1 and P2 of the first pose in Fig. 1. As there
is no possibility to measure the length of the laser beam, one way to eliminate the
parameters Li and Lk is to transform (3) into the end effector frame E and eliminate
the term which includes the lengths using a selection matrix

Sxy =
(
1 0 0
0 1 0

)
. (4)
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Since Li and Lk are defined in frame E in z direction, this provides the equation

Erik,xy(q,pe) = Sxy(RE I (q,pe)(I r0Ek (q,pe) − I r0Ei (q,pe)) +
⎛

⎝
0
0
Lk

⎞

⎠ −
⎛

⎝
0
0
Li

⎞

⎠).

(5)
After transforming the sensor distances into the end effector frame with the rotation
matrix RMI (γM) of the j th pose, these distance Edik,xy = SxyRE IRI M Mdik can be
used to calculate the position error vector

�r(q,pe, γM) = Erik,xy(q,pe) − Edik,xy(q,pe, γM) = 0. (6)

Despite the non measurable laser lengths are eliminated, after the selection some
information is lost by cutting off an equation.

However, depending on the modeling of the system, which considers the error
parameters, this is not heading to a result for certain choices of the modeled errors,
for instance, when the modeling leads to an orientation of frame Ei in (5) that does
not match with those of Ek . If this parameters are not negligible, the position error
vector can be built in the body fixed calibration plate frame M . Hereby, the laser
lengths can not be eliminated anymore and have to be changed into a part of the
parameters that have to be identified. Nevertheless, one more equation is available
per measuring point for the identification process. The changed working frame leads
to the new position error vector

Mrik(q,pe,L, γM ) = RMI (γM) I rik(q,pe,L) (7)

�r(q,pe,L, γM ) = Mrik(q,pe,L, γM) − Mdik = 0 (8)

of pose j , which is finally used to identify the error parameter set.

5 Solution of the Calibration Problem

Once the position error vector is calculated, the modeled error parameters can be
identified. In this paper two different approaches are used to estimate them.

5.1 Error Parameter Identification Using the Least Squares
Method

On one hand�r(q,pid), where pT
id = (

pT
e LT γM

)
now stands for all the parameters

that have to be identified, can be linearized using Taylor series
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�r(q,pid) = �r(q,p(0)
id )

︸ ︷︷ ︸
Q

+ ∂�r
∂pid

∣∣
∣∣
p(0)
id︸ ︷︷ ︸

�

�pid + O(�p2id) = 0 , (9)

neglecting the terms of higher order [7]. The parameters can be evaluated with the
least squares method after filling the matrices Q and � with measurement values of
the corresponding m calibration poses like

⎛

⎜
⎜⎜⎜
⎝

Q
1

Q
2

...

Q
m

⎞

⎟
⎟⎟⎟
⎠

︸ ︷︷ ︸
Q

=

⎡

⎢
⎢⎢⎢
⎣

�
1
int �

1
ext 0 0

�
2
int 0 �

2
ext 0

...
...

. . .
...

�
m
int . . . . . . �

m
ext

⎤

⎥
⎥⎥⎥
⎦

︸ ︷︷ ︸
�

�
(
pT
e LT

1 γM,1 LT
2 γM,2 . . . LT

m γM,m
)T

︸ ︷︷ ︸
�pT

id

= 0.

(10)
The special depiction of� results from a separation of the intrinsic (int) and extrinsic
(ext) parameters, as it is usual in camera calibration approaches [8]. Intrinsic param-
eters are the ones which belong to the system itself and does not change through the
different measurement poses, whereas the extrinsic parameters belong to each pose.
So each further pose generates a new set of laser lengths depending on the number of
sensors on the calibration plate as well as a new plate orientation. The least squares
estimation

�pid = −[�T�]−1�TQ (11)

p(1)
id = p(0)

id + �pid (12)

is then repeated for some iterations

p(n+1)
id = p(n)

id − [�T�]−1�TQ (13)

until the change in parameters is below a given border [9]. As stated in (9) with p(0)
id

an initial error parameter set has to be chosen for the first iteration. Assuming the
expected error parameter values to be very small, they are set to p(0)

e = 0 initially.
Depending on the modeled parameters, some of themmust be deviating from zero by
a small random value, which is in the order of magnitude of the expected errors. The
laser length L(0)

i can be initialized with the distance between exit point of the laser
and the point of impact on the sensor surface using the uncalibrated kinematics. The
initial calibration plate orientation γ

(0)
M, j is estimated roughly due to its orientation

on the work area. This leads to

pT (0)
id, j =

(
pT (0)
e LT (0)

j γ
(0)
M, j

)
(14)

for the j th measuring pose.
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5.2 Error Parameter Identification Solving a Nonlinear
Optimization Problem with Constraints

The fact that the equations for estimating the laser lengthsL j and the plate orientation

γM, j is restricted to the number of measurements per pose, as can be seen on �
j
ext in

(10), makes them difficult to identify. Due to this, a second approach for identifying
the parameters pid using a restricted optimization problem is introduced. The biggest
advantage compared to the least squaresmethod is the possibility to define constraints
to specify realistic parameter limits. An appropriate choice may be a limitation of the
error parameters in size of the maximum expected deviations. If the plate orientation
is not varied randomly, but in a certain angular range, this can be taken as constraint
for the plate alignment. Lastly, the laser lengths can be restricted to a predefined
range, which is dependent on the geometry of the used machine. Nevertheless, the
constraints have to be chosen in a plausible range, because possible solutions out
of the restrictions are not taken into consideration. For optimization the nonlinear
objective function

f (q,pid) = �rT (q,pid)�r(q,pid)
2

(15)

is introduced with the usage of �r(q,pid) from (8). After filling the nonlinear posi-
tion error vector with measurements

�rT (q,pid) = (
�rT1 (q1,pid) �rT2 (q2,pid) . . . �rTm(qm,pid)

)
(16)

of all m poses with each 3(n − 1) equations, the optimization problem is defined as

min
pid∈R

f (q,pid)

s.t. pmin ≤ pid ≤ pmax , (17)

where pmin and pmax states the lower and upper bounds as described before. The
computation is realized with CasADI [10] using the solver IPOPT. As an initial
guess, the same parameters p(0)

id as described for the least squares method can be
used.

6 Experimental Results

For testing the procedure a three axis laser cuttingmachinewith integrated laser beam
was used.After centering the laser beam into the four-quadrant diodes,measurements
of each axis encoder were saved. Furthermore, a raster laser tracker measurement
I r0E,re f all over the work space was made additionally for validation using a LEICA
AT930 Absolute system [11]. Although both described identification methods led to



316 B. Rameder et al.

(a) Δrxy of uncalibrated system (b) Δrxy of calibrated system

Fig. 3 Absolute error between reference measurement and forward kinematics

Table 1 End effector accuracy of the different calibration methods

�rmax,xy in mm �rmean,xy in mm

Uncalibrated robot 3.27 1.87

Laser tracker calibration 0.54 0.11

Calibration plate (proposed
method)

0.81 0.26

approximately the same results, the constrained optimization was preferred and used
here because the constraints prevent the estimated values fromexceeding the assumed
realistic range. Since the error parameters related with the z direction are difficult
to identify in this case because of the given machine and calibration plate geometry,
the error was only evaluated in the x and y direction, what is important for laser
cutting machines anyway. Figure 3a shows the deviation of the uncalibrated forward
kinematics of the system I r0E (q) in respect to the laser trackermeasurement I r0E,re f .
Absolute errors up to some millimeters can be seen. The corresponding values of the
maximum �rmax,xy and the mean error �rmean,xy are given in Table 1. Figure 3b, on
the other hand, shows the deviation of the reference measurement I r0E,re f from the
kinematics corrected for the identified error parameters I r0E (q,pe). The mean error
could be reduced by about 86%. The deviations were evaluated and plotted on the
measurement points of the reference raster using the saved encoder values and the
identified error parameters.

7 Conclusion

The presented approach showed that it is possible to achieve good results using a
calibration plate as a reference for geometric calibration instead of a laser tracker
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measurement for instance. Clear advantages compared to usual reference devices
are the less sensible mechanical architecture of such calibration plates, their respec-
tively small size, which makes them easy to handle for transport and above all the
low manufacturing costs of the plate itself. Therefore, this method is ideal for the
initial calibration of gantry machines and recalibration after any crashes is also a
straightforward process. Further research in this area would be the extension of the
method for industrial robots including their orientation.
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Algorithm for Obtaining Balanced
Specific Sliding Coefficients at the Points
Where the Meshing Stars and Ends
for External Spur Gears

T. A. Antal

Abstract The paper investigates the numerical possibility of obtaining equalized
specific sliding coefficients for external involute spur gears based on new kinematical
method thatwas developed in the general case of spatial gears andwas customized for
planar gears. The specific sliding coefficients at the points where the meshing begins
(A) and ends (E) are evaluated to check if equalization is possible, then a proper
numerical method is chosen and an algorithm is conceived to obtain the geometrical
dimensions of the gears with optimized meshing characteristics by balanced sliding
coefficients to provide longer lifetime.

Keywords Addendum modification · Algorithm · Balanced · Profile shifting
coefficients · Spur gears · Specific sliding coefficients

1 Introduction

Friction and repeated contact between the teeth during operation will produce wear
[1]. Abrasive wear produced by sliding gradually removes material from the teeth
flanks and as it changes the tooth profile it will reduce the lifespan and the efficiency,
leading, in time, to the failure of the gear. Several methods can be used to design the
gears with profile shifting coefficients. Balancing the relative velocities [2] or the
power lost by friction [3, 4] or the efficiency [5, 6] at the points where the meshing
starts and ends, allows preventing premature wear and keeping the initial gearing
conditions for a longer time [7]. In robotics, spur gears transfer rotational motion
between two parallel axes. The motion of spur gears is accurate allowing precise
positioning, and when this is combined with a higher working time various gear
combinations can be developed for the actuation of the robotic systems, as illustrated
in [8] for a surgical robot, in [9] for a robotic system for brachial monoparesis
rehabilitation tasks or in gear boxes for industrial robotic solutions [10].
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1.1 Specific Sliding Coefficients for External Spur Gears

Cylindrical gears with straight teeth fixed on parallel shafts are known as spur gears.
When the teeth of the gears come into contact the rotational motion from one gear
is transferred to the other. The contact is made on a line (called line of action) along
witch the contact force produces a torque that is transferred from one gear to the
other. In the general design case of gears, the profile shifting coefficient is used to
adjust the tooth profile of gears. The profile shifting coefficient (also called addendum
modification or correction, denoted as x1, x2 further on) defines a change in the gear’s
tooth height which affects the gear’s overall size and themeshing process with effects
on various gear parameters like the gear’s center distance, tooth thickness, and contact
ratio. While meshing the contact between the gears is with rolling with sliding. The
sliding coefficient is a dimensionless parameter that indicates the degree of sliding
between gear teeth during meshing. In most cases engineers aim to minimize the
sliding coefficient (denoted as ζ further on) by the gear design or to balance the
effects of the sliding to obtain better operating condition. From [11] the sliding
coefficients between two, surfaces 1 and 2, in contact at point P, with rolling and
sliding can be calculated with:

ζ12 = �V12 • �V12

�V1 • �V12

(1)

ζ21 = �V21 • �V21

�V2 • �V21

(2)

where �V1 is the velocity of the surface 1 at point P; �V2 is the velocity of the surface 2 at
point P; �V12 the relative velocity of surface 1 with respect of surface 2 at point P; �V21

the relative velocity of surface 2 with respect of surface 1 at point P. The following
formulae were determined for the specific sliding coefficients [11] at points A and
E, where the meshing starts and ends, in the case of the external spur gears.

ζ12A = (1 + u12)
1 − �A

1 + u12(1 − �A)
(3)

ζ12E = (1 + u12)
�E − 1

u12�E
(4)

ζ21A = (1 + u12)
�A − 1

�A
(5)

ζ21E = (1 + u12)
�E − 1

�E − (1 + u12)
(6)

where u12 = ω1/ω2 is the ratio of the angular velocities; ω1 the angular velocity of
the driving wheel, ω2 the angular velocity of the driven wheel �A = tan(αA)

tan(αw)
;�E =
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tan(αE )

tan(αw)
;αA initialmeshing angle at start;αE finalmeshing angle at end;αw theworking

meshing angle.

1.2 Computation of the Specific Sliding Coefficients
for External Spur Gears

The following known formulae are specific to the geometry of the external spur gears
[11, 12] and provide computation of the fundamental parameters to ensure proper
meshing:

cos(αA) = r2
ra2

cos(α0) (7)

cos(αE ) = r1
ra1

cos(α0) (8)

r1 = mz1
2

(9)

r2 = mz2
2

(10)

ra1 = m

2

(
z1 + h∗

a + 2x1 − 2k
)

(11)

ra2 = m

2

(
z2 + h∗

a + 2x2 − 2k
)

(12)

k = x1 + x2 − y (13)

y = z1 + z2
2

(
cos(α0)

cos(αw)
− 1

)
(14)

where αw is computed from the following equation, with α0 = 20°:

x1 + x2 = [tan(αw) − αw − (tan(α0) − α0)]
(z1 + z2)

2 tan(α0)
(15)

Before solving the equalization of the specific sliding coefficients at points A and
E, where the meshing starts and ends, there is the problem of checking if this is
possible. For this purpose, the surfaces from the Eqs. (3) and (6) will be graphically
represented and it will be checked if there is an intersection between. The existence
of intersection means that balance specific sliding can be found as balancing is the
equalization from the following condition:



322 T. A. Antal

ζ12A = ζ21E (16)

The x1 and x2 values are in range [0, 1] and the z1 and z2 values are given in the
surface representations from Fig. 1. The Matlab code for obtaining the data from
Table 1 is:

Table 1 ζ12A(x1,x2) and ζ21E(x1,x2) values, without equalization for z1 = 19 and z2 = 19

i x1 x2 ζ12A ζ21E αw [0] ζ12A−ζ21E

1 0.00 0.00 −4.695 −4.695 20.000 0.000

2 0.00 0.25 −3.983 −2.316 21.872 −1.666

3 0.00 0.50 −3.597 −1.381 23.446 −2.216

4 0.00 0.75 −3.357 −0.865 24.812 −2.491

5 0.00 1.00 −3.194 −0.531 26.027 −2.662

6 0.25 0.00 −2.316 −3.983 21.872 1.666

7 0.25 0.25 −2.244 −2.244 23.446 0.000

8 0.25 0.50 −2.199 −1.424 24.812 −0.775

9 0.25 0.75 −2.172 −0.937 26.027 −1.234

10 0.25 1.00 −2.155 −0.609 27.123 −1.545

11 0.50 0.00 −1.381 −3.597 23.446 2.216

12 0.50 0.25 −1.424 −2.199 24.812 0.775

13 0.50 0.50 −1.462 −1.462 26.027 0.000

14 0.50 0.75 −1.496 −0.999 27.123 −0.496

15 0.50 1.00 −1.526 −0.677 28.125 −0.848

16 0.75 0.00 −0.865 −3.357 24.812 2.491

17 0.75 0.25 −0.937 −2.172 26.027 1.234

18 0.75 0.50 −0.999 −1.496 27.123 0.496

19 0.75 0.75 −1.053 −1.053 28.125 0.000

20 0.75 1.00 −1.101 −0.738 29.049 −0.363

21 1.00 0.00 −0.531 −3.194 26.027 2.662

22 1.00 0.25 −0.609 −2.155 27.123 1.545

23 1.00 0.50 −0.677 −1.526 28.125 0.848

24 1.00 0.75 −0.738 −1.101 29.049 0.363

25 1.00 1.00 −0.792 −0.792 29.907 0.000
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z1=19; z2=19; a0=deg2rad(20);
x1min=0;x1max=1.0;nx1=41;pasx1=(x1max-x1min)/(nx1-1);
x2min=0;x2max=1.0;nx2=nx1;pasx2=(x2max-x2min)/(nx2-1);
Z12a = zeros(nx1,nx2);Z21e = zeros(nx1,nx2);
for i=1:nx1
x1=x1min+(i-1)*pasx1;VX1(i)=x1;
for j=1:nx2
x2=x2min+(j-1)*pasx2;VX2(j)=x2;
aw=faw(x1,x2,z1,z2,a0); % (15)
z12a=zetaa(x1,x2,z1,z2,a0,aw); % (3)
z21e=zetae(x1,x2,z1,z2,a0,aw); % (6)
Za(i,j)=z12a;%in red
Ze(i,j)=z21e;%in yellow
fprintf(’%5.2f … %10.5f\n’,x1,x2,z12a,z21e,rad2deg(aw),za-ze);
end

end

We can observe in Table 1, if z1 = z2, and x1 = x2 we have equalization (see
the italicized lines). The situation should also be found in the case of a general
algorithm for solving the equalization and for any numbers of teeth. At the same
time, we must take into account that in the calculation of sliding coefficients in
Table 1 and the graphical representation fromFig. 1 the interferences that may appear
between the teeth flaks were not considered. In order to avoid the tooth undercut
and sharpening [11] additional restrictions apply to the results and the number of
equalization solutions will decrease.

In Table 1, in the 25 rows of given pairs of profile shifting coefficients pairs, for 5
rows we have equal specific sliding coefficients, for 10 rows we have higher sliding
at A point, and for 10 rows we have higher sliding at B point.

Fig. 1 Representation of
ζ12A(x1,x2)—in red, and
ζ21E(x1,x2)—in yellow,
surfaces for z1 = 19 and z2
= 19
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2 Algorithm for Equalizing the Specific Sliding Coefficients
at the Points Where the Meshing Stars and Ends
for External Spur Gears

Based on Eq. (16) the following Matlab function can be written.

function [ f ] = f_zeta(aw,x2,z1,z2,a0)
x1=(inv_f(aw)-inv_f(a0))*(z1+z2)/2./tan(a0)-x2; % (15)
f1=zeta12a(x1,x2,z1,z2,a0,aw); % (3)
f2=zeta21e(x1,x2,z1,z2,a0,aw); % (6)
f =f2-f1;
end

Where the ζ12A is computed with the following Matlab function.

function [ zetaa ] = zeta12a(x1,x2,z1,z2,a0,aw)
ha=1;
u12=z2/z1;
y=(z1+z2)*(cos(a0)/cos(aw)-1)/2.; % (14)
k=x1+x2-y; % (13)
r2pera2=z2/(z2+2*ha+2*x2-2*k); % (12)
aa=acos(r2pera2*cos(a0)); % (7)
psia = tan(aa)/tan(aw);
zeta12a= (1+u12)*(1-psia)/(1+u12-u12*psia); % (3)

end

and the ζ21E is computed with the following Matlab function:

function [ zetae ] = zeta21e(x1,x2,z1,z2,a0,aw)
u12=z2/z1;
y=(z1+z2)*(cos(a0)/cos(aw)-1)/2.; % (14)
k=x1+x2-y; % (13)
r1pera1=z1/(z1+2*ha+2*x1-2*k); % (11)
ae=acos(r1pera1*cos(a0)); % (8)
psie = tan(ae)/tan(aw);
zeta21e= (1+u12)*(1-psie)/(1+u12-psie); % (6)

end

The following algorithm traverses the [x2in, x2fin] interval with a constant
step in n equidistant points. The (16) in the f_zeta function will return an aw
value for which the f_zeta is null in the [140, 320] interval for the aw angle. The
solution is found using the bisection method. Bisection will always find a solution if
the margins of the interval are correctly determined and it only needs the sign of the
function [13] for that. The find_interval function seeks the left (ast) and the
right (aend) interval margins where the solution is found. If the nonlinear equation
solver from the bisection function will return real values the × 1, zeta12a
and zeta21e values are computed. After the αw angle, the tooth undercut and the
sharpening limitations are checked the remaining values are printed and plotted.
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ha=1;z1=19;z2=30;a0=deg2rad(20);
x2in=-1.0;x2fin=1.0; n=61; step=(x2fin-x2in)/(n-1);
plotcrt1x1=[];plotcrt1x2=[];

for i=1:n
x2=x2in+(i-1)*step;
[ast, aend] = find_interval(f_zeta(alfa,x2,z1,z2,a0);
[aw, converging ] = bisection(@f_zeta,ast,aend,x2,z1,z2,ha,a0);
if converging && (aw in [140, 320])
x1=(inv_f(aw)-inv_f(a0))*(z1+z2)/2./tan(a0)-x2;
za=zeta12a(x1,x2,z1,z2,a0,aw);
ze=zeta21e(x1,x2,z1,z2,a0,aw);

..chechfor(tooth_undercut, tooth_sharpenig);
if (not tooth_undercut && not tooth_sharpenig)
fprintf(’%9.5f .. \n’,i, x1, x2, rad2deg(a_w),za,ze);
plotcrt1x1=[plotcrt1x1 ; x1];
plotcrt1x2=[plotcrt1x2 ; x2];

end
end

3 Conclusions

Values of the specific profile shifting coefficients x1 and x2 can be determined using
this algorithm to provide uniform wearing of teeth flanks at the points where the
meshing ends and begins. For small and close values of the z1 and z2 number of teeth
the equalization has fewer solutions (Table 2 has fewer values than Table 3). High
equalized specific sliding coefficients, in absolute value, are obtained for negative
values of the profile shifting coefficients. Low equalized specific sliding coefficients,
in absolute value, are obtained for the positive values of the profile shifting coef-
ficients. For no lubrication conditions the low values are preferred, while in the
presence of lubrication the higher values can be used as hydrodynamic lubrication
between gear teeth can be this way enhanced, leading to reduced friction, wear, and
better gear performance. When the specific profile shifting coefficients, obtained
from the equalized specific sliding coefficients, are used at the design of the gears
the balanced wearing will increase the lifetime of the gears and provide a lower
operating temperature.
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Table 2 Profile shifting coefficients for equalized sliding coefficients for z1 = 19 and z2 = 19

i x1 x2 ζ12A ζ21E αw [0]

10 −0.10000 −0.10000 −8.8245361 −8.8245361 18.16802

11 −0.00000 0.00000 −4.6957606 −4.6957606 20.00000

12 0.10000 0.10000 −3.2551503 −3.2551503 21.52617

13 0.20000 0.20000 −2.5031547 −2.5031547 22.84552

14 0.30000 0.30000 −2.0325107 −2.0325107 24.01401

15 0.40000 0.40000 −1.7055391 −1.7055391 25.06675

16 0.50000 0.50000 −1.4624285 −1.4624285 26.02736

17 0.60000 0.60000 −1.2728622 −1.2728622 26.91259

18 0.70000 0.70000 −1.1197626 −1.1197626 27.73481

19 0.80000 0.80000 −0.9927392 −0.9927392 28.50343

20 0.90000 0.90000 −0.8850853 −0.8850853 29.22580

21 1.00000 1.00000 −0.7922664 −0.7922664 29.90779

Table 3 Profile shifting coefficients for equalized sliding coefficients for z1 = 19 and z2 = 57

i x1 x2 ζ12A ζ21E αw [0]

1 0.24933 −1.00000 −2.9145005 −2.9145005 16.15289

2 0.25666 −0.90000 −2.6251058 −2.6251058 16.82501

3 0.26593 −0.80000 −2.3900838 −2.3900838 17.45541

4 0.27697 −0.70000 −2.1943919 −2.1943919 18.04981

5 0.28960 −0.60000 −2.0281496 −2.0281496 18.61281

6 0.30370 −0.50000 −1.8845884 −1.8845884 19.14814

7 0.31917 −0.40000 −1.7589089 −1.7589089 19.65888

8 0.33591 −0.30000 −1.6476084 −1.6476084 20.14759

9 0.35386 −0.20000 −1.5480670 −1.5480670 20.61647

10 0.37295 −0.10000 −1.4582835 −1.4582835 21.06735

11 0.39311 0.00000 −1.3767011 −1.3767011 21.50185

12 0.41431 0.10000 −1.3020892 −1.3020892 21.92133

13 0.43650 0.20000 −1.2334607 −1.2334607 22.32701

14 0.45964 0.30000 −1.1700146 −1.1700146 22.71995

15 0.48369 0.40000 −1.1110925 −1.1110925 23.10109

16 0.50864 0.50000 −1.0561486 −1.0561486 23.47126

17 0.53445 0.60000 −1.0047255 −1.0047255 23.83120

18 0.56109 0.70000 −0.9564372 −0.9564372 24.18159

19 0.58855 0.80000 −0.9109551 −0.9109551 24.52301

20 0.61680 0.90000 −0.8679975 −0.8679975 24.85603

21 0.64583 1.00000 −0.8273216 −0.8273216 25.18111
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A Novel Approach Exploiting Contact
Points on Robot Structures for Enhanced
End-Effector Accuracy

Jan Šifrer and Tadej Petrič

Abstract In this paper, we propose a novel approach that leverages contact points on
the robot’s structure to significantly enhance the precision of robotic mechanisms.
This method involves a detailed analysis of how strategic contact utilization can
lead to improved accuracy in robotic operations. Through experimental validation
and comparative studies, we demonstrate the efficacy of this technique in refining the
performance of robotic systems. Our findings highlight the potential of this approach
in optimizing robotic functionality, opening new avenues for advanced robotic appli-
cations in various fields.

Keywords Robotic mechanisms ·Accuracy · Jacobian matrix · Inverse kinematics

1 Introduction

In this paper,we address a pivotal challenge in collaborative robotic systems (Cobots),
where precision is often compromised despite the integration of advanced sensors
for human detection and collision avoidance. Our approach is to enhance Cobot
accuracy by adopting human-like precision techniques. A typical human strategy
involves stabilizing one’s arms by resting them on a surface for tasks requiring fine
motor skills, such aswriting.Weaim to apply this ’leaning’method to improve robotic
accuracy.While previous research [1–3] has investigatedvarious control strategies for
robotics, our method uniquely combines force and position control across different
robot segments, thereby refining task precision and enhancing Cobots’ effectiveness
and safety in human-robot collaborative settings.
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Significant strides have beenmade in the robotics field, particularly inmultitasking
and obstacle avoidance [4–6], with key developments including second-order inverse
kinematics [7] and the augmented Jacobianmethod [8]. Our research integrates these
established methodologies with our innovative ’leaning’ concept, aiming to enhance
task accuracy in critical human-robot interactions.

Furthermore, we extend our focus to the physical whole-body interactions of
Cobots, particularly those with a moving base, as they represent a greater degree of
autonomy and complexity in unstructured environments. Unlike traditional industrial
robotics where the base is fixed and interactions are limited [9, 10], Cobots require
advanced control mechanisms to manage contacts and physical interactions safely
[11]. This capability is essential for operating in everyday environments, where
making and breaking contacts, both intentional and unintentional, support dynamic
movements.

The study of physical whole-body interactions, especially in humanoid Cobots, is
crucial for enhancing positional accuracy, payload capacity, repeatability, and speed,
while ensuring safety [12, 13]. Proper whole-body coordination and the ability to
utilize whole-body contacts are imperative for the effective functioning of these
robots. Our research aims to contribute to this field by proposing a novel approach to
improve the precision ofCobots through a combination of advanced control strategies
and human-inspired techniques.

In this paper, we introduce an approach aimed at improving the precision of col-
laborative robots (Cobots). By synergistically combining established robotic con-
trol methods with innovative techniques inspired by human behavior, our research
addresses the challenges associated with whole-body interactions in dynamic and
unstructured environments. This strategy is designed to extend the capabilities of
Cobots beyond their current limitations. Our work makes a technical contributions to
the field of robotics, enhancing the precision and functionality of Cobots. Moreover,
it lays the groundwork for fostering more intuitive, safe, and effective interactions
between humans and robots across a diverse range of applications.

2 Control Framework

Our aim is to refine the precision of the robotic mechanism through a unique strat-
egy: enabling one of its body parts to lean against an object. Utilizing a redundant
robotic system, we effectively split this concept into two distinct tasks. The first task
involves the robotic mechanism leaning on the object with a predetermined force F ,
as depicted in Fig. 1. Concurrently, the second task requires the robot to execute an
action using its end effector, whilemaintaining the initial contact and force F . From a
robotics perspective, this approach can be described as prioritizing the leaning action
as the primary task, with the movement of the end effector serving as a secondary
yet integral task. This dual-task methodology is key to enhancing the precision and
functionality of the robot in complex environments.



Exploiting Contact Points on Robot Structures 331

Fig. 1 Display of the robot
leaning on the object

Movement within the robotic system can be described in two distinct ways.
Firstly, it can be expressed through the joint space, which is represented by q =
[q0, q1, . . . , qN−1]. This notation details the configuration of the robot’s mecha-
nism, comprising N − 1 joints, with N being 7 on our scenario. Secondly, movement
can be articulated in the task space, symbolized by x = [x1, x2, . . . , xM ]. Here,
M signifies the number of degrees of freedom assigned to each specific task. The
intricate connection between these two representations is governed by the direct
kinematic equation. This relationship is comprehensively elaborated in [14] and is
expressed as follows:

x = p(q), (1)

where p is a nonlinear function. Moreover, by applying differentiation to the direct
kinematic equation, we are able to formulate the first-order differential kinematic
equation. This derivation offers a deeper understanding of the robot’s movement
dynamics, and is expressed as follows:

ẋ = Jq̇, (2)

where J = dp(q)
dq is the Jacobian matrix, which is dependent on the configuration q.

This equation shows how the end effector’s position changeswith slight configuration
adjustments. Its ease of inversion allows for calculating configuration changes based
on end effector position changes, expressed mathematically as:

q̇ = J+ẋ. (3)

It’s important to note that the Jacobian matrix J for redundant robotic systems is
non-invertible. For these systems,weuse theMoore-Penrose pseudo-inverse, denoted
as J+.
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When prioritizing certain joints in a robotic system, a weighted pseudo-inverse
can be utilized, where weights are adjusted according to the significance of each
joint. Both theMoore-Penrose pseudo-inverse and the weighted pseudo-inverse offer
a parametric solution. Specifically, the Moore-Penrose inverse selects the solution
with the smallest second norm. Conversely, the weighted pseudo-inverse enables
control over the contribution of each joint to the final solution by adjusting their
respective weights.

For both the Moore-Penrose and weighted pseudo-inverses, additional solutions
are attainable by incorporating a vector that ismultiplied by the kernel of the Jacobian
matrix J. This approach facilitates the assignment of multiple tasks to the robot. The
mathematical expression for this is:

q̇ = J+ẋ + Nq̇0, (4)

where N represents the null space or kernel of the matrix J, and q0 corresponds to
our secondary task.

To address our challenge, we will apply Eq. (4). In this setup, the robot’s primary
task is to lean on the object, while its secondary task will be the controlled movement
of the end effector.

To elucidate our primary task, we aim to have our robotic mechanism exert force
on an object using a component positioned between the second and third joints.
Consequently, this task exclusively pertains to the control of the first and second
joints, with the associated Jacobian matrix taking the following form:

J f =
[
1 0 0 0 0 0 0
0 1 0 0 0 0 0

]
. (5)

It’s crucial to emphasize that the Jacobian matrix under consideration is non-
invertible. To address this,wewill utilize theMoore-Penrosepseudo-inverse, yielding
the following outcome:

J+
f =

[
1 0 0 0 0 0 0
0 1 0 0 0 0 0

]T

. (6)

Please take note that the resulting pseudo-inverse, represented as J+
f , is essentially

the transpose of the original Jacobian matrix J f . This stems from the fact that the
task is defined in the joint space.

The subsequent phase entails establishing the desired contact force, denoted as
F , which signifies the robotic pressure exerted on the object. In order to optimize
the utilization of degrees of freedom for this specific task, our primary focus centers
on the magnitude of the force. Assuming our target force magnitude is represented
as Fd , we can compute the necessary adjustment required to achieve our objective,
expressed as e′

f = Fd − F . Based on the experimental setup, illustrated in Fig. 1, and
taking into account the robot’s kinematics, it becomes evident that joint 1 lacks the
capability to generate the vertical force required. However, in light of this limitation,
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we can simplify our approach by setting the first component of the vector e f to zero,
without compromising generality. Given the significant impact of the second joint
on the leaning force, we can effectively represent e f = [0, e′

f ]T .
Finally, the resulting controller used was defined by

q̇d = J+
f K f e f + N f J+

x Kxex , (7)

whereN f represents the null-space projection of J f . Additionally,K f andKx denote
the proportional gains for the force-feedback and the Cartesian controller, respec-
tively. Furthermore Jx s defined as the weighted inverse of the end effector’s Jacobian
matrix, which is calculated as:

J+
x = N−1

f JT
x (JxN−1

f JT
x + µI)−1. (8)

Here, µ is a small scalar number and I is the identity matrix.

3 Method Evaluation

To effectively compare the precision of the end effector, we established a predefined
curve for the end effector to follow. The deviation from this path was measured to
assess the error during its movement.

In this paper, we explore the movement of the end effector along a curve that
shapes into an infinity symbol (∞) with a specific radius r . To facilitate movement
beyond a plane, we parameterized the curve to include a continuously varying third
coordinate. The parametric representation of this curve, for any t ∈ R, is expressed
by

[
xd

] =
⎡
⎢⎣
r · sin(t) · cos(t) + 0.65

r · cos(t)
r · sin(t) · cos2(t) + 0.4

⎤
⎥⎦ . (9)

To evaluate the efficacy of our proposed method, where the robot supports its
structure, we compare it to the traditional approach where the robot operates with-
out making contact. The tests are designed to highlight the performance differences
between these two methodologies. In both scenarios, the robot is programmed to
show increased flexibility in its initial two joints, intentionally demonstrating its pre-
cision capabilities, or lack thereof, in relatively straightforward tasks. This feature is
especially pivotal in our newmethod. Here, unlike the traditional approach, the robot
is not only tasked with movement but also with exerting a constant, controlled force.
This dual functionality tests the robot’s ability to maintain stability and accuracy
under varying operational conditions. It also allows us to observe how the additional
requirement of force application influences the robot’s overall performance, particu-
larly in terms of precision. By comparing these two methodologies, we aim to assess
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Fig. 2 Comparison of the end effector accuracy. Here, xd indicates the designated trajectory, xn
represents the trajectory followed by the robot when it is not in contact, and xc shows the trajectory
when the robot is performing in contact with an object using the proposed approach

not just the functional capabilities of the robotic system, but also its adaptability and
reliability in different operational contexts.

In Fig. 2, we present a detailed comparison of the mechanism’s end effector accu-
racy between the basic and the new method. The graphical representation in this
figure provides a clear visual interpretation of the discrepancies in performance met-
rics under each method. It is noteworthy that the enhanced flexibility in the robot’s
first two joints, a feature common to both methods, is designed to accentuate the
effects of precision under different operational conditions.

Furthermore, the experiment includes a critical examination of how the additional
task of maintaining a constant force F = 10N in the newmethod impacts the overall
precision of the end effector. This is in contrast to the basic method, where the
robot operates without this additional force requirement. The comparative analysis
is rooted in the quantification of accuracy using the error estimator er , which is given
by

er = ‖(x − xx )‖2 + ‖(y − yx )‖2 + ‖(z − zx )‖2. (10)

We can observe that the robotic mechanism controlled by the basic method (rep-
resented by the blue curve) exhibits significantly lower accuracy compared to the
one controlled by our new method (indicated by the red curve). This disparity in
performance is quantitatively substantiated by the values obtained from our error
estimator. For the basic method, the er = 37.3 is higher than the er = 9.1 recorded
for the proposed method.

An analysis of Fig. 3 offers a detailed understanding of the variations in the posi-
tion of the mechanism’s end effector across different coordinates. It becomes evident
that under the new method, the coordinate values of the end effector are significantly
more congruentwith the theoretical valueswhen compared to those achievedwith the
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Fig. 3 Comparison of the accuracy of the mechanism’s end effector by coordinates

basic method of robotic control. This comparison clearly demonstrates the superior
accuracy and alignment of the new method with the intended trajectory, highlighting
its effectiveness in precise robotic movements.

Analysis reveals that the largest discrepancy in the basic method is observed in the
z coordinate. This is attributed to the robot’s compliance in the first two joints coupled
with its specific configuration. As depicted in Fig. 1, the robot’s stance is such that
the second joint bears most of the robot’s weight. Coupled with the robot’s relatively
rapid movements and the inherent compliance of this second joint, the precision of
motion is significantly compromised. This results in notable oscillations, particularly
evident in the z coordinate as shown in Fig. 3.

Furthermore, due to the compliance in the first joint, deviations are also pro-
nounced in the x and y coordinates. This multi-dimensional imprecision leads to
an overall reduction in the accuracy of the robotic mechanism, as comprehensively
demonstrated in Fig. 2. This analysis underlines the critical impact of joint compli-
ance and robot configuration on the precision of end effectormovements, particularly
in multi-coordinate tasks.

4 Conclusion

In this paper, we unveiled an innovative approach that markedly enhances the preci-
sion of robotic mechanisms in specific scenarios by leveraging body contacts. Our
study demonstrated a clear improvement in accuracy with this proposed method
compared to the conventional approach, where the robot operates without contact.
Our focus was particularly on the accuracy of the end effector, as evidenced by its
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ability to accurately trace a parameterized curve. The results from this comparison
highlighted a considerable increase in precisionwith the use of our proposedmethod.

These findings not only affirm the efficacy of our approach but also illuminate the
wider impact of such advancements in the field of robotic control. They suggest a
promising path forward for robotic systems, emphasizing adaptability and physical
interaction with their environments as key factors in achieving superior performance.
This research paves the way for future developments in robotics, where integration
with the surrounding environment becomes a critical component of advanced robotic
functionality.
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Multi-axis Additive Manufacturing:
Development of Slicer and Toolpath
for 2.5D/3D/5D Printing

Gidugu Lakshmi Srinivas, Marius Laux, Vishnu Parameswaran Nair,
and Mathias Brandstötter

Abstract In 3D printing, components are created incrementally along the normal
direction through the sequential deposition of material. This methodology stream-
lines the manufacturing process and kinematics of 3D printers. However, due to the
staircase effect, the conventional printing process has drawbacks such as additional
material for supporting structures,more processing time, poor structural strength, and
surface finish. Multi-axis 3D printing is the solution to overcome the stated prob-
lems. Nevertheless, a fully developed slicer is inaccessible. This paper describes the
development of a slicer and toolpath for different printing strategies like 2.5D, 3D,
5D, and demonstrates its surface finish and structural strength. The HAGE1750L
5-axis machine is used to demonstrate the proposed methodology. The machine has
three prismatic joints followed by tilting and rotating print bed. Initially, inverse
kinematic equations of the machine are calculated, which will help give the joint
parameters to the motors. The conformal slicer and toolpath are developed using
the Rhino and Grasshopper software. Users can import or create the model into the
Rhino, and slicer automatically creates the toolpath and G-code in Grasshopper for
printing. The slicer generates isocurves of the geometry and divides the layers into
points. It spiralizes the layers for continuous printing and calculates the flow rate of
the extrusion material using the height of the nonlinear planes. It facilitates various
parameters such as nozzle size, layer height, and thickness. Three tubes are designed,
and compression test is conducted to validate the proposed methodology. Together,
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the system delivers the design of the geometries, simulates the toolpath, generates
the G-code, and prints models.

Keywords Inverse kinematics · Additive manufacturing · Conformal slicing ·
3D/5D printing · Structural strength · Toolpath planning

1 Introduction

The significance of 3D printing in additivemanufacturing (AM) is rapidly increasing,
driven by its applications in prototyping,manufacturing processes, and customization
across various industrial fields [4]. 3D printing can be done in different forms but
fused filament fabrication (FFF) is most popular because of high availability and
low cost [7]. However, 3D printing requires support material for overhangs, which
causes material waste and additional post-processing. The multi-axis printing is the
alternative to overcome these problems and it also improves the structural strength
of the printed parts. However, a fully developed slicer is not available for multi-axis
printer due to its complex structure and it requires the orientation of the nozzle to
generate the G-code [3, 12].

AM exhibits certain limitations, including requirement for support material, sur-
face finish, and anisotropy. Later, researchers are focused multi-axis printing using
CNC machine or robotic arm to overcome the stated problems. In 1998, the first 5-
DOF additive manufacturing machine was developed, using a high-powered laser as
the energy source [11]. R. Fry et al. undertook quantitative experiments to examine
the impact of printing at various orientations relative to gravity, as well as the effects
of dynamically altering the build orientation concerning the build tray when fabri-
cating overhanging features [2]. Lim et al. present an alternative approach known
as curved layer printing, which involves generating a curved toolpath. This innova-
tive curved layer printing method has found applications in diverse fields, including
large-scale construction [10] and prosthetics [1, 6]. Nevertheless, multi-axis printers
often encounter issues related to the collision of the nozzle or extruder head with the
printed parts. Wu et al. proposed collision avoidance algorithm that estimates con-
straints on order of edges [16]. The use of parametric curves, such as Bézier curves,
allows for the creation of complex part contours in FFF. However, aspects like con-
tour manipulation, overlapping, and slicing strategies in the process remain relatively
unexplored. 5-axis printers encounter time challenges in toolpath optimization and
slicing, especially in non-supporting material printing. Improving slicing algorithms
and harmonizing multi-axial printers can enhance control over material deposition,
improving mechanical characteristics [14]. Material extrusion along multiple axes
alters layering locally, distinguishing it from traditional 3Dprinting [9, 13]. In a study
by Kaill et al., 5-axis printed samples demonstrated predicted mechanical behavior,
outperforming 3D printed samples in compression loading tests [8]. Gunpinar et
al. introduced Helical5AM, a technique employing helical print-paths for five-axis
AM. Non-planar slicing enables material deposition in various directions, enhancing
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mechanical characteristics. This method accelerates collision-free tool orientation
planning and is compatible with curved print-paths [5].

The main objective of this paper is to develop a slicer for multi-axis printing
such as 2.5D, 3D, and 5D. The HAGE 1750L machine is used to demonstrate the
proposed methodology. Initially, the forward and inverse kinematic equations of
the machine are derived to find the joint values q of the machine. The slicer can
easily adopt to the other multi-axis 3D printers by modifying its inverse kinematic
equations. The toolpath generation in the slicer can help to visualize the traces of
nozzle based on the given layer height. Users can change the slicer parameters based
on the requirements and visualize the toolpath automatically. The advantageous of
the multi-axis manufacturing is demonstrated in terms of structural strength and
surface finish by printing the various tubes with three printing strategies. Before
printing with the machine, the NCnetic V2.0 tool is used to check the G-code. It
helps to simulate the path and collision detection among the nozzle, machine parts,
and printed material.

2 Methodology

2.1 2.5D, 3D and 5D Printing

In this paper, three different printing strategies are used such as 2.5D, 3D, and 5D. In
2.5D and 3D printing, the nozzle follows the linear layers and iso curves respectively
and advances in perpendicularly upward direction. Whereas in 5D printing, nozzle
follows the iso curves and it is always normal to the curvature. The advantages and
disadvantages of the different printing strategies as well as types of 5-axis CNC
machine are provided in Fig. 1.

2.2 Forward Kinematics of the HAGE Xyzbc-Trt Machine
with Rotary Axis Offset

This section derives the forward and inverse kinematic equations for the HAGE
1750L machine, which has a serial RRPPP structure. It is a multi-axis CNCmachine
used for printing filament or pellet material. It has a print volume of 1.2× 1.2× 1m3

and 0.5× 0.5× 0.4m3 for 3D and 5D printing, respectively. The machine has three
prismatic joints (xyz-axes), and a printing bed that rotates about z-axis (c-rotation)
mounted on tilting table that rotates about y-axis (b-rotation). Themachine has rotary
axis offset in the z-direction ( fz). The coordinate systems of the HAGE 1750L are
shown in Fig. 2. In short, the machine’s configuration is named xyzbc-trt (table rota-
tion/tilting) with rotary offset. The forward kinematics of the machine is calculated
by describing a relation between the printing bed (B) coordinate system and nozzle
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Fig. 1 Advantages and disadvantages of 2.5D, 3D, and 5D (types of 5-axis machine)

Fig. 2 a The printing bed (c-rotation) and tilting table (b-rotation) of HAGE 1750L. bAssignment
of coordinate systems of the machine from print bed (B) to nozzle (N) with prismatic and revolute
joints. c Location of the nozzle and its normal and position vector

or extruder (N) coordinate system. This can be defined by a homogenous transfor-
mation matrix BNT by succeeding transformation between the coordinate systems,
as shown in (1). The homogenous transformation matrix of each structural element,
such as c rotation of the bed, offset in z-direction, b-rotation of the tilting table and
linear movements in three directions are shown in (2). The matrix multiplication
gives the forward transformation matrix of the HAGE 1750L, as shown in (3). The
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first 3× 3 matrix and last column vector represents the orientation and position of
the nozzle, respectively. The last column of (3) is the position vector p, and it can
be written in the matrix form for calculation of inverse form, as shown in (4). In the
following equations, si = sin(θi ) and ci = cos(θi ) hold for i = 4, 5.

B
NT = B

c T · cFT · Fb T · bNT (1)

B
NT =

⎡
⎢⎢⎣
c4 −s4 0 0
s4 c4 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ ·

⎡
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0 1 0 0
0 0 1 Fz

0 0 0 1

⎤
⎥⎥⎦ ·

⎡
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2.3 Inverse Kinematics of the Machines

To compute the values of the prismatic joints d1, . . . , d3, we are using (4) and the
inverse of D. The final prismatic joint angles of the motors are given in (5), these are
used to reach the target position by the nozzle tip.

d1 = c4c5x + s4c5y − s5z + s5 fz (5)

d2 = −s4x + c4y (6)

d3 = c4s5x + s4s5y + c5z − c5 fz + fz (7)

The orientation of the extruder is computed using the normal vector k of the curve
at divided points as shown in Fig. 2c. The information of the normal vector can be
obtained from the perpendicular frames in Grasshopper. It is equivalent to the first
column of (3), and the rotation angles θ4 and θ5 are provided below.

θ4 = a tan 2(ky, kx ) (8)

θ5 = a sin(−kz) (9)
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3 Conformal Slicing Using Grasshopper

3.1 Slicer for Multi-axis Printing

The Grasshopper software is the visual scripting language used to develop the slicing
algorithm for generating the G-code. Grasshopper is a plugin that runs within the
Rhino CAD modeling software. Different printing strategies (2.5D, 3D, and 5D) are
demonstrated using a non-linear surface tubes such as star, ellipse, and hexagonal,
as shown in Fig. 3. In 2.5D and 3D printing, nozzle follows the linear layers, this
creates the seam at the corner of the object. Whereas in 5D printing, a ramp is created
to eliminate the seam and make the printing spiralize that results in uniform printing
thickness and avoids the retraction of the material [15].

The tubes are designed in the Rhino CAD software, the base and height of the all
geometries are approximately 50 and 100mm, respectively. The base shape is created
by selecting its respective polygon and control point curve is shaped to extrude the
object using array curve in the software. The loft option is used to visualize the final
geometry by selecting the curves in the sequence of bottom to top. Later, the iso
curve functional block is used to create the nonlinear curves to mimic the geometry
curvature.

3.2 G-Code Generation

The slicer automatically generates the toolpath for imported geometry into Rhino
and the user can select the slicing parameters such as layer height, layer thickness,
nozzle size, etc. Initially, each layer of iso curves are divided into the required number
of points in the slicer and nozzle should follows the cartesian coordinates (xyz) and

Seam Iso Curves

a b c d

Fig. 3 Different non-linear surface tubes such as a hexagonal, b ellipse, c star, and d iso curves of
the star
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Printer Control Unit

Control Cabinet

c
b
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x

z

Fig. 4 The HAGE 1750L machine with control unit and its coordinate systems

normal vector k. Using inverse kinematic equations as detailed in the Sect. 2, joint
parameter are derived as shown in (5) and (6). The flow rate is calculated in the
grasshopper based on the distance between the layers and the line segments [15].
Finally, the printer commands know asG-code is generated from the output of inverse
kinematics equations and flowrate. The code is saved as an MPF file and sent to the
HAGE 1750L machine for printing the models using tough PLA material from the
filament manufacturer Form Futura.

3.3 Experimental Setup

The structural strength of the models is examined using a Zwick Roell Z020 test-
ing machine. The experiment involves positioning the model between compression
plates, applying force using a movable crosshead connected to a 20kN load cell.
The force is exerted until it decreases to 80% of its maximum value. A force versus
displacement graph is generated and compared among different printed models.

4 Results and Discussion

As detailed in the above section, the G-code generated from the slicer is imported to
the HAGEmachine using external drive. The setup of the machine and its coordinate
system is shown in Fig. 4. The printer is controlled by the Siemens Sinumerik 840D
sl with positioning accuracy and print speed as 0.05mm and 150mm/s, respectively.
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3D2.5D 5D

Fig. 5 Printed components (star, hexagonal, and ellipse) of 2.5D, 3D, and 5D
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Fig. 6 Printed components (star, hexagonal, and ellipse) of 2.5D, 3D, and 5D

The 2.5D models exhibit inferior geometrical features, characterized by a stair-
case effect, in contrast to 3D and 5D printing, as shown in Fig. 5. Each three samples
are printed for compression tests that involves star, ellipse, and hexagonal samples
in 2.5D, 3D, and 5D printing aim to assess their respective structural strengths.

Structural strength: The compression test is conducted to find the structural strength
of the printed components using an universal testing machine (UTM). The average
applied force vs displacement graph is plotted for all test sample, as shown in Fig. 6.
The best maximum of average forces is recorded as 2292.2, 1033.9, and 1627.8N for
Star 5D, Hexagonal 3D, and Ellipse 5D, respectively. The hexagonal models yield
unexpected findings, experiencing buckling during testing. The maximum value for
Hexa 3D is obtained post-component failure. Overall, the 5D printed components
shown good surface finish and structural strength compared to the 2.5D and 3D.

5 Conclusions

Traditional 3D printing builds parts layer-by-layer along the z-axis, resulting in weak
structures, longer printing times, and the need for support structures. Multi-axis 3D
printing addresses these issues, allowing diverse filament deposition for improved
mechanical characteristics, especially with anisotropic polymers. This paper pro-
posed conformal slicer and toolpath for the multi-axis printer using Rhino CAD and
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Grasshopper software. Initially, forward and inverse kinematics of the HAGE 1750L
machine are derived. The iso curves are generated for nonlinear printing to mimic
the geometric features and extrusion values are calculated using functional blocks in
the Grasshopper. Users can select the different printing strategies, slicer parameters
such as 2.5D, 3D, 5D, nozzle size, layer thickness, layer height etc. The slicer auto-
matically generates the toolpath and G-code for printing. Three different objects are
designed and printed to validate the proposed methodology. The compression test is
conducted to find the structural strength of the components using UTM. The average
force vs displacement graphs are plotted for all test samples. The 5D printing results
for star and ellipse are recorded 11.2 and 19.3% more compared to other printing
strategies. However, the results for ellipse 5D printing is not expected because it is
subjected to more buckling during the test. Overall, the proposed slicer is helpful
for multi-axis printing, and it is easy adoptable for other printers by changing its
kinematic equations.
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Abstract The research focuses on a novel three-degree-of-freedom parallel robot
structure that is powered by using linear actuators, driving geared linkages. The main
advantage of this design is the ability to avoid singular positions of first and second
type as well as the large angular positions imposed on the links of the URU (U—
Universal joint; R—Revolute joint) kinematic chains. The purpose of this article
is to compare the kinematic performance of the 3-URU parallel robot with that of
the robotic structure presented in this paper, the 3-U(RPRGR)RU parallel robot
(P—Actuated prismatic joint; G—Geared transmission joint). To assess various
configurations and compute the performance indices of the two given structures,
and to compare them, MathWorks MATLAB was utilized. Analytical and numer-
ical methods were used for determining the performance indices distributions. The
obtained results show that the use of the actuating linkage improves the kinematic
performance of the structure in the lower regions of the workspace.
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1 Introduction

Over the last few decades, robotics has developed dramatically, transforming indus-
tries, and expanding the possibilities of humankind. One type of robot that has shown
a lot of promise as a solution for applications requiring high rigidity, speed, and preci-
sion is the parallel robot. Despite their excellent performance, classic parallel robots
sometimes lack the flexibility to adapt to changing circumstances or compensate for
unforeseen failures [1].

The initial purpose of parallel robots, developed in the 1970s and 1980s, was
assembly and production. Most of these early parallel robots were used in environ-
ments for research and development [2]. Typically, they were enormous and costly.
A growing number of jobs, including assembly, packing, manufacturing, and inspec-
tion, are being performed by parallel robots. Technology breakthroughs, such as the
development of more powerful and trustworthy motors, have made parallel robots
more competitive and reliable than before.

The 3-URU parallel robot is composed of one fixed platform, onemobile platform
and threeURUkinematic chains, connecting the twopreviouslymentionedplatforms.
The arrangement of the universal joints from each end of the URU kinematic chains
on the fixed and moving platform is made in such manner so that the rotation among
the axis defined by the centers of the universal joint and the connected revolute joint
of the URU kinematic chain is suppressed. In this configuration, the robot behaves
like a 3-UPU parallel robot [3], thus imposing purely translational movement for the
mobile platform. For the actuation of the robotic structure, threeRPRGR (Revolute—
Prismatic—Revolute—Geared transmission—Revolute joints) linkages were used,
configuration in which the output revolute joint of the linkage is shared with the
revolute joint of the URU kinematic chain, thus resulting a sufficient actuation for
each kinematic chain so that the robotic structure is kinematically defined [2].

The kinematic performance indices are metrics that embody performance criteria
like dexterity, manipulability, and ability to change direction of motion, that are
expressed as dimensionless values, thus being a reliable method for comparing two
or more robotic structures [4].

2 Description of the 3-U(RPRGR)RU Parallel Robot

The structures studied in this paper are three-degrees-of-freedom (3DOF) spatial
parallel robots, having three URU kinematic chains, a fixed platform, and a moving
platform (Fig. 1).

The URU kinematic chain is the main kinematic unit the defines both robotic
structures. In the case of 3-U(RPRGR)RU parallel robot, each chain’s revolute joint
is actuated by an RPRGR linkage [2].

For the U(RPRGR)RU kinematic chain, the following notations were introduced
to the joints and links for the purpose of analyzing the kinematic performance of the
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Fig. 1 Representation of the
3-U(RPRGR)RU (left) and
the 3-URU parallel robots
(right)

Fixed Platforms

Moving Platforms

two robots (Fig. 2): Ai—fixed universal joints; Bi—revolute joints; Ci—actuated
prismatic joints; Di—revolute joints; Ei—revolute joints; Fi—universal joints; 0—
fixed platform; R—radius of the fixed platform; 1i . . . 5i—moving links; l1i ...5i—
length of the moving links; 6—moving platform; r—radius of the moving platform
[5].

In the case of the 3-URU parallel robot, the same notations were used since the
main difference between the kinematic structures of the robots is the presence of the
RPRGR linkage.

Fig. 2 Representation of
U(RPRGR)RU kinematic
chain
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3 Kinematic Performance Analysis

Determining the analytical Jacobian matrices that specify the kinematic behavior of
the robotic structures is necessary to ascertain the kinematic performance of both
structures [5]. Finding each robotic structure’s transfer function will yield the Jaco-
bianmatrices. Thebehavior of theURUkinematic chain and the analytical connection
that produces the driven angular position of the revolute joint are analyzed to derive
the transfer functions of the robotic structures.

The transfer function of the 3-U(RPRGR)RU parallel robot is [6]:

Fi (X, Q) = (
xFi − xAi

)2 + (
yFi − yAi

)2 + (
zFi − zA1

)2 − l2Ai Fi = 0, i = 1 . . . 3.
(1)

where X = [
xM yM zM

]
are the coordinates of themovingplatform,Q = [

s1 s2 s3
]

are the generalized coordinates of the robot, particularly, the strokes of the linear
actuators and where:

• xAi , yAi and zAi—coordinates of the centers of the universal joints Ai
• xFi , yFi and zFi—coordinates of the centers of the universal joints Fi .

Furthermore, the distance between the centers of the universal joints lAi Fi , i =
1 . . . 3, can be expressed as:

lAi Fi =
√
l21i + l25i − 2l1i l5i cosχi (si ) (2)

where the angular values imposed by the RPRGR linkage to the links of the URU
kinematic chains, χi , is:

χi (si ) = (1− ρ) · ψi (si ) + ρ · φi (si ) + �χi (3)

where:

ψi (si ) = acos

(
s2i − l21i − l22i

2l1i l2i

)

; φi (si ) = acos

(
l22i − l21i − s2i

2l1i si

)

; ρ = ±r3
r5

(4)

• r3 and r5—radiuses of drive and driven gears.
• �χi—initial angular value between links 1i and 5i .

In the case of the 3-URU parallel robot, the transfer function is:

Gi (X, Q) = (
xFi − xAi

)2 + (
yFi − yAi

)2 + (
zFi − zA1

)2 − l2Ai Fi = 0 (5)

where X = [
xM yM zM

]
are the coordinates of the moving platform, Q =[

χ1 χ2 χ3

]
are the generalized coordinates of the robot, particularly, the angular
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position of the links of each URU kinematic chain and where:

lAi Fi =
√
l21i + l25i − 2l1i l5i cosχi (6)

Kinematic performance indices aremeasurements that show the robot’s kinematic
performance,whereas performance indices aremetrics that indicate themeasurement
and quantification of numerous performance traits [4].

The performance indices analyzed for the 3-U(RPRGR)RU and 3-URU parallel
robots are:

• Manipulability Index (μ)
• Condition Number (k)
• Local Conditioning Index (LCI)
• Minimum Singular Value (MSV)

To evaluate the previously presented indices of the robotic system, it is imposed
to determine the Jacobian matrices since all the previously presented indices are
computed based on them. The two partial Jacobian matrices for each robotic system
are:

Jq1 =
⎡

⎢
⎣

∂F1(X,Q)

∂s1
∂F1(X,Q)

∂s2
∂F1(X,Q)

∂s3
∂F2(X,Q)

∂s1
∂F2(X,Q)

∂s2
∂F2(X,Q)

∂s3
∂F3(X,Q)

∂s1
∂F3(X,Q)

∂s2
∂F3(X,Q)

∂s3

⎤

⎥
⎦

Jq2 =
⎡

⎢
⎣

∂G1(X,Q)

∂χ1

∂G1(X,Q)

∂χ2

∂G1(X,Q)

∂χ3
∂G2(X,Q)

∂χ1

∂G2(X,Q)

∂χ2

∂G2(X,Q)

∂χ3
∂G3(X,Q)

∂χ1

∂G3(X,Q)

∂χ2

∂G3(X,Q)

∂χ3

⎤

⎥
⎦

(7)

Jx1 =
⎡

⎢
⎣

∂F1(X,Q)

∂xM
∂F1(X,Q)

∂yM
∂F1(X,Q)

∂zM
∂F2(X,Q)

∂xM
∂F2(X,Q)

∂yM
∂F2(X,Q)

∂zM
∂F3(X,Q)

∂xM
∂F3(X,Q)

∂yM
∂F3(X,Q)

∂zM

⎤

⎥
⎦

Jx2 =
⎡

⎢
⎣

∂G1(X,Q)

∂xM
∂G1(X,Q)

∂yM
∂G1(X,Q)

∂zM
∂G2(X,Q)

∂xM
∂G2(X,Q)

∂yM
∂G2(X,Q)

∂zM
∂G3(X,Q)

∂xM
∂G3(X,Q)

∂yM
∂G3(X,Q)

∂zM

⎤

⎥
⎦

(8)

The Jacobian matrix is computed as J = J−1
x1 · Jq1 for the 3-U(RPRGR)RU

parallel robot and J = J−1
x2 · Jq2 for the 3-URU parallel robot.

Yoshikawa established a performance measure called the Manipulability Index
(μ), which is determined as follows [7].

μ = |det(J )| (9)

To compute the Condition Number (k) it is required to compute the value of the
matrix product J · J T and their respective eigenvectors. Additionally, the Jacobian
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matrix’s ConditionNumber is defined as the ratio of itsmaximum tominimal singular
values, and it may be represented as follows [7]:

k =
√

λmax

λmin
(10)

Finding the condition number’s reciprocal value yields the Local Conditioning
Index (LCI) [8]:

LC I = 1

k
(11)

Based on the unit length movement for every joint in the robotic structure, the
Minimum Singular Value (MSV) shows the smallest change in the end-effector’s
speed that is feasible [9].

MSV = min(σi ) (12)

4 Results

The performance indices of the 3-U(RPRGR)RU and 3-URU parallel robots were
computed using MathWorks MATLAB, based on enforced building parameters and
the calculated Jacobian matrix, to assess the kinematic performance indices. The
performance indicators were evaluated using the following constructive parameters
(Table 1).

• Manipulability Index (µ)

It is observed from Fig. 3 that both robotic structures have increased manipulability
near the center of the workspace that gradually is reduced by the borders.

Table 1 Constructive
parameters of the
3-U(RPRGR)RU and 3-URU
parallel robots

Parameter name Symbol Value Unit

Fixed platform radius R 250 mm

Moving platform radius r 150 mm

Upper link length l1i 100 mm

Lower link length l5i 230 mm

Carrier link l2i 100 mm

Stoke of the actuators si 0–200 mm

Gear ratio ρ 2 –
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Fig. 3 Manipulability index (3-U(RPRGR)RU isometric view—top left, XZ section plane—top
right, 3-URU isometric view—bottom left, XZ section plane—bottom right)

Furthermore, it is observed that the 3-U(RPRGR)RU robot has increased manip-
ulability towards lower regions of the reachable workspace while the 3-URU robot
has increased manipulability towards higher regions of the reachable workspace.

• Condition Number (k)

It is observed from Fig. 4 that both robotic structures are dexterous inside the reach-
able workspace. Furthermore, it is observed that the 3-U(RPRGR)RU parallel robot
has increased dexterity towards the lateral regions of the reachable workspace.

• Local Conditioning Index (LC I)

It is observed fromFig. 5 that both robotic structures arewell conditioned inside all the
reachable workspace. Furthermore, it is observed that the 3-U(RPRGR)RU parallel
robot is better conditioned towards the higher reachable regions of the workspace,
while the 3-URU parallel robot is better conditioned towards the lower and lateral
reachable regions of the workspace.

• Minimal Singular Value (MSV )

It is observed from Fig. 6 that both robotic structures have increased abilities of
changing the direction of motion in the central regions of the workspace that is
gradually reduced by approaching the side borders of the workspace. Furthermore,
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Fig. 4 ConditionNumber (3-U(RPRGR)RU isometric view—top left, XZ section plane—top right,
3-URU isometric view—middle left, XZ section plane—middle right, delta isometric view –bottom
left, XZ section plane—bottom right)

it is observed that the 3-U(RPRGR)RU parallel robot has increased potential of
changing direction in the lower regions of the reachable workspace, while the 3-URU
parallel robot has increased potential of changing direction in the higher regions of
the reachable workspace.
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Fig. 5 Local Conditioning Index (3-U(RPRGR)RU isometric view—top left, XZ section plane—
top right, 3-URU isometric view—middle left, XZ section plane—middle right, delta isometric
view –bottom left, XZ section plane—bottom right)

5 Conclusions

In this paper, kinematic performance of the 3-U(RPRGR)RU and 3-URU parallel
robots was analyzed and compared, based on the transfer functions of the 3-
U(RPRGR)RU and 3-URU parallel robots, and the Jacobian matrices. MathWorks
MATLAB was used to determine the numerical values of the performance indices
inside the reachable workspace and compare the result of the two structures.
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Fig. 6 Minimal Singular Value (3-U(RPRGR)RU isometric view—top left, XZ section plane—top
right, 3-URU isometric view—middle left, XZ section plane—middle right, delta isometric view
–bottom left, XZ section plane—bottom right)

From the presented results, it is concluded that the use of RPRGR linkage for
the actuation of the revolute joint of each URU kinematic chain, improves the kine-
matic performance of the robotic structures in the lower regions of the reachable
workspace, thus making such structures behave better in real case applications, like
manipulations, assembly, etc.
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Further research is proposed to compare the dynamic performancemeasures of the
two presented structures and investigate performance-cost metrics for the physical
implementation of the two presented structures.
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Kinematic Analysis of the Seven-Bar
Linkage 7-PR(RRRR)RP Used
for Medical Disinfection Robot

Elida-Gabriela Tulcan , Carmen Sticlaru , Alexandru Oarcea ,
Melania Olivia Sandu, and Erwin-Christian Lovasz

Abstract The paper presents the type synthesis and analysis of a seven-bar linkage.
The type synthesis equations lead to the computation of the symmetrical seven-bar
linkagewith both prismatic and revolute joints. The analysis of themechanism shows
the high variation of both its stroke and its height from theminimum to the maximum
configuration. Since current disinfection robots cannot operate in multiple configu-
rations and only disinfect large areas, the purpose of the paper is to demonstrate how
folding mechanisms structures are more useful for the design of medical disinfection
robots. Considering their structure allows multiple configurations, they can be used
to disinfect different types of areas from the medical environment.

Keywords Seven-bar linkages · Folding mechanisms · Kinematic analysis ·
Medical robots · Disinfection robots

1 Introduction

The study of the seven-bar linkages has been only briefly conducted, even if they find
applicability in a wide range of applications, from industrial applications to medical
applications. For instance, examples include a seven-bar mechanical press with
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hybrid-driven mechanism for deep drawing [1, 2], a geometric and kinematic anal-
ysis of a seven-bar three-fixed-pivoted-compound-joint mechanism [3], an analyt-
ical method to synthesize a seven-bar slider mechanism with variable topology for
motion between two dead-center positions [4] and last but not least, a novel approach
to design a seven-bar linkage for pure-rolling cutting by optimizing centrodes [5].

The considered seven-bar linkage is intended to be further used in the development
of a reconfigurable medical disinfection robot for the hard-to-reach areas of the
medical environment, while the paper itself is part of a series of papers [6, 7] where
multiple types of mechanisms are analyzed in order to establish the optimal folding
mechanism structure for a disinfection robot. The current medical disinfection robots
cannot operate in different configurations, thus being difficult to perform an effective
disinfection process in the areas where the space is limited.

The paper is structured in 5 sections: Sect. 1—Introduction, Sect. 2—Type
synthesis of the seven-bar linkage, where the symmetrical 7-PR(RRRR)RP linkage
was selected, Sect. 3—Kinematic analysis of the symmetrical seven-bar linkage,
where the transmission equation was computed and the yM coordinate of the char-
acteristic point M and the strokes were determined as solution of the forward and
inverse kinematics, Sect. 4—Numerical example, where the results of the kinematic
analysis are characterized in order to better exemplify the usability of the design and
Sect. 5—Conclusions, where all the obtained results and future work are highlighted.

2 Type Synthesis of the Seven-Bar Linkage

The type synthesis, also known as the determination of all mechanism structures
from the kinematic point of view, was shown detailed in [8, 9] and particularly in
[10].

By imposing the mechanism degree of freedom (DOF) (M = 2), the number
of kinematic loops (N = 2) and the number of the kinematic pairs with DOF = 2
(e4 = 0, where e4—number of kinematic pairs with DOF = 4), it results, from the
condition to have a constrain motion of a mechanism, the correlation between the
number of elements n and the number of kinematic pairs e1 with DOF = 1:

e1 = 3 · n − 5

2
∈ N (1)

The second convenable solution of the Eq. (1) is:

n = 7 → e1 = 8 (2)

which is relevant for our study of the seven-bar linkage.
The number of elements of different ranks follow from the Diophantine equation

system:
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{
7 = n2 + n3

16 = 2 · n2 + 3 · n3 (3)

with the solution:

n2 = 5(binary elements), n3 = 2(ternary elements) (4)

By applying the Franz Reuleaux method for the kinematic chain of the seven-bar
linkage using 6 revolute joints and 2 prismatic joints, we obtain the linkage structures
presented in Fig. 1. This method consists in successively considering an element as
frame, two elements (jointed in frame) as drive elements and one element as driven
element or one joint as characteristic point. The proposed notation for this type of
linkage chain is 7-PR(RRRR)RP, where R—revolute joint and P—prismatic joint,
while in the brackets is indicated the parallel connected kinematic chain.

Additionally, the developed linkages also contain in-between the brackets the
considered frame element (ex. (e)) and underlined the drive joints, which in this case
are the prismatic joints (ex. PR(RRRR)RP(a)). The similar structures were removed
in the development.

Fig. 1 Development by Reuleaux method of the seven-bar linkage
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3 Kinematic Analysis of the Symmetrical Seven-Bar
Linkage

The analyzed seven-bar linkage 7-PR(RRRR)RP(a), which is presented in Fig. 2,
was chosen from the developed type synthesis because of its symmetrical design to
the y axes.

Besides that, due to functional requirements, the lengths of the drive elements l3
(l31 + l32) and l6 (l61 + l62), as well as the lengths of the driven elements l4 and l5
were chosen to be equal (l31 = l32 = l61 = l62, l4 = l5).

The positional angles ϕ3 (equal to ϕ6) and ϕ4 (equal to ϕ5) can be written as a
dependency to strokes using the following equations:

ϕ3(s) = arccos

(
s

l31 + l32

)
(5)

ϕ4(s) = arccos
l32 · s

l4 · (l31 + l32)
(6)

The vectorial loop equation from the frame joints A0 and H0 to the characteristic
point M is:

−s + l31 · ei ·ϕ3 + l4 · ei ·ϕ4 = i · yM (7)

The following transmission equation was obtained by separating the terms which
contain the angle ϕ3 from the terms which contain the angle ϕ4 in Eq. (7), writing

Fig. 2 Kinematic scheme of the symmetrical seven-bar linkage 7-PR(RRRR)RP
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its complex conjugate equation and multiplying them accordingly:

F(s, yM) : 0 = 2 · s · l31 · cosϕ3 + 2 · yM · l31 · sinϕ3

− l231 − s2 − y2M + l24 (8)

3.1 Forward Kinematics

The forward kinematics considers the length of the elements and the stroke s as known
parameters, while the coordinates of the characteristic point M must be computed.

By writing Eq. (8) with yM being the unknown, it results the following form:

F(s, yM) : 0 = y2M + A1(s) · yM + B1(s) (9)

where the coefficients are:

A1(s) = −2 · l31 · sinϕ3 = −2 · l31 ·
√
1 −

(
s

l31 + l32

)2

B1(s) = s2 + l231 − l24 − 2 · s · l31 · cosϕ3

= s2 + l231 − l24 − 2 · s · l31 ·
(

s

l31 + l32

)
(10)

The solution of the forward kinematics is:

yM = −√
(l4 · l31 + l4 · l32 + l32 · s) · (l4 · l31 + l4 · l32 − l32 · s)

+ l231 ·
√
1 −

(
s

l31 + l32

)2

+
l31 · l32 ·

√
1 −

(
s

l31+l32

)2

l31 + l32
(11)

3.2 Inverse Kinematics

The inverse kinematics considers the lengths of the elements and the coordinates of
the characteristic point M known, while the strokes must be determined.

By writing Eq. (8) with s being the unknown, it results the following form:

F(s, yM) : 0 = s2 + A2(yM) · s + B2(yM) (12)

where the coefficients are:
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A2(yM) = −2 · l31 · cosϕ3 = −2 · l31 ·
(

s

l31 + l32

)

B2(yM) = y2M + l231 − l24 − 2 · yM · l31 · sinϕ3

= y2M + l231 − l24 − 2 · yM · l31 ·
√
1 −

(
s

l31 + l32

)2

(13)

The solution of the inverse kinematics is:

s =

√√√√ l431 − l231 · y2M − l232 · y2M − l24 · l231 + l24 · l232 − l231 · l232+
+2 · l31 · yM ·

√
l24 · l231 − l24 · l232 − l231 · l232 + l432 + l232 · y2M

l31 − l32
(14)

In order to avoid the type I and type II singularities, it is mandatory that both
partial derivatives of the transmission function F

(
s, yM

)
to be non-zero values.

∂F(s, yM)

∂s
= 2 · s − 4 · s · l31

l31 + l32
+ 2 · l31s · yM√

1 −
(

s
l31+l32

)2 · (l31 + l32)
2

�= 0 (15)

∂F(s, yM)

∂yM
= 2 · yM − 2 · l31 ·

√
1 −

(
s

l31 + l32

)2

�= 0 (16)

4 Numerical Example

Due to functional requirements, the strokes was chosen to range between 50 mm
and (l31 + l32—10) mm, while the lengths of the elements were chosen to be l31 =
l32 = l61 = l62 = 120 mm and l4 = l5 = 170 mm. Considering these values, the
characteristic point M has the coordinates (0, 159) in the minimum configuration
and the coordinates (0, 285) in the maximum configuration.

By solving Eq. (5) we obtain positional angle ϕ3 range between 16.5° in the
minimum configuration and 77.9° in the maximum configuration. Figure 3 presents
the dependency between the positional angleϕ3 and the strokes.As it can be observed,
it is a linear dependency, with the positional angle ϕ3 increasing together with the
strokes.

By solving Eq. (6) we obtain positional angle ϕ4 range between 47.4° in the
minimum configuration and 81.5° in the maximum configuration. Figure 4 presents
the dependency between the positional angleϕ4 and the strokes.As it can be observed,
this is also a linear dependency, with the positional angle ϕ4 increasing together with
the strokes.
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Fig. 3 Positional angle ϕ3 as a dependency of strokes

Fig. 4 Positional angle ϕ4 as a dependency of strokes

Numerical values related to the minimum configuration of the mechanism are
presented in Table 1, while numerical values related to the maximum configuration
of the mechanism are presented in Table 2.

Figure 5 presents the symmetrical seven-bar linkage in itsminimumandmaximum
configuration. As it can be observed, all configurations inside the workspace can be
reached without having collinearity between the neighboring elements.
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Table 1 Design values of the
main parameters in the
minimum configuration

Parameter Value

smax 50 mm

ϕ3min = ϕ6min 16.5°

ϕ4min = ϕ5min 47.4°

xmin 0 mm

ymin 159 mm

Table 2 Design values of the
main parameters in the
maximum configuration

Parameter Value

smin 230 mm

ϕ3max = ϕ6max 77.9°

ϕ4max = ϕ5max 81.5°

xmax 0 mm

ymax 285 mm

Fig. 5 The seven-bar linkage in its minimum (green) and maximum (red) configuration

5 Conclusions

The paper presented the type synthesis, kinematic analysis and numerical example
of a symmetrical seven-bar linkage with revolute and prismatic joints. The numer-
ical example chapter presented the two extreme configurations of the mechanism,
concluding that all configurations inside theworkspace canbe reachedwithout having
singularities in the total workspace.

The presented structure is further intended to be used to design a medical disin-
fection robot with a folding mechanism. The main reason behind considering this
type of mechanism, as also highlighted in the numerical example section, is because
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it allows a large height and stroke variation between its extreme configurations,
therefore being a good choice for disinfecting both the hard-to-reach areas and the
accessible areas from the medical environment and other facilities.

Further studies will focus on other feasible mechanism structures for a medical
disinfection robot with folding mechanism, such as four-bar linkages, five-bar link-
ages, six-bar linkages and other seven-bar linkages, as well as on comparing them
in order to establish which one is more appropriate. Moreover, a prototype of the
medical disinfection robot will also be developed in order to perform experimental
tests.
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Experimental Evaluation of a Collision
Avoidance Control for Redundant
Manipulators

Giacomo Palmieri, Luca Carbonari, Daniele Costa, Matteo Forlini,
Federico Neri, and Cecilia Scoccia

Abstract This paper presents the implementation and testing of an obstacle avoid-
ance algorithm for redundant kinematics manipulators, focusing on its experimental
implementation on the KUKA LBR iiwa robot. The algorithm, previously validated
in simulations, is based on the null space method and a closed-loop inverse kinemat-
ics control law, enabling real-time updates of the robot’s motion to avoid collisions
with dynamic obstacles. The document outlines the hardware/software architecture
of the robotic system, featuring an external controller implemented on a standard PC
communicating with the robot controller via TCP/IP protocol. The control execution
rate ensures a smooth system control. A test case is presented to assess the method’s
applicability to a real system and discuss key implementation parameters.

Keywords Collaborative robotics · Collision avoidance · Human–robot
collaboration · Redundant manipulators

1 Introduction

In collaborative robotic cells, when an operator enters the robot’s workspace, the
manipulator often needs to decrease its speed and halt immediately upon direct con-
tact. This precautionarymeasure, while necessary for safety, can result in a slowdown
in production. Even if reduced speed is mandatory, obstacle avoidance strategies can
be a way to avoid the stop of the robot when the risk of collision verifies, thus miti-
gating the loss of production of collaborative robotic cells. Numerous papers in the
literature discuss obstacle avoidance for mobile robots, a widely encountered chal-
lenge. Amore intricate issue involves collision avoidance for industrialmanipulators,
which face workspace constraints and singularities. Here, redundant manipulators
provide increased dexterity compared to conventional 6-degree-of-freedom (DOF)
robots. This enhances the potential for developing task-specific control strategies
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Fig. 1 Linear velocity of the
end-effector E and of the
control point Pr closest to
the obstacle PO

that leverage the extra degrees of freedom. [1]. A proficient control strategy should
enable real-time updates of the robot’s motion to compensate for moving obstacles
or new obstacles entering the workspace. Simultaneously, it should incorporate a
redundancy control strategy to leverage the manipulator’s dexterity for avoiding col-
lisions with internal points of its kinematic chain. Additionally, it should integrate a
robust technique for avoiding singular configurations during motion. Several exam-
ples of such kind of control laws can be found in literature, mainly based on the
generation of a repulsive velocity to be assigned to the point of the kinematic chain
of he manipulator which is closest to an obstacle [5, 9]. Such an approach is typically
applied to redundant manipulators [7, 11], where additional tasks can be assigned
maintaining the trajectory of the end-effector. For example, a collision between an
obstacle and the robot’s elbow can be avoided without changing the motion of the
end-effector selecting between the infinite inverse kinematics solutions available for
each pose of the end-effector. Moreover, the magnitude of the repulsive velocity can
be conceptualized as a function of various parameters beyond just the positions of
obstacles and the robot. For instance, it may consider factors such as the relative
speed [8] or other energetic criteria [12]. The authors studied this kind of approach
in [10] for a simplified planar case, and then developed it to be implemented to the
KUKALBR iiwamanipulator [6], which is the 7-DOF serial collaborative robot rep-
resented in Fig. 1. A strategy employing the least-square damped method is utilized
to invert the Jacobian matrices, ensuring avoidance of passages through points that
are dangerously close to singular configurations.

2 Control Strategy

Basic principles of the control strategy are outlined in this section; for amore detailed
discussion, please refer to the original publication[6]. The velocity kinematics of a
generic redundant manipulator can be written as ẋ = Jq̇, being q̇ the vector of joint
velocities and J the 6 × n Jacobian (with n number of the joints of the manipulator,
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n ≥ 6). The vector of joint positions is q = [
q1 . . . qn

]T
where q1 . . . qn are the n

joints variables of the kinematic chain. The inverse of the Jacobian J of the redundant
system can be obtained as a damped inverse:

J∗ = JT (JJT + λ2I)−1 (1)

where λ is the damping factor, defined as a function of the smallest singular value
of the Jacobian matrix [2, 6]. Due to redundancy, the inverse kinematics problem is
not uniquely defined. Using a Closed-Loop Inverse Kinematics (CLIK) control law
and given a trajectory planned in terms of Cartesian-space velocity ẋ, the inverse
kinematics problem can be solved as:

q̇ = J∗ (ẋ + Ke) + Nq̇0 (2)

The terms of Eq. (2) are defined as follows: q̇0 is the joint null space velocity, whose
effect is to generate internal motions leaving the pose of end-effector unchanged; N
= I − J∗J is the orthogonal projection into the null space of J; K is a gain matrix
(usually diagonal) to be tuned on the application; and e is a vector of orientation and
position errors (er and ep), defined as:

e =
[
er
ep

]
=

[
1
2 (i × id + j × jd + k × kd)

P − Pd

]
(3)

In (3) the subscript d stands for desired planned variable, P is the position of
the end-effector, while i, j and k are the unit vectors of the end-effector reference
frame. The collision avoidance strategy is subsequently integrated as an additional
velocity component aimed at separating the end-effector and other components of the
robot from nearby obstacles. This contribution is determined by the distance between
the obstacle and each body of the robotic system. Consequently, it is necessary to
compute the distance of each obstacle from every link to identify the obstacle–link
pair with the shortest distance. The calculation of the distance between an obstacle
PO and a link [3] follows the procedures outlined in Fig. 2. Here, dl represents the
vector connecting the proximal to the distal extremity of the link; dp and dd denote

�

�

Pr d

dd

do

xdl

Po

p

a)

Po

�

�

Pr d p

dd

dl

b)

�

�
Pr

Podp

dd

c)

Fig. 2 Obstacle to robot body distance in the three considered cases
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the distances between the obstacle and the proximal and distal extremities of the link,
respectively; Pr is the point on the link closest to the obstacle. Specifically:

(a) If cosα ≥ 0 and cosβ ≥ 0, then the distance dO = Pr − PO is orthogonal to the
link, and the position of Pr is defined by the scalar parameter x :

dO = |dl × dp|
dl

x = dp cosα

dl
, 0 < x < 1 (4)

(b) If cosβ < 0, Pr is coincident with the distal extremity of the link, thus:

dO = dd x = 1 (5)

(c) If cosα < 0, Pr is coincident with the proximal extremity of the link, thus:

dO = dp x = 0 (6)

Once Pr and dO are determined by the previous procedure it is possible to impose
the repulsive velocity vO in addition to the task velocity v of the end-effector (Fig. 1).
In terms of equations, the following expressions (7) must be imposed in order to
assign the two velocity tasks above described:

Jq̇ = ẋ J0pq̇ = vO (7)

where J0p represents the (3 × n) upper part of the Jacobian matrix J0 associated to
the velocity of the point Pr . Thus, Eq. (2) can be modified in [4]:

q̇ = J∗ (ẋ + Ke) + (J0pN)∗(vO − J0pJ∗ẋ) (8)

The first term in Eq. (8) aims to generate the velocity of the end effector with the
minimum joint velocity, therebyminimizing themotor effort. The second termdirects
the motion of the point Pr of the robot, ensuring the additional task of collision
avoidance. A critical aspect of the algorithm lies in planning the repulsive speed vO .
Here, a nominal repulsive velocity vrep is adjusted by an activation term av , which
smoothly varies with the distance do. The direction of this velocity aligns with the
distance vector dO : vO = avvrepd̂O . A second activation term ah is used to smoothly
activate the second term of Eq. (8) in order to avoid control discontinuities [6]. The
final form becomes:

q̇ = J∗ (ẋ + Ke) + ah(J0pN)∗(avvrepd̂O − J0pJ∗ẋ) (9)

In case an obstacle is going to interfere with the end-effect of the robot an additional
term of velocity is added to Eq. (9):

q̇ = J∗ (ẋ + Ke) + ah(J0pN)∗(avvrepd̂O − J0pJ∗ẋ) + J∗
paeevrepd̂ee (10)
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where Jp is the translation part of the Jacobian, ae an additional activation parameter
and d̂ee is the direction of the distance between the obstacle and the end-effector.
The control algorithm underwent verification via simulations to determine appropri-
ate values for control parameters, including the corrective proportional gain K, the
radius r defining the safety region around the robot’s links, and the magnitude of the
repulsive velocity vrep. However, it’s important to note that these parameter values
may vary considerably when the algorithm is deployed on a real system.

3 Experimental Tests

The robot KUKA KMR iiwa was used to test the transferability of the control algo-
rithm from simulation to a real system. The robot consists of a mobile platform (kept
stationary during tests) on which the LBR robotic arm is installed. The robotic arm
is equipped by a collaborative gripper to replicate the encumbrance of a generic tool.
The control architecture of the system consists of a PC-based external controller
used for motion planning, which generates a real-time reference signal in terms of
joint velocity that is sent to the robot controller via TCP. The same communication
protocol allows the actual positions to be read from the robot’s encoders to close the
external control loop at a frequency above 200Hz in all cases tested, which proved
sufficient to ensure smooth control of the system. The position of obstacles in the
workspace was imposed via software, then communicated directly to the controller
without any kind of measurement. At the same time, physical obstacles were placed
in those a priori defined positions to generate a realistic scenario. The only effect of
this kind of test setup is to exclude any kind of error due to the measurement system
that would be used to acquire the position of the obstacles in real time. In fact, the
purpose of the study is to specifically test the accuracy and efficiency of control
algorithms, regardless of the type of obstacle perception sensors. A simple linear
motion in the horizontal direction was used as the reference trajectory for the tests.
A sequence of frames for this motion is shown in Fig. 3. The orientation of the tool is
kept fixed, in the typical attitude for a pick and place application. Figure4 gives the
plots of joint positions and rates, which correspond to a standard motion planning

t3=4 s t4=5.6 st2=3.2 st1=2.5 st0=0 s t5=10 s

Fig. 3 Sequence of the free motion of the robot
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Fig. 4 Joint positions (a) and rates (b) for the free motion of the robot

with a 5th order polynomial time law. Two obstacles were then introduced in the
scene with a different scope. The first obstacle, physically represented by the red and
white ball in Fig. 5, is positioned right along the planned trajectory, so it interferes
with the robot’s gripper; in this case, the only way to avoid the collision is to move
away from the planned trajectory, and then recover the original path by taking advan-
tage of the CLIK approach. The second obstacle, i.e. the green ball, is outside the
planned trajectory but interferes with the robot’s elbow; in this case, the algorithm
tries to take advantage of kinematic redundancy to change the internal configuration
of the armwithout changing the motion of the end-effector. The frames in Fig. 5 were
selected by identifying the time steps at which the presence of the obstacles affects
the robot’s motion. At t1 = 2, 5 s the end-effector enters the area of influence of the
first obstacle and the control begins to react by changing its speed. Subsequently,
the trajectory of the end-effector modifies, as sketched by the yellow curve in Fig. 5.
At t2 = 3.2 s the elbow approaches the area of influence of the second obstacle and
a rearrangement of the internal configuration of the kinematic chain begins till the
configuration of t3 = 4 s is reached, which allows to overcome the obstacle without a
collision while the end effector recovers the drift from the original path. At t5 = 5.6 s
the distance between the forearm of the robot and the obstacle is newly decreasing
reaching the activation threshold; thus, there is a second rearrangement of the arm,
while the end-effector is perfectly able to execute the planned linear motion which
ends in 10s. The same time-steps have been reported in Fig. 6 to identify the most
relevant phases of themotion over the plots of joint positions and velocities. Away to
better evaluate the effort of the control is to make a quantitative comparison between
the reference motion and the motion resulting from the collision avoidance correc-
tion. Figure7 plots the difference between the two cases and a first consideration can
be done on the peaks of joint velocities due to the control reaction: such peaks are
below the limit of π/2 rad/s, which is a threshold identified as acceptable based on
an empirical evaluation. Nevertheless, the average Cartesian velocity was kept lower
than approximately 0.1m/s, which may represent a value that can be too low for
some applications. By the way, the algorithms allows to cut the joint rates at imposed
limits when Cartesian velocities are higher or when sudden corrections may verify.
As a consequence, a drift from the path is expected, but this effect may not represent
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t3=4 s t4=5.6 st2=3.2 st1=2.5 st0=0 s t5=10 s

Fig. 5 Sequence of the collision avoidance test
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Fig. 6 Joint positions (a) and rates (b) for the collision avoidance test

a problem thanks to the CLIK approach. Thus, the effect of a joint speed saturation
would be analogous to the disturbance due to an obstacle placed along the path,
that forces the end-effector to deviate and recover after the obstacle is overcame. A
second consideration can be done on how the redundancy of the kinematic chain is
exploited: looking at the control effort relative to position (left of Fig. 7) it results that
the difference between reference and actual motion doesn’t decrease to zero after the
effect of the obstacles. This means that, even if the planned pose of the end-effector
is reached, a different internal kinematic configuration is assumed. Thus, it is not
properly correct to represent the effort of the control as the difference between joint
variables, because in the present application different configurations are admitted.
Nevertheless, in some cases it could be necessary to recover the planned joint con-
figuration besides the Cartesian pose. This could be done by adding to the control
law (9) an additional corrective term:

q̇ = J∗ (ẋ + Ke) + ah(J0pN)∗(avvrepd̂O − J0pJ∗ẋ) + Kqδq (11)

where Kq is a diagonal gain matrix and eq is the difference between actual and
planned joint position: δq = q − qpl .
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Fig. 7 Control effort in terms of joint positions (a) and joint rates (b)

4 Conclusions

An experimental validation of a collision avoidance control framework for redundant
manipulators was presented. The algorithm, previously verified by simulations, was
shown to be transferable to a real system with a cycle rate higher than 200Hz; the
control was able to update the robot’s trajectory in real time to avoid two obstacles,
the first interfering with the end-effector, the second with the arm elbow. In the latter
case, the algorithm was able to optimally exploit the redundancy of the kinematic
chain: the obstacle was overcomewithout changing the trajectory of the end-effector,
but rather by changing the internal configuration of the manipulator. The efficiency
and accuracy of the algorithm were demonstrated by excluding from the analysis the
effect of any measurement system to be used to detect obstacles. Obviously, in a real
system where collision avoidance control is to be implemented, the actual accuracy
and robustness should be evaluated by also considering the integration of the sensor
system, which will be object of future works.
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Abstract Nowadays, the usage of robots is continuously growing and aims to
replace human work in different areas as much as possible. Some places, like
medicine or nanotechnology, require high-precision multilink robot end-effector
control. Regarding accurate trajectory tracking, conventional computation methods
for high-order derivatives ofmulti-Doffmanipulators are highly time-consuming and
offer only approximative results. Inaccurate results, in the end, reduce the perfor-
mance of multi-Doff manipulators and re-strict utilization in the areas where high
precision and response time are necessary. It is essential to employ an advanced
technique for computing higher-order Jacobian matrix derivatives to achieve precise
control. This paper explores a novel approach for deriving the Jacobian matrix of a
multilink robot using multi-dual algebra. With multidual algebra and its automatic
differentiation proprieties, obtaining an exact value for higher-order acceleration is
possible. Combining multidual algebra and automatic differentiation enhances our
ability to compute derivatives efficiently and accurately, improving performance and
reliability in various applications. This method is applicable everywhere, for any
lower-pair serial kinematic chain and any order of higher-order acceleration.
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1 Introduction

Higher-order derivatives of the Jacobian have an essential role in robotic device
design, kinematics, and real-time control [1]. This paper presents an applicative
simultaneousmethod for nth-order vector field derivation based onmultidual algebra.
A hypercomplex trigonometric function is given to understand better automatic
differentiation using multidual algebra. In the last section, a didactic example calcu-
lates the first, second, and third-order derivatives for robots Jacobian simultaneously
using multidual algebra and multidual transform.

2 Multidual Algebra and Automatic Derivation

2.1 Multidual Numbers

Multidual algebra is based on multidual numbers and their proprieties. A set of
multidual numbers is introduced as follows R̂ = R + εR + . . . + εnR; ε �= 0,
εn+1 = 0, where R are the set of real numbers and n ∈ N represent a natural number
[2, 3].

Two generic multidual elements x̂, ŷ ∈ R̂ that have the form [4]:

x̂ = x + x1ε + . . . + xnε
n; x, xk ∈ R, k = 1, n (1)

ŷ = y + y1ε + . . . + ynε
n; y, yk ∈ R, k = 1, n. (2)

Next by x = Rex̂ and Mux̂ = ∑n
k=1 xkε

k will be denoted the real parts and
respectively, multidual parts of the multidual number x̂ . Also, we will denote by
xk = dx̂

dεk
; k = 1, n, the k order multidual component of the multidual number x̂ .

Addition and, respectively, multiplication operation of two multidual number from
[3, 4] are listed below by

x̂ + ŷ =
n∑

k=0

(xk + yk)ε
k, (3)

x̂ ŷ =
n∑

k=0

⎛

⎝
k∑

p=0

xp yk−p

⎞

⎠εk (4)

In Eqs. (3–4), is denoted by x0 = x , y0 = y and ε0 = 1.
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2.2 Multidual Functions

Let be f : I ⊆ R → R, f = f (x) a nth differentiable real function. Below is
defined the multidual function f̂ of multidual variable x̂ by equation [3, 4]:

f (x̂) = f (x) +
n∑

k=1

�(x)k

k! f (k)(x) (5)

where: �(x) = x̂ − x = ∑n
k=1 xkε

k .
Using Eq. (5), next multidual functions was defined [3, 4]:

sin x̂ = sin x +
n∑

k=1

�(x)k

k! sin
(
x + k

π

2

)
, (6)

cos x̂ = cos x +
n∑

k=1

�(x)k

k! cos
(
x + k

π

2

)
. (7)

2.3 Multidual Differential Transform

If we have a real function of real time variable, nth differentiable, n ∈ N f : I ⊆
R → R, f = f (t). To this function, it associated the multidual function of real

variable
�

f given by the next equation [3, 4]:

�

f = f + ε ḟ + . . . + εn

n! f
(n) = eεD f, (8)

where eεD = 1+ εD+ . . . + εn

n!D
n with D = d

dt was denoted the derivative operator
with respect to time [3, 4].

The proprieties of multidual differential transform are defined by next theorem.

Theorem 1 Being f and g two real function of class Cn(I). The following properties
take place [3, 4]:

(9)

�

f g = �

f
�
g, (10)

�

λ f = λ
�

f ,∀λ ∈ R, (11)
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�

f (α) = f
(

�
α
)
, α ∈ Cn(I), (12)

.
�

f =
�

ḟ . (13)

3 Higher-Order Kinematics of Lower-Pair Chains

Let be a lower-pair chain described by kinematic mapping [5]:

g = fm(q) = exp
(
Y1q1

)
exp

(
Y2q2

)
. . . exp

(
Ymqm

)
,m ∈ N (14)

known also as Brockett formula.
In Eq. (14), Yk, k = 1,m denotes the screw coordinate vectors and qk, k = 1,m

denotes the joint variable [5].

Theorem 2 The Jacobian on end effector of kinematic chain given by the kinematic
mapping (14) it results from matrix:

J = [S1,S2, . . . ,Sm] (15)

where S1 = Y1, and:

Sk = Ad fk−1Yk, k = 2,m (16)

is instantaneous joint screw coordinate of joint k and qk, k = 1,m, is time variable.

Proof Let:

g = exp
(
Y1q1

)
exp

(
Y2q2

)
. . . exp

(
Ymqm

)
(17)

Also, from (17) it follows:

g−1 = exp
(−Ymqm

)
. . . exp

(−Y2q2
)
exp

(−Y1q1
)

(18)

Considering that the spatial twist T = [ωm, vm]T of end-effector of serial spatial
kinematic chain given by Eq. (14); T is defined by equation:

T̃ = ġg−1 (19)

In Eq. (19), T̃ =
[

ω̃m vm
0 0

]

, ω̃m is a skew-symmetric tensor corresponding to

vector ωm .With Eqs. (17) and (19), result:
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T = J q̇, (20)

where q = [
q1, q2, . . . , qm

]T
, is joints variable n-time differentiable.

The higher-order vector field of the end-effector is given by the n-time derivative
of spatial twist T, which is equivalent to calculating the n-time derivative of Jacobian
J .

Using multidual differential transform (see Sect. 2.3) by Eq. (15) result:

�

J =
[

�

S1,
�

S2, . . . ,
�

Sm

]

(21)

In previous equation Sk = Sk
(
q1, q2, . . . , qk

)
, , k = 1,m. By results of the

Theorem 1:

�

Sk = Sk
(

�
q1,

�
q2, . . . ,

�
qk

)
(22)

By Eqs. (21), (22) and Theorem 1 result:

�

J = J + ε J̇ + . . . + εn

n! J
(n) (23)

4 Automatic Differentiation of Sine and Cosine Functions
with Multidual Algebra

An example of directly finding the 3rd derivative, ε4 = 0, for the sine function using
the method described above using the results of Sect. 2 is described below.

In the first step parameter �(x) = x̂ − x is defined

�(x) = x1ε + x2ε
2 + x3ε

3. (24)

Then using Eq. (14) and �(x), after some algebra, will have the next form:

sin[x̂] = sin[x] + x1 cos[x]ε +
{

x2 cos[x] − 1

2
x21 sin[x]

}

ε2

+
{

(x3 − 1

6
x31) cos[x] − x1x2 sin[x]

}

ε3 (25)

In next step x is substituted with α, x1 is substituted with α̇
1! , x2 is substituted with

α̈
2! , x3 is substituted with

...
α

3! , and we obtain:
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sin
[

�
α
]

= sin[α] + α̇ cos[α]ε

+
(
α̈ cos[α] − α̇2 sin[α]

)
ε2

2

+
(...
αcos[α] − α̇3cos[α] − 3α̇α̈ sin[α]

)
ε3

6
(26)

In the same way, on result:

cos
[

�
α
]

= cos[α] − α̇ sin[α]ε

−
(
α̈ sin[α] + α̇2 cos[α]

)
ε2

2

−
(...
αsin[α] − α̇3sin[α] + 3α̇α̈ cos[α]

)
ε3

6
(27)

5 Application

Exact multilink robot end effector control is required in modern robotics to have
precise control. Serial manipulator kinematics establish the crucial link between joint
variables in joint-space coordinates and the end effector configuration in task-space
coordinates. When we directly differentiate the forward kinematics function, we
obtain a Jacobian matrix. The Jacobian matrix, denoted as J , encodes the sensitivity
of the end effector’s motion with respect to changes in joint variables, it allows us
to determine how changes in joint velocities affect the end effector’s motion. To
achieve accurate trajectory tracking, it is essential to compute higher-order Jacobian
matrix derivatives. In this section are calculated first, second, and third derivatives
of Jacobian in Maple software using multidual algebra.

Let be the next Jacobian of 2-link robot (Fig. 1):

Fig. 1 Schematic
representation of 2-link robot



Automatic Differentiation of Serial Manipulator Jacobians Using … 385

J =
(−L2 sin[θ1 + θ2] − L1 sin[θ1] −L2 sin[θ1 + θ2]

L2 cos[θ1 + θ2] − L1 cos[θ1] L2 cos[θ1 + θ2]

)

(28)

In same way as in previous section angle [θ1] and [θ1 + θ2] from Jacobian
expression are substituted in multidual function of sine and cosine.

(29)

sin
[�

θ1

]
= sin[θ1] + {

θ̇1 cos[θ1]
}
ε

+ 1

2

{
(θ̈1 cos[θ1] − θ̇2

1 sin[θ1])
}
ε2

+ 1

6

{...
θ 1 cos[θ1] − 3θ̇1θ̈1 sin[θ1] − θ̇3

1 cos[θ1]
}
ε3 (30)

(31)

cos
[�

θ1

]
= cos θ1 − {

θ̇1 sin[θ1]
}
ε

− 1

2

{
θ̈1 sin[θ1] + θ̇2

1 cos[θ1]
}

ε2

− 1

6

{...
θ 1 sin[θ1] + 3θ̇1θ̈1 cos[θ1] − θ̇3

1 sin[θ1]
}
ε3 (32)

Using sine and cosine function Eqs. (29–32) and expression rearrangements by
ε order, the multidual representation of Jacobian matrix is obtained. The multidual
form allows us to express not only the first-order derivatives (velocity) but also
higher-order derivatives (acceleration, jerk, etc.), Eqs. (33–37) capture the higher-
order derivatives of the Jacobian, providing a comprehensive understanding of the
robot’s kinematics.

�

J =
( �

j11
�

j12
�

j21
�

j22

)

(33)
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�
j11 = −L2 sin[θ1 + θ2] − L1 sin[θ1]

− {
L2

(
θ̇1 + θ̇2

)
cos[θ1 + θ2] + L1θ̇1 cos[θ1]

}
ε

− 1

2

{
L2

[(
θ̈1 + θ̈2

)
cos[θ1 + θ2] − (

θ̇1 + θ̇2
)2 sin[θ1 + θ2]

]

+ L1
[
θ̈1 cos[θ1] − θ̇21 sin[θ1]

]}
ε2

− 1

6

{
L2

[(...
θ 1 + ...

θ 2
)
cos[θ1 + θ2] − 3

(
θ̇1θ̈1 + θ̇1θ̈2 + θ̈1θ̇2 + θ̇2θ̈2

)
sin[θ1 + θ2]

− (
θ̇1 + θ̇2

)3 cos[θ1 + θ2]
]

+ L1
[...
θ 1 cos[θ1] − 3θ̇1θ̈1 sin[θ1] − θ̇31 cos[θ1]

]}
ε3 (34)

�
j12 = −L2 sin[θ1 + θ2] − L2

(
θ̇1 + θ̇2

)
cos[θ1 + θ2]ε

− 1

2
L2

[(
θ̈1 + θ̈2

)
cos[θ1 + θ2] − (

θ̇1 + θ̇2
)2 sin[θ1 + θ2]

]
ε2

− 1

6
L2

[(...
θ 1 + ...

θ 2
)
cos[θ1 + θ2] − 3

(
θ̇1θ̈1 + θ̇1θ̈2 + θ̈1θ̇2 + θ̇2θ̈2

)
sin[θ1 + θ2]

−
[(

θ̇1 + θ̇2
)3 cos[θ1 + θ2]

]
ε3 (35)

�
j21 = L2 cos[θ1 + θ2] − L1 cos[θ1] + [

L1θ̇1 sin[θ1] − L2
(
θ̇1 + θ̇2

)
sin[θ1 + θ2]

]
ε

− 1

2

{
L2

[(
θ̈1 + θ̈2

)
sin[θ1 + θ2] + (

θ̇1 + θ̇2
)2 cos[θ1 + θ2]

]

− L1
[
θ̈1 sin[θ1] + θ̇21 cos[θ1]

]}
ε2

− 1

6

{
L2

[(...
θ 1 + ...

θ 2
)
sin[θ1 + θ2] + 3

(
θ̇1θ̈1 + θ̇1θ̈2 + θ̈1θ̇2 + θ̇2θ̈2

)
cos[θ1 + θ2]

− (
θ̇1 + θ̇2

)3 sin[θ1 + θ2]
]

+ L1
(...
θ 1 sin[θ1] + 3θ̇1θ̈1 cos[θ1] − θ̇31 sin[θ1]

)}
ε3 (36)

�
j22 = L2 cos[θ1 + θ2] − L2

(
θ̇1 + θ̇2

)
sin[θ1 + θ2]ε

− 1

2
L2

[(
θ̈1 + θ̈2

)
sin[θ1 + θ2] + (

θ̇1 + θ̇2
)2 cos[θ1 + θ2]

]
ε2

− 1

6
L2

{(...
θ 1 + ...

θ 2
)
sin[θ1 + θ2] + 3

(
θ̇1θ̈1 + θ̇1θ̈2 + θ̈1θ̇2 + θ̇2θ̈2

)
cos[θ1 + θ2]

− (
θ̇1 + θ̇2

)3 sin[θ1 + θ2]
}

ε3 (37)

By Eq. (23), we obtain the exact value of:

• Jacobian (all terms without ε):

J =
(−L2 sin[θ1 + θ2] − L1 sin[θ1] −L2 sin[θ1 + θ2]
L2 cos[θ1 + θ2] − L1 cos[θ1] L2 cos[θ1 + θ2]

)

(38)
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• Jacobian first derivative (all terms with ε):

J̇ =
(−L2

(
θ̇1 + θ̇2

)
cos[θ1 + θ2] − L1θ̇1 cos[θ1] −L2

(
θ̇1 + θ̇2

)
cos[θ1 + θ2]

−L2
(
θ̇1 + θ̇2

)
sin[θ1 + θ2] + L1θ̇1 sin[θ1] −L2

(
θ̇1 + θ̇2

)
sin[θ1 + θ2]

)

(39)

• Jacobian second derivative (all terms with ε2):

J̈ =
(
J̈11 J̈12
J̈21 J̈22

)

(40)

J̈11 = L2
(
θ̇1 + θ̇2

)2
sin[θ1 + θ2] − L2

(
θ̈1 + θ̈2

)
cos[θ1 + θ2]

− L1(θ̈1 cos[θ1] − θ̇2
1 sin[θ1]) (41)

J̈12 = L2
(
θ̇1 + θ̇2

)2
sin[θ1 + θ2] − L2

(
θ̈1 + θ̈2

)
cos[θ1 + θ2] (42)

J̈21 = −L2
(
θ̇1 + θ̇2

)2
cos[θ1 + θ2] − L2

(
θ̈1 + θ̈2

)
sin[θ1 + θ2]

+ L1(θ̈1 sin[θ1] + θ̇2
1 cos[θ1]) (43)

J̈22 = −L2
(
θ̇1 + θ̇2

)2
cos[θ1 + θ2] − L2

(
θ̈1 + θ̈2

)
sin[θ1 + θ2] (44)

• Jacobian third derivative (all terms with ε3)

...
J =

( ...
J 11

...
J 12...

J 21
...
J 22

)

(45)

...
J 11 = {

L1
(
θ̇3
1 − ...

θ 1
) + L2

(
θ̇3
1 + 3θ̇2

1 θ̇2 + 3θ̇1θ̇
2
2 + θ̇3

2 − ...
θ 1 − ...

θ 2
)
cos[θ2]

+ 3L2
(
θ̇1θ̈1 + θ̇1θ̈2 + θ̈1θ̇2 + θ̇2θ̈2

)
sin[θ2]

}
cos[θ1]

+ {
3L1θ̇1θ̈1 − L2

(
θ̇3
1 + 3θ̇2

1 θ̇2 + 3θ̇1θ̇
2
2 + θ̇3

2 − ...
θ 1 − ...

θ 2
)
sin[θ2]

+ 3L2
(
θ̇1θ̈1 + θ̇1θ̈2 + θ̈1θ̇2 + θ̇2θ̈2

)
cos[θ2]

}
sin[θ1] (46)

...
J 12 = L2

(
θ̇31 + 3θ̇21 θ̇2 + 3θ̇1θ̇

2
2 + θ̇32 − ...

θ 1 − ...
θ 2

)
cos[θ1 + θ2]

+ 3L2
(
θ̇1θ̈1 + θ̇1θ̈2 + θ̈1θ̇2 + θ̇2θ̈2

)
sin[θ1 + θ2] (47)

...
J 21 =

{
L1

(
−θ̇31 + ...

θ 1

)
+ L2

(
θ̇31 + 3θ̇21 θ̇2 + 3θ̇1θ̇

2
2 + θ̇32 − ...

θ 1 − ...
θ 2

)
cos[θ2]

+ 3L2
(
θ̇1θ̈1 + θ̇1θ̈2 + θ̈1θ̇2 + θ̇2θ̈2

)
sin[θ2]

}
sin[θ1]

+
{
3L1θ̇1θ̈1 + L2

(
θ̇31 + 3θ̇21 θ̇2 + 3θ̇1θ̇

2
2 + θ̇32 − ...

θ 1 − ...
θ 2

)
sin[θ2]

− 3L2
(
θ̇1θ̈1 + θ̇1θ̈2 + θ̈1θ̇2 + θ̇2θ̈2

)
cos[θ2]

}
cos[θ1] (48)
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...
J 22 = L2

(
θ̇3
1 + 3θ̇2

1 θ̇2 + 3θ̇1θ̇
2
2 + θ̇3

2 − ...
θ 1 − ...

θ 2
)
sin[θ1 + θ2]

− 3L2
(
θ̇1θ̈1 + θ̇1θ̈2 + θ̈1θ̇2 + θ̇2θ̈2

)
cos[θ1 + θ2] (49)

6 Conclusion

Precise higher-order derivatives are essential across scientific research, engineering,
and mathematical modelling. This paper’s velocity, acceleration, jerk, and jounce
vector fields are extracted simultaneously from Jacobian’smultidual expression. This
method has universal applicability, spanning various fields and disciplines. Whether
in robotics, physics, or optimization algorithms, accurate derivatives play a funda-
mental role in understanding complex systems and achieving optimal outcomes.
With multidual algebra, precise higher-order derivatives can be extracted quickly
with less resource consumption. The calculation was done in Maple software and
can be adapted for any link, number of joints, and higher-order accelerations.
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Mathematical and Mechanical Model
of a Tamping Rammer for Making
Rammed Earth Walls

Radu Mircea Morariu-Gligor

Abstract The paper presents a mechanization/automation model for the process of
making rammed earthwalls. Since all the parameters of the production systemdepend
on the compaction process, the paper proposes amechanical andmathematicalmodel
of a tamping rammer used for the construction of rammer earth walls. Based on this
mathematical model, a series of studies can be carried out on the influence of the
various components of the compactor on both the compaction process and the entire
robot.

Keywords Rammed earth wall · Tamping rammer · Mathematical model

1 Introduction

Earth is one of the oldest and most widely used natural building materials, having
been used for thousands of years on all continents, from the ancient Great Wall
of China 4000 years ago to the residential buildings in present. Rammed earth has
been seen as an easy and cheap way to build fortifications and houses quickly. It is
estimated that more than a third of the human population still lives in earthen houses.

Formany years, the use of rammed earth was abandoned and neglected, especially
after the industrial revolution, due to the availability of other construction materials.
Recent concerns about global warming and the depletion of natural resources are
prompting the search for materials and technologies that will reduce the impact on
the environment, CO2 emissions and energy consumption.

Rammed earth involves mixing dry earth with water and possibly an addition of
fibers to improve its mechanical strength. Rammed earth that uses only clay as a
binder is called unstabilized rammed earth (URE), and rammed earth that uses other
binders (lime, cement) in addition to clay is called stabilized rammed earth (SRE).

The amount of cement added is small (3–10%), depending on the quality of the
soil, but it gives the mixture increased strength and durability. The ideal soil for

R. M. Morariu-Gligor (B)
Technical University of Cluj-Napoca, 103-105 Muncii Blvd, Cluj-Napoca, Romania
e-mail: rmogli70@yahoo.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
D. Pisla et al. (eds.), Advances in Service and Industrial Robotics, Mechanisms
and Machine Science 157, https://doi.org/10.1007/978-3-031-59257-7_39

389

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-59257-7_39&domain=pdf
mailto:rmogli70@yahoo.com
https://doi.org/10.1007/978-3-031-59257-7_39


390 R. M. Morariu-Gligor

rammed earth construction consists of a good mixture of clay (about 10–40%), silt
(about 10–40%), sand (about 35–65%) and even very fine gravel [1–3].

The advantages of using rammed earth are: it requires little water or additives to
improve its properties, it is easy to workwith and can be recycled, it has good thermal
and sound insulation properties, does not emit harmful emissions and it doesn’t burn.

The manufacturing of rammed earth walls requires an additive manufacturing
technology through which the structures are made by adding and compacting
successive layers of earth, between two vertical walls that define the width of the
wall.

The traditional technology involves repeatedly hammering the end of a wooden
post into the soil mixture to compress it [4]. Figure 1 shows the technology for
making rammed earth walls [2], the stages being the following:

1. Building the wall foundation: The size of the foundation is chosen depending
on the type of supported structure and the bearing capacity of the soil under
the foundation. The depth of the foundation must ensure the avoidance of frost
below, and the land adjacent to the base of a rammed earth wall must be well
drained.

2. Fitting the formwork: The formwork used in the construction of earth walls is
made of wood or steel. They must be sufficiently strong, rigid and stable to
withstand the pressures to which they are subjected during the pouring of the soil
mixture and the compaction process.

3. Adding a layer of soil: The soil mixture is poured into the formwork, creating a
uniform level approximately 15 cm thick.

4. Mechanical ramming of the soil layer: By compaction, the soil layer is
compressed to about 8–10 cm thick. The appearance of the wall will depend
on the soil and aggregate used, being made up of horizontal layers that may
differ in terms of color and texture.

Moist earth 

mixture

Reinforced 

plywood frame

Tamping 

rammer

Step 1 Step 2 Step 3 Step 4 Step 5

Fig. 1 The compaction process for rammed earth wall [4]
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5. Removing the formwork and reassembling it in the direction of thewall elevation.

Steps 2–5 are repeated successively until the desired height of the wall is obtained.
As it can be seen, the soil ramming process is labor-intensive and energy-intensive.
The technology of building with rammed earth has involved the replacement of

hand tools with electric and/or fuel-powered tools to improve efficiency, productivity,
and quality.

2 Description of the Robot for Making Walls
from Rammed Earth

The construction of rammed earth walls involves compacting the soil, in layers,
between two vertical formworks which are then moved higher up to ensure the
deposition and compaction of a new layer of soil.

The aim is to eliminate the use of the human operator and to automate ramming
operations, earthworks and formwork handling.Automated processes result in higher
structural strength, better construction quality, increased productivity and reduced
material consumption, all with minimal human intervention.

In the last 10 years, there has been a growing interest in the mechanization of
earth construction, in particular in advanced manufacturing of earth construction [5].
There are also studies exploring the possibility of using digital manufacturing tech-
nologies such as 3D printing [6] or robotic manufacturing in construction [7]. Studies
on achieving optimal blends, development and realization of improved, automated
manufacturing technologies are essential.

In paper [1], two automated systems for manufacturing rammed earth walls are
presented. In 2020, the company Form Earth© (Australia) was preselling a proto-
type of an automated earth wall manufacturing system called FreeForm (see Fig. 2)
[8]. The system consists of a frame, a material hopper, a compaction tool and a
slip formwork system. The material is fed along the entire length of the formwork,
thus ensuring an even layer of soil. The compaction tool climbs vertically with the
formwork and moves inside the formwork to achieve compaction. A sensor system
ensures that the optimum compaction level is achieved.When one layer is completed,
the whole system moves upwards to compact the next layer.

An automated system for making walls from rammed earth should consist of the
following subsystems (see Fig. 3): formwork handling system (1), tamping rammer
(2), tamping rammer positioning and vertical movement system (3), tamping rammer
positioning and horizontal movement system (4), frame (5). In addition, there must
be a material supply system.

The frame must ensure the support and the assembly of the other subsystems,
must be rigid enough but not too heavy to be easily handled. The formwork handling
system must ensure that the formwork can be moved vertically, fixed to the frame
and must withstand the pressures of the ground layer. The tamping rammers can
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Fig. 2 The form earth system for making compacted earth walls [8]

5

1

4

3

2

Fig. 3 Automated system for making walls from rammed earth

be driven by electric or gasoline engines and contain a slider-crank mechanism that
drives the tamping rammer’s sole via a helical spring-damper assembly [9, 10].

The positioning and vertical movement system must ensure that the tamping
rammer is placed on the mix layer and is allowed to move vertically during
compaction.

The system for positioning and moving horizontally must ensure that the tamping
rammer is positioned at the end of the formwork and that it can move in both direc-
tions along the mix layer (along the frame). The horizontal movement must have an
adjustable advance according to the desired degree of compaction.
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3 Mechanical and Mathematical Model of the Tamping
Rammer

The operation of the tamping rammer is influenced by a number of parameters which
can be: kinematical (determined by the characteristics of the drive motor), geomet-
rical (determined by the dimensions of the components) andmechanical (determined
by the mass of the machine or the forces developed in the helical springs).

Weight is an important factor, as excessive weight requires higher energy
consumption without improving compaction characteristics. The height from which
the ram strikes is also very important. The sole may be achieved either by means of
a slider-crank system in conjunction with a spring-damping system or by means of
a vibration generator with one or two eccentric masses.

It is very important to determine: the moment and power required (at the drive
motor), the masses of the component parts, the dimensions of the component parts
and the distances between them, the elastic and damping elements [10]. It is also
necessary to know the forces and pressures withwhich the earth acts on the formwork
during the compaction process in order to design the frame and the formwork drive
system. With the help of the mathematical model, the parameters of the compaction
process can be analyzed, leading to an increase in machine efficiency.

The slider-crank mechanism acts via helical springs on the crank plate. The
sole executes an oscillatory movement with a certain frequency and amplitude. The
damping effect is provided by an oil-filled bellows cylinder.

In the mechanical model shown in Fig. 4, the soil is modelled using the Kelvin-
Voigt model consisting of a helical spring and a damper mounted in parallel. The
values of the elastic and damping constants are a function of the nature of the
compacted mixture as well as its degree of compaction.

The following simplifying assumptions were used in the mathematical model:
movement is only in the vertical direction, the moment of inertia I and the driving
moment M are constant, the elastic and damping constants are linear.

The notations used to develop the mathematical model are as follows: z1 and
z2—parameters defining motor and sole position; M—driving moment; ω—crank
angular speed; ϕ—angle between crank handle and vertical axis; ψ—angle between
connecting rod and vertical axis; m1—mass of the motor frame, together with the
motor; m2—mass of the slider-crank mechanism together with the springs; m3—
mass of the sole; r—crank length; b—connecting rod length; h—length of springs
in the assembled state; k1—the elasticity constant of the helical springs [N/m]; c1—
the damping coefficient of the viscous damper [Ns/m]; k2—the elasticity constant
of the soil [N/m]; c2—the damping coefficient of the soil [Ns/m];

The mechanical system has two degrees of freedom, the parameters that define
its position at a given moment are: z1—the displacement of the motor frame, and
z2—the displacement of the sole. The crank, on which acts the constant driving
moment M, performs a rotational movement with constant angular velocity, in the
counterclockwise direction. This generates a force, T0, which is applied to the rod
at its end.
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Fig. 4 Mathematical model
of the tamping rammer
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Applying Newton’s laws, we obtain the differential equations that define the
motion of the three masses m1, m2, and m3, respectively:

m1 z̈1 = m1g − T0 sin ϕ + T cosψ (1)

m2
d2

dt2
(z1 + r cosϕ + b cosψ) = m2g − T cosψ+

+k1(z2 − z1 − h − r cosϕ − b cosψ) + c1
(
ż2 − ż1 + rω sin ϕ + bψ̇ sinψ

)
(2)

m3 z̈2 = m3g − k1(z2 − z1 − h − r cosϕ − b cosψ)

− c1
(
ż2 − ż1 + rω sin ϕ + bψ̇ sinψ

)

−
{
0 z2 ≤ r + b + h
[k2(z2 − r − b − h) + c2 ż2] z2 > r + b + h

(3)

In Eq. (3) the mass m3 is considered not to be in permanent contact with the
surface to be compacted. The derivative is calculated:

d2

dt2
(z1 + r · cosϕ + b · cosψ)

= d

dt

(
ż1 − ωr sin ϕ − bψ̇ sinψ

)
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= z̈1 − ω2r cosϕ − bψ̈ sinψ − bψ̇2 cosψ (4)

Equation (2) becomes:

m2 z̈1 − m2 · ω2 · r · cosϕ − m2 · b · ψ̈ · sinψ − m2 · b · ψ̇2 · cosψ

= m2 · g − T · cosψ + k1 · (z2 − z1 − h − r · cosϕ − b · cosψ)

+ c1 · (
ż2 − ż1 + r · ω · sin ϕ + b · ψ̇ · sinψ

)
(5)

From Eq. (1) the expression for the force T is derived and substituted into the last
equation, obtaining:

(m1 + m2)z̈1 = (m1 + m2)g − T0 sin ϕ

+ k1(z2 − z1 − h − r cosϕ − b cosψ)

+ c1
(
ż2 − ż1 + rω sin ϕ + bψ̇ sinψ

)

+ m2
(
ω2r cosϕ + bψ̈ sinψ + bψ̇2 cosψ

)
(6)

The system of differential equations describing the motion of the motor frame
and the sole is composed of two differential equations as follows:

(m1 + m2)z̈1 = (m1 + m2)g

− T0 sin ϕ + k1(z2 − z1 − h − r cosϕ − b cosψ)

+ c1
(
ż2 − ż1 + rω sin ϕ + bψ̇ sinψ

)

+ m2
(
ω2r cosϕ + bψ̈ sinψ + bψ̇2 cosψ

)

m3 z̈2 = m3g − k1(z2 − z1 − h − r cosϕ − b cosψ)

− c1
(
ż2 − ż1 + rω sin ϕ + bψ̇ sinψ

)

−
{
0 z2 ≤ r + b + h
[k2(z2 − r − b − h) + c2 ż2] z2 > r + b + h

(7)

With the help of this mathematical model, the behavior of the tamping rammer
component of the robot for the manufacturing rammed earth walls can be analyzed.

To solve this system of differential equations, a program in the C language was
written, using the 4th order Runge–Kutta method.

In Table 1 are presented the input data for 4 different variants of tamping rammers,
and Figs. 5 and 6 illustrate the variations in frame and foot displacements considering
each variant separately.

The values of the damping constant (k2) and of the damping coefficient (c2) used
in soil modeling are: k2 = 800,000 [N/m] and c2 = 3500 [Ns/m] respectively.
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Table 1 The input data for the four variants of tamping rammers

Input data Symbol Var. 1 Var. 2 Var. 3 Var. 4

Driving moment [Nm] M 16 18 23 27

Crank’s rotation speed [rpm] n 650 700 600 650

Mass of the motor frame [kg] m1 36 45 50 65

Mass of the slider-crank mechanism [kg] m2 4.5 6 7.5 8

Mass of the sole [kg] m3 12 16 20 24

Crank length [m] r 0.025 0.0275 0.030 0.030

Connecting rod length [m] b 0.210 0.215 0.200 0.225

Length of springs in the assembled state [m] h 0.120 0.125 0.130 0.135

The elasticity constant of the helical springs [N/m] k1 65,000 68,000 70,000 72,000

The damping coefficient [Ns/m] c1 310 290 300 310

Fig. 5 The displacements of the frame

Fig. 6 The displacements of the compacting plate
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4 Conclusions

Using the previously presentedmathematicalmodel, a series of parameters that define
the behavior of the tamping rammer can be determined, such as:

• The vertical displacement of the motor frame and the sole of the tamping rammer;
• The pressure force on the soil, generated by the sole of the tamping rammer;
• The influence of themass values and the geometric dimensions of the components;
• The influence of the engine rotation speed and its power on the tamping rammer;
• The influence of the elastic and damping characteristics;
• The choice of appropriate technical solutions and the appropriate dimensioning of

the formwork lifting system and the horizontal and vertical displacement systems.

The current paper presents a variant of a robot for building rammed earth walls,
which uses a tamping rammer. The analysis of the operation of the tamping rammer
and the influence it has on the entire robot is essential. Therefore, the mechanical
and mathematical modeling of the tamping rammer was considered necessary, thus
offering a useful tool to those who want to approach this field.

Based on it, computation programs can be designed to analyze the influences of all
the parameters that determine the operation of the tamping rammer. From the analysis
of these parameters, the complexity of the operation of such a robot is observed and
a series of possible themes for further research can be highlighted, regarding both
the method of choosing a construction variant and the dimensioning of the robot’s
component elements.
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Establishing of Dynamic Control
Functions for a Hybrid Robot Based
on Analytical Mechanics Principles

Claudiu Schonstein

Abstract The use of complex mechanical systems in different tasks assumes the
controlling of each motor from the kinematic joints known as dynamic control equa-
tions. The moving differential equations for anymechanical system can be expressed
very efficiently based on principles from Analytical Mechanics, among which the
method developed by Lagrange—Euler provides explicit equations of motion. The
Lagrange—Euler second kind formalism is an analytical approach extremely useful
in modelling of multibody systems which uses an important notion in dynamics—
kinetic energy. These equations can be used to analyze and devise advanced control
strategies bymathematicalmodeling based onmathematical algorithms. In this paper,
for two robot structures (serial and mobile), considering that are working inde-
pendently, will be established the dynamic control functions, using a generalized
algorithm, consisting in geometrical, kinematical and dynamical modeling.

Keywords Robots · Dynamic control functions · Kinetic energy · Algorithm

1 Introduction

The use of a robot for a task assumes the control of motions, by dedicated mathemat-
ical algorithms.A completemodelling of a robot consists in geometrical, kinematical,
and dynamic behavior for the mechanical structure, based on dedicated algorithms
[1]. The dynamic equations of motion, important for mechanical design, control, and
simulation, provide the relationships between actuation and forces acting on robot
mechanisms, and the kinematic parameters and motion trajectories that result [2].

The specialized principles of kinematics and dynamics employed for robotic
systems fall within the broader study of multibody dynamics. Multibody dynamics
is the study of the dynamics of mechanical systems that are comprised of several
interconnected bodies [3]. The approach, presented further in the paper, regarding
the control of robotic systems is a popular starting point for mechanical and control
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Fig. 1 The hybrid structure (2TR + PatrolBot)

design. The methodology is applicable to a reasonably large collection of mechan-
ical systems and can also be used to motivate and understand alternative control
schemes [4].

In this paper is presented a concept of complex robot structure (see Fig. 1)
consisting in a serial structure 2TR type, and a mobile robot PatrolBot [5], which
can be used in different tasks of handling, sorting, or moving different work pieces
from point to point.

For this structure the driving moments, known as dynamic control functions, will
be presented based on concepts from advanced mechanics of complex systems as
[6, 7], considering the geometrical characteristics, and mass properties of structure.
As an important remark, the dynamic control functions are established separately
for each robot, because the structures are working independently.

Section 2 presents, based on algorithms for geometry (Sect. 2.1) and kinematics
(Sect. 2.2) the dynamic control functions (Sect. 2.3) for the 2TR serial robot, taking
into account the dimensional characteristics of the structure. The dynamic model is
established on the basis of Lagrange-Euler second kind equations, formalism specific
to non-conservative mechanical systems and with holonomous links.

In Sect. 3 are presented, based onkinematical restrictions (Sect. 2.1), the kinematic
model (Sect. 2.2), and the dynamic control functions (Sect. 2.3) for the mobile robot.
As in Sect. 2, there is used the same Lagrange-Euler second kind formalism, but
specific to mechanical systems and with nonholonomous links.
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2 Dynamics Control Functions for the 2TR Serial Structure

As it can be observed from Fig. 1, the serial structure has three degrees of freedom
(i = 1 → 3), considered generalized coordinates qi , i = 1 → 3 consisting in two
translations (q1 along Oz0 and q2 along Ox0 axis), and q3 representing a rotation of
the end effector around Ox0 axis.

2.1 Geometry Equations for Serial Structure

According to [6] to establish the control functions, first must be known the Direct
Geometry Equations. Applying the Locating Matrix Algorithm, it is determined the
following column vector of generalized coordinates [8]:

0X
(
θ
) =

⎡

⎢
⎣

(
px py pz

) T

. . . . . . . . . . . . . . .
(
αz βy γz

) T

⎤

⎥
⎦ =

⎧
⎨

⎩

⎡

⎣
a4 + a5 + q2
a3 = cst.
a2 + q1

⎤

⎦ [
π/2 π/2 π + q3

]T
⎫
⎬

⎭

T

,

(1)

representing the direct geometry equations, where θ = [qi , i = 1 → 3]T is a column
vector of generalized coordinates from each driving joint of the robot.

2.2 Kinematics Equations for Serial Structure

To obtain the kinematics equations, is used the Algorithm of Matrix Exponential
in kinematics, and the time derivative of Jacobian matrix [9]. According to [8], the
direct kinematics equations for the serial type structure are:

0 Ẋ ≡
⎡

⎢
⎣

0v3

− − −
0ω3

⎤

⎥
⎦ = 0 J

(
θ
) · θ̇ =

[(
q̇2 0 q̇1

)T
(
q̇3 0 0

)T

]

,

0 Ẍ ≡
⎡

⎢
⎣

0v̇3

− − −
0ω̇3

⎤

⎥
⎦ = 0 J

(
θ
) · θ̈ =

[(
q̈2 0 q̈1

)T
(
q̈3 0 0

)T

]

(2)

The expressions contained in Eq. (2) where 0 J
(
θ
)
is the Jacobian matrix char-

acterize the motion of the final effector of the 2TR robot in the Cartesian space,
and:
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0 J
(
θ
) = [

0 J1 0 J2 0 J3
]
,

0 J1 = [
0 0 1 0 0 0

]T

0 J2 = [
1 0 0 0 0 0

]T

0 J3 = [
0 0 0 1 0 0

]T
(3)

2.3 Dynamics Equations for the 2TR Serial Structure

A complete dynamic modelling, according to the specialized literature [6, 10]
comprises the control motion expressions of the driving motors belonging to the
robot being studied, as well as the dynamic behavior of the transmission structure
of the movement [11]. The differential equations of motion are determined based
on Lagrange-Euler second kind equations, because the formalism is specific to non-
conservative mechanical systems and with holonomous links. Hence, the equations
of motion of the mechanical structure of the 2TR type serial robot will be determined
considering the expression [12]:

Qi
F + Qi

g + Qi
SU = Qi

m

(
θ; θ̇; θ̈

)
, i = 1 → 3 (4)

where Qi
F ; Qi

g; Qi
SU are generalized inertia forces, generalized gravitational forces,

and generalized handling forces, described in [6]. The expressions for generalized
inertia forces, is presented as:

Qi
F = d

dt

⎡

⎣
∂ Ek

(
θ; θ̇

)

∂ q̇i

⎤

⎦ −
∂Ek

(
θ; θ̇

)

∂qi
(5)

Based on König’s theorem, the expression for kinetic energy is:

E j
k = (−1)	M · 1 − 	M

1 + 3 · 	M
·
{
1

2
· Mj · jvT

C j
· jvC j

}
+ 	 2

M · 1
2

· jωT
j · j I ∗

j · jω j

(6)

where:	M = {{−1; general motion }; {0; translation }; {1; rotation} }, jvC j and
jω j representing the linear and angular velocity of the mass center for each element,
j I ∗

j is the inertial axial-centrifugal tensor of element ( j), according to the frame
applied in the mass center. Considering [8], the kinetic energy for the 2TR structure,
is:
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Ek

(
θ, θ̇

)
=

3∑

j=1

{
1

2
· Mj · jvT

C j · jvC j + 1

2
· jωT

j · j I ∗
j · jω j

}

=
3∑

j=1

{
1

2
· Mj · jvT

C j · jvC j

}
+ 1

2
· 3ωT

3 · 3 I ∗
3 · 3ω3

= 3.731 · q̇2
1 + 1.814 · q̇2

2 + 760.45 · 10−6 · q̇2
3

+ q̇1 · q̇3 · (5.2 · 10−3 · cos q3 + 1.97 · 10−3 · sin q3
); (7)

According to the expression (5), the generalized force of inertia is determined by:

Q1
F

(
θ
) = (

1.972 · 10−3 · cos q3 − 5.209 · 10−3 · sin q3
) · q̇2

3

+ 7.463 · q̈1 + (
5.209 · 10−3 · cos q3 + 1.972 · 10−3 · sin q3

) · q̈3 (8)

Q2
F

(
θ
) = d

dt

[
∂ Ek

∂q̇2

]
− ∂Ek

∂ q2
= 3.6286 · q̈2 (9)

Q3
F

(
θ
) = d

dt

[
∂ Ek

∂ q̇3

]
− ∂ Ek

∂ q3
= (

5.209 · 10−3 · cos q3+ 1.97 · 10−3 · sin q3
) · q̈1

+ 1.52 · 10−3 · q̈3 (10)

The generalized gravitational forces are defined as:

Qi
g

(
θ
) = 0 Ji

(
θ
)T · 0Fxi

(
θ
)
, (11)

where 0 Ji
(
θ
)T

is the line (i) of the transposed of Jacobian matrix defined in expres-
sion (3), and 0Fxi

(
θ
)
is the resultant force-moment vector of gravitational loads in

the range [i → 3], whose expression for the 2TR structure of is presented in [8].
According to Eq. (11), the generalized gravitational forces for the 2TR structure

is [6]:

Q1
g

(
θ
) = 73.186 ; Q2

g

(
θ
) = 0

Q3
g

(
θ
) = 51.081 · 10−3 · cos q3 + 19.339 · 10−3 · sin q3

(12)

The generalized handling forces are expressed [6]:

Qi
SU (θ) = 0 J T

i (θ) · 0FiX (θ), i = 1 → 3 (13)

where 0FiX (θ) , i = 1 → 3 is, the vector of the resultant force-load handling
moment. For the 2TR robot, according to expression (13), there is obtained according
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to [8]:

Q1
SU

(
θ
) = 9.806 · mSU ; Q2

SU

(
θ
) = Q3

SU

(
θ
) = 0 (14)

where mSU represents the handling load.
Considering the constructive form and dimensions of the robot, based on the

characteristic frictions existing in the mechanical system of motion transmission,
according to expressions (12–14) substituted in Eq. (4), conducts to the driving
moments of motors as [8]:

Q1
m = 7.47 · q̈1 + (

28.7 · 10−9 − 11.6 · 10−7 · cos q3 − 43.95 · 10−8 · sin q3
) · q̈2

+ (−26.55 · 10−9 + 52.09 · 10−4 · cos q3 + 19.72 · 10−4 · sin q3
) · q̈3

+ (
90.71 · 10−9 + 19.72 · 10−4 · cos q3 − 52.09 · 10−4 · sin q3

) · q̇2
3

+ (
9.806 − 20.76 · 10−5 · cos q3

) · mSU + 73.186 (15)

Q2
m = 48.21 · 10−3 · q̈2 + 39.03 · 10−9 (16)

Q3
m = (

5.2 · 10−3 · cos q3 + 1.97 · 10−3 · sin q3
) · q̈1 + 1.52 · 10−3 · q̈3

+ 51.08 · 10−3 · cos q3 + 19.34 · 10−3 · sin q3
+ 824.67 · 10−6 · {[q̇2

3

(
1.97 · 10−3 · cos q3 − 5.2 · 10−3 · sin q3

) + 1.3 · q̈1
+ (

5.2 · 10−3 · cos q3 + 1.97 · 10−3 · sin q3
) · q̈3 + 9.806 · mSU + 12.8

]2

+ [(
5.2 · 10−3 · cos q3 + 1.97 · 10−3 · sin q3

) · q̇2
3

+ (
5.2 · 10−3 · sin q3 − 1.97 · 10−3 · cos q3

) · q̈3
]2}1/2

, (17)

3 Dynamics Control Functions for the Mobile Structure

In the Fig. 2, is considered a mobile robot called PatrolBot [5]. The mechanical
structure of the robot, has two driving wheels, which are rolling around O1, O2 and
two driven wheels which according to the same Fig. 2, are rotating around O3 and
O4 respectively around vertical z axis.

According to above statements, where (PC = xC), in finite displacement the
robot has the independent parameters, presented as follows [1]:

X(t) = [
q∗
i (t); i = 1 → 9

] T
(18)

In keepingwith Fig. 2 and [15], according to differential principles from analytical
mechanics presented in [6], the kinematical constrains for the mobile robot are [8]:
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Fig. 2 The independent
parameters of mobile robot
PatrolBot (bottom view)
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3

− r · q̇∗
5

= 0

−s
(
q∗
3

+ q∗
7

) · q̇∗
1

+ c
(
q∗
3

+ q∗
7

) · q̇∗
2

+ (
L · cq∗

7
+ b · sq∗

7

) · q̇∗
3

= 0

−s
(
q∗
3

+ q∗
9

) · q̇∗
1

+ c
(
q∗
3

+ q∗
7

) · q̇∗
2

+ (
L · cq∗

9
+ b · sq∗

9

) · q̇∗
3

= 0

c
(
q∗
3

+ q∗
7

) · q̇∗
1

+ s
(
q∗
3

+ q∗
7

) · q̇∗
2

+ (
L · sq∗

7
− b · cq∗

7

) · q̇∗
3

− r3 · q̇∗
6

= 0

c
(
q∗
3

+ q∗
9

) · q̇∗
1

+ s
(
q∗
3

+ q∗
9

) · q̇∗
2

+ (
L · sq∗

9
− b · cq∗

9

) · q̇∗
3

− r4 · q̇∗
8

= 0
(19)

where cqi = cos qi , and sqi = sin qi , and r3 = r4.
In Eq. (19), the kinematical restrictions are referring to side displacement, the

rolling of back wheels without slipping, side displacement and rolling without
slipping of front wheels.

3.1 Kinematic Equations for the Mobile Robot PatrolBot

The motion of the robot is due to the wheels Mbw 1 , Mbw 2 where q∗
4
(t) �= q∗

5
(t) are

the rotation angles from the two driving wheels. In keeping the fact that is forbidden
the robot’s spinning around wheels axes, the expression of the operational velocities
is [8, 14]:
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Ẋ =
⎡

⎣
q̇∗

1

q̇∗
2

ω = q̇∗
3

⎤

⎦ =
⎡

⎣
cq∗

3
0

sq∗
3
0

0 1

⎤

⎦ ·
[ r

2 · (q̇∗
4

+ q̇∗
5

)

r
2·l · (q̇∗

4
− q̇∗

5

)
]

(20)

3.2 Dynamic Equations for the Mobile Robot PatrolBot

To establish the dynamics equations there is used the kinetic energy, included in the
Lagrange–Euler second kind equations, according to [6, 16] written as:

d

dt

(
∂ Ek

∂q̇i

)
− ∂Ek

∂ qi
= Qi

m +
7∑

i=1

λ j · a ji ; (21)

where Ek represents the total kinetic energy of the mechanical system and Qi
m are

the driving forces. In the same equations λ j , j = 1 → 7 represents undetermined
Lagrange parameters, while a ji are considered the coefficients of the elementary
displacements q∗

i
= q∗

i
(t), i = 1 → 9 from Eq. (19). The kinetic energy of the

mobile robot, is:

Ek
(
q∗

i
; q̇∗

i
; i = 1 → 9

) = E A
k

(
q∗

i
; q̇∗

i
; i = 1 → 3

)

+
4∑

j=1

E j
k

(
q∗

i
; q̇∗

i
; i = 4 → 9

)
, (22)

where E A
k is the kinetic energy of the robot without wheels, and E j

k represents kinetic
energy of the wheels. The total kinetic energy for the robot is [6, 14]:

Ek = 1

2
· M ·

[(
q̇∗
1

)2 + (
q̇∗
2

)2] − MA · xC · q̇∗
3

· (q̇∗
1

· sq∗
3

− q̇∗
2

· cq∗
3

)

+ 1

2
· IR · (q̇∗

3

)2 + Mb · r2
4

·
[(
q̇∗
4

)2 + (
q̇∗
5

)2]

+ M f · (q̇∗
3

)2 · (b2 + L2
) − 2 · M f · q̇∗

3
· L ·

[(
q̇∗
1

)2 · sq∗
3

− (
q̇∗
2

)2 · cq∗
3

]

+ M f · r24
4

·
[(
q̇∗
6

)2 + (
q̇∗
8

)2 + 1

2
·
[(
q̇∗
7

)2 + (
q̇∗
9

)2]
]

(23)

where: M = MA +2 · Mbw +2 · M f w and MA-the mass of the robot without wheels;
Mb = Mbw 1 = Mbw 2-the mass of a back wheel; M f = M f w 1 = M f w 2- the mass

of a front wheel; IR = I	 + Mb ·r2
2 + 2 · Mb · l2, and I	 the inertia moment of the

structure. As a remark, in calculus there will be replaced MA, Mb, M f , I	, l, L with
corresponding values.
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In keeping with Eqs. (23) and (21) there are obtained the differential equations
[8]:

Q4
m = Q5

m = r

2
· [M · (q̈∗

1
· cq∗

3
+ q̈∗

2
· sq3

) + ε · (M f · r3 + Mb · r) + μ · M · g]

(24)

Q4
m = −Q5

m =
[
I	 + 2 · M f · (b2 + L2

)

2 · l + M f · L
2 + b2

2 · l + Mb · l
2

]

· r · q̈∗
3

+ μ · M · g · r
2 · [μ · (r3 − r) + L]

·
[

(xC − μ · r) ·
√
L2 + b2

l
+ (L − xC + μ · r3)

]

(25)

Equations (24) and (25) are representing the torks of the driving wheels from
the mobile robot PatrolBot, in case of translation and orientation known as dynamic
control functions.

4 Conclusions

Themain task of a robot is to describemotion trajectories, based on control functions,
which is to displace from a point to a programmed position. Hence, the dynamic
modelling of robots is fundamental for accomplishing these types of tasks. In the
paper presented above were determined the dynamic control functions for a concept
of hybrid robot system, based on the geometric and kinematic behavior. For both
considered structures, there have been established the dynamic control functions, on
the basis of Lagrange-Euler second kind formalism, using kinetic energy as central
function from the Analytical Mechanics of the rigid body. In addition to the need
for computational efficiency, the control functions are expressed as a compact set of
equations for ease of development and implementation. The algorithms are used for
geometric and kinematic modelling are in general form and are applicable to robot
mechanisms with general connectivity, geometry, and joint types.

As an important remark, the generalised variables contained in Eqs. (15–17) and
((24)–(25)) should be replaced with time polynomial functions according to the
working process where is included the hybrid structure composed by the serial 2TR
type and mobile robot.

Future research efforts will be focused mainly on the control applications and
improvement of the developed model. Significant tasks include development of
torques control because position control is only suitable when a robot is following a
spatial trajectory.
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Motion Planning and Control



Time-Optimal Transport of Loosely
Placed Liquid Filled Cups Along
Prescribed Paths

Klaus Zauner , Hubert Gattringer , and Andreas Müller

Abstract Handling loosely placed objects with robotic manipulators is a difficult
task from the point of view of trajectory planning and control. This becomes even
more challenging when the object to be handled is a container filled with liquid.
This paper addresses the task of transporting a liquid-filled cup placed on a tray
along a prescribed path in shortest time. The objective is to minimize swapping, thus
avoiding spillage of the fluid. To this end, the sloshing dynamics is incorporated
into the dynamic model used within the optimal control problem formulation. The
optimization problem is solved using a direct multiple shooting approach.

Keywords Time-optimal path following · Waiter motion problem · Sloshing

1 Introduction

Within modern industrial robotics, a pivotal focus lies on movements that are opti-
mized in terms of time. For some applications the movement is to trace a predefined
geometric path, parameterized through a designated path parameter. This pursuit of
determining the time evolution of the path parameter is commonly known as time-
optimized path following [6]. In tandem with the inherent limitations imposed by
the robotic system, the optimization process must also navigate through constraints
linked to the specific task intended during the movement. The scope of this paper
is dedicated to the intricate domain of task constraints, with a particular emphasis
on resolving the “waiter motion problem” [4, 5]. This problem entails the intricate
task of transporting a loosely positioned, liquid-filled cup on a tray affixed to the
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end-effector of a robotic manipulator [2, 3, 9]. The paper commences with the for-
mulation of the general path following problem, expressed in terms of a joint space
representation of the path. Subsequently, the formulation systematically extends to
encompass task constraints. Initially, constraints are devised to stabilize the position
of a general rigid body on the tray, thwarting undesirable movements such as lift-
ing, sliding, and tilting during the motion. These constraints are intricately defined
based on the constraining forces exerted on the body. Moving forward, the study
advances to consider the fluid dynamics associated with a liquid-filled cup, modeled
simplistically through a spherical pendulum [7]. This inclusion of internal dynam-
ics introduces an additional layer of complexity to the optimization problem. The
final optimal control problem is solved using a direct multiple shooting method,
implemented in the CasADi framework.

2 Problem Formulation

2.1 Time-Optimal Path Following

LetZ ⊂ R
6 denote the task space of a n joint serial robotic manipulator with the end

effector position and orientation I zTE = (I rE , IϕE ), resolved in the inertial frameFI ,
and joint coordinates qi ∈ R, i ∈ {x, y, z, A, B,C}. The robot under consideration
is basically a three axes linear robot that has been extended by a three axes rotation
unit at its end effector. The coupling point is denoted as H . This point should be
routed along a parameterized path I rH (σ ) : σ ∈ [0, 1] → R

3. The time-optimal path
following problem consists in finding the time evolution σ(t), t ∈ [0, tE ] such that
thewt -weighted end time tE and thewu-weighted input are minimized and necessary
constraints are satisfied. The coupling point H only depends on the coordinates
qz, qx and qy . Therefore we partition the vector q = (qT

L (σ ),qT
R)T into two parts

qL(σ ) = (qz(σ ), qx (σ ), qy(σ ))T and qR = (qB, qC , qA)
T . With lower (·) and upper

¯(·) bounds on the joint velocities q̇L ∈ R
3 and accelerations q̈L ∈ R

3 the resulting
optimization problem is

min
tE ,u

tE∫

0

(
wt + wuuTu

)
dt

s.t. q
L

≤ qL ≤ q̄L

q̇
L

≤ q̇L ≤ ¯̇qL

q̈
L

≤ q̈L ≤ ¯̈qL

(1)
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Ix

Iy

Iz

H

B

C A

qB

qC

E

(a) Scheme of the rotational unit with tray and ob-
ject

fy

fz

Mx
Ez

Ey

FE

(b) Object on tray, y − z view

Fig. 1 Robot scheme (a) and rigid object loosely placed on a tray, mounted on the end effector (b)

2.2 Dynamics Model

The optimization problem (1) does not account for any dynamics. A dynamic robot
model

M(q)q̈ + G(q, q̇)q̇ + g(q) = QM, (2)

with the generalized mass matrix M(q), the vector of generalized Coriolis and cen-
trifugal forces G(q, q̇)q̇, gravitational forces g(q) and the vector of motor torques
QM, allows to bound the latter oneswithin the robots capabilities. Taking into account
the fact that the first three axes are linear axes and that the rotational degrees of
freedom do not have significant arm lengths, the limitation of the motor torques is
dispensed and the accelerations are limited instead. As we want to realize the trans-
port of a loosely placed, rigid object along a prescribed path, we need to model the
related dynamics. Considering the body, as shown in Fig. 1b, as a subsystem with
the describing velocity ẏobj = (EvTE , EωT

E )T of the contact point with the tray, the
equation of motion results in

Mobjÿobj + Gobjẏobj − Qobj = Qz
obj. (3)

Qz
obj = (

f zT ,MzT
)T

denotes the contact wrench with the constraint force f z =
( fx , fy, fz)T and torque Mz = (Mx , My, Mz)

T . The contact wrench allows to state
the task constraints for the transport, as shown in the following subsection.
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2.3 Task Constraints: Loosely Placed Object

To ensure successful transportation of the object, it must be prevented from lifting,
sliding or tipping over.With the elements of the contactwrench, the related conditions
can be formulated as derived in [4].

– Non-lifting condition: The condition for preventing the loss of contact between
object and tray is

fz ≥ 0. (4)

– Non-slipping condition: The slipping of the body is only counteracted by the
static friction between the body and the tray. Therefore the dynamic reaction force

|| fT || =
√

f 2x + f 2y tangential to the contact plane must be lower than the friction

force, or
|| fT || ≤ μ0 fz . (5)

The static friction coefficientμ0 relates to the angle ρ under which sliding start as
tan (ρ) = μ0. It can therefore be determined via a simple experiment.

– Non-tipping-over condition: The torques Mx and My or actually the resulting
torque would tip the cup around a point on its footprint unless the condition

√
M2

x + M2
y ≤ ro fz, (6)

with ro the radius of the cup, is met.

2.4 Task Constraints: Liquid Filled Cup

Assuming that the rigid body of Sect. 2.2 is a liquid filled cup, the fluids dynamics
need to bemodeled and taken into account during the optimization in order to prevent
sloshing. A viable approach is tomodel the liquid as a spherical pendulum, see Fig. 2,
of length L with the fluid representing lumpedmassm, based on the procedure shown
in [7]. The pendulum is modeled as subsystem in the frameFP which is aligned with
the end effector frameFE . The describing velocities are ẏpend = (PvTP , PωT

P , ϕ̇, ϑ̇)T .
The liquids surface is assumed to stay normal to the pendulum for any pendulum
angles qF = (ϕ, ϑ)T , which are identified as angles of a rotation around the P x axis
and the resulting ′

P y axis subsequently. The friction of the wall and the fluids inner
damping aremodeledwith viscous damping d. The EOMs are of the form (2) without
the input in form of generalized motor torques. The derivation can be done by using
Lagrangian Equations of the Second Type. It yields the pendulums dynamics in the
general form

q̈F = fF (q, q̇, q̈,qF , q̇F ). (7)
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Fig. 2 Scheme of the tray
with a liquid filled cup, y-z
view

Themost evident condition is that the liquidmust not reach the edge of the cup.Again,
a state vector xF = (qF , q̇F )T is introduced, which allows to state the constraints as

xF ≤ xF ≤ x̄F . (8)

3 Solution of the Optimal Control Problem

The path following for the point H in combination with the liquid transport requires
the movement of all six axes of the robot. The movement of the three linear axes is
parameterized via the path parameter. In order to obtain continuous accelerations and
thus also torques, the jerk is assumed to be piecewise constant as input. Solving the
optimal control problem means the determination of the time evolution of the path
parameter σ(t), t ∈ [0, tE ] and the required trajectories for the rotational degrees of
freedom qR . Therefore a dynamical system

ẋ = f(x,u) (9)

is formulated where x = (σ, σ̇ , σ̈ , xTR, xTF )T denotes the state and u = (σ (3),q(3)
R )

the input. The corresponding state vectors be xL = (qT
L (σ ), q̇T

L (σ̇ ), q̈T
L (σ̇ , σ̈ ))T and

xR = (qT
R, q̇T

R, q̈T
R)T . For the path parameter and the rotatory degrees of freedom,

this is a simple integrator chain whereas the dynamics of the state xF is given by (7).
The optimal control problem (OCP) now states to
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Table 1 Numerical values of the kinematic parameters, the parameters for the cup transport con-
straints (4), (5) and (6) and the fluid pendulum model

Kinematics Cup Fluid

rAE,x in m 0.07 μ0 in 1 0.35 L in m 0.027

rAE,y in m 0 ro in m 0.05 m in kg 0.55

rAE,z in m 0.055 d in kg
s 0.2

q̄F in rad π
18

¯̇qF in rad
s

5π
9

min
te,u

te∫

0

(
wt + wuuTu

)
dt

s.t. q ≤ q ≤ q̄, − fz ≤ 0

q̇ ≤ q̇ ≤ ¯̇q,
√

f 2x + f 2y − μ fz ≤ 0

q̈ ≤ q̈ ≤ ¯̈q,
√
M2

x + M2
y − ro fz ≤ 0

xF ≤ xF ≤ x̄F
ẋ = f(x,u)

(10)

Out of themanifold techniques for solving theOCP (10)we choose the directmultiple
shooting method implemented in the CasADi framework [1] using IPOPT [8]. The
number of shooting intervals is set to N = 400 and the numerical integration of the
cost function and the ODE (9) is performed by using a Runge-Kutta scheme of 4th
order. The weighting factors are set to wt = 1 and wu = 10−4.

4 Results

The following results are for a lemniscate-path in the horizontal plane (Table 1).

I rTH (σ ) =
(
a
√
2 cos (σ2π)

sin (σ2π)2 + 1
,
a
√
2 cos (σ2π) sin (σ2π)

sin (σ2π)2 + 1
, 0

)

, (11)

of the point H , with σ ∈ [0, 1].
As Fig. 3 depicts, the given task can be carried out without any violation of the

velocity and acceleration constraints on the robot axes. Figures3c–f show the joint
velocities and accelerations normalized to their respective limits. In Fig. 4 the con-
straints (4), (5) and (6) are depicted in the form (·) ≤ 0. In order to omit sloshing,
the fluid pendulum’s angles qF and their respective velocities were constrained by
(8). Figure5 confirms the compliance of the optimization result. Based on the opti-
mization results, it can be assumed that the liquid transport can be carried out as
presented, provided that the assumed parameters are accurate and the liquid model
is sufficiently precise.
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Fig. 3 Time evolution of the robot coordinates and their respective limits

Fig. 4 Constraints regarding
the losely placed cup
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Fig. 5 Constraints regarding the liquid

5 Conclusion

This paper systematically addresses the challenge of time-optimal path following
for an industrial robot, gradually incorporating the complex constraints associated
with transporting a loosely positioned, liquid-filled cup. Commencing with the well-
established problem of time-optimal path following, our approach involves calculat-
ing the constraining forces necessary tomaintain the cup’s stability duringmovement.
Building upon these forces, we formulate constraints designed to prevent undesired
cup behaviors as lifting, sliding, and tilting during the robot’s motion. To account
for the internal dynamics of the liquid-filled cup, a simplified pendulum model is
employed to approximate fluid dynamics. This step aims in constraining the tilt of
the liquid surface during the motion. The optimal control problem is solved through
the direct multiple shooting method. The choosen target path for the end-effector
point H is specified as a lemniscate within the horizontal plane of the workspace.

In addition, tests on real robots are planned to verify the procedure. In the future,
the model of the liquid-filled cup is also to be extended in such a way that the shift
in the center of gravity of the cup due to the movement of the liquid is taken into
account when calculating the constraining forces.

Acknowledgements Thiswork has been supported by the “LCM-K2Center for SymbioticMecha-
tronics” within the framework of the Austrian COMET-K2 program.

References

1. Andersson, J.A.E., Gillis, J., Horn, G., Rawlings, J.B., Diehl, M.: CasADi—A software frame-
work for nonlinear optimization and optimal control. Mathem. Program. Comput. (2018)

2. Di Leva, R., Carricato, M., Gattringer, H., Müller, A.: Sloshing dynamics estimation for liquid-
filled containers under 2-dimensional excitation. In: ECCOMAS Thematic Conference on
Multibody Dynamics. pp. 80–89. (2021)

3. Di Leva, R., Carricato, M., Gattringer, H., Müller, A.: Sloshing dynamics estimation for liquid-
filled containers performing 3-dimensional motions: modeling and experimental validation.
Multibody Syst. Dyn. 56(2), 153–171 (2022)



Time-Optimal Transport of Loosely … 419

4. Gattringer, H., Müller, A., Oberherber, M., Kaserer, D.: Time-optimal robotic manipulation
on a predefined path of loosely placed objects: modeling and experiment. Mechatronics 84,
102753 (2022)

5. Geu Flores, F., Kecskeméthy, A.: Time-optimal path planning for the general waiter motion
problem. In: Advances in Mechanisms, Robotics and Design Education and Research, pp.
189–203. Springer (2013)

6. Geu Flores, F., Kecskeméthy, A., Pöttker, A.: Time-optimal motion planning along specified
paths for multibody systems including dry friction and power constraints. In: 13th World
Congress in Mechanism and Machine Science (2011)

7. Reinhold, J., Amersdorfer, M., Meurer, T.: A dynamic optimization approach for sloshing free
transport of liquid filled containers using an industrial robot. In: 2019 IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS), pp. 2336 – 2341. (2019)

8. Wächter, A., Biegler, L.: On the implementation of a primal-dual interior point filter line search
algorithm for large-scale nonlinear programming. Mathemat. Program. 106, 25–57 (2006)

9. Yano, K., Terashima, K.: Robust liquid container transfer control for complete sloshing sup-
pression. IEEE Trans. Control. Syst. Technol. 9, 483–493 (2001)



Constrained Online Motion Generation
from Unfiltered User Commands

Thomas Kordik , Christian Zauner , Hubert Gattringer ,
and Andreas Müller

Abstract In manually operated robotic applications, where operators use a joystick
as input device, it is more intuitive to command the velocity rather than the position.
Existing algorithms, however, that admit following an arbitrary desired velocity in
order to generate smooth trajectories, do not take into account the dynamic limits of
velocity and position. In this paper amethod is introduced for the smooth online path-
parameter generation from unfiltered operator input that respects bounds on position,
velocity, acceleration, and jerk. It builds upon a time discrete second-order smoothing
filter. C3 continuous trajectories are computed that achieve a motion between defined
start and terminal positions in minimal time. A geometric path description based
on B-spline interpolation connecting multiple points in task space is presented. The
velocity signal deduced from this description is used as a time scaling parameter.
Specific parametrization of the B-spline curve allows for generating motions where
the tangential velocity is nearly proportional to the joystick modulation.

Keywords Online trajectory generation · Nonlinear filter · B-spline
interpolation · Industrial robotics · Unfiltered operator command

1 Introduction

In industrial robot applications, it is often required tomanuallymove a robot, which is
often referred to as ’jogging mode’. Different means of inputs can be used to this end
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and robot jogging can either be realized in single- or multi-axis movements in both,
joint and task space coordinates. Applications include the recovering of the robot
position, after an error, traversing a robot through a narrow and crowded environment
or checking a planned path for collisions. This joggingmode is usually executed with
constant velocity. However, this often appears counter-intuitive for robot operators
that use a joystick to jog along a specified geometric path, similar to the concept
presented in [8]. Therefore, smoothing of the user input to generate a smooth path
parameter online is needed, as otherwise the discontinuities of the user input would
directly affect the planned trajectory. In previous works, Kroeger et. al [6, 7] have
proposed several types of online smooth trajectory generators using defined velocity
or acceleration profiles, for the time-optimal trajectory planning between operating
points. A different approach, relying on nonlinear smoothing filters instead of pre-
defined trajectory profiles, is presented in [2–4, 11]. Here, time continous as well
as discrete filters with a cascade structure and various smoothing characteristics for
the tracking of a reference signal are investigated. Originally intended to generate
feedforward control actions, it was also applied to time-parametrize a path planning
problem similar to the problem setting of this contribution in [10].What both of these
methods for smooth trajectory generation have in common, is that only dynamic lim-
its on the first and second derivatives of the reference signal without overshooting
can be considered. For jogging with variable velocity along a prescribed path, these
developed algorithms are not directly applicable since bounds on position and veloc-
ity level cannot be guaranteed. Thus, this paper addresses a method for the online
generation of a smooth path-parameter with a desired initial value σ0 and terminal
value σE where the path-parameter’s velocity follows an arbitrary desired velocity,
e.g. a joystick modulation input and constraints for position, velocity, acceleration
and jerk can be taken into account. Furthermore, a path planning algorithm based
on B-splines connecting various waypoints P j in task space favorable for jogging is
provided. The desired geometric path r(σ ) is split into straight lines between given
waypoints and a predefined smoothing radius is defined around each waypoint. A
B-spline of degree p = 6 is constructed where the knot vector and control points
are chosen in a way that the B-spline acts similar to a piecewise geometric curve
consisting of Bézier curves. Connecting Bézier curves with C3 continuity, in general,
their degree must be p = 7. The same can be achieved with a Bézier curve degree
of p = 6 when using symmetric placement of control points and knots. The paper is
structured as follows. In Sect. 2 the method of generating a smooth path-parameter
is described. The discrete time control law C3 as shown in [11] serves as the foun-
dation and is revised in Sect. 2.1. Necessary adaptations and extensions to allow the
generation of a path-parameter σn = σ(nT ) with initial and terminal values σ0 and
σE with varying velocity σ̇n = σ̇ (nT ) are described in Sect. 2.2 and 2.3 and final
results for an exemplary operator input are presented in Sect. 2.4. Section3 covers
the definition of a geometric path suitable for jogging using B-splines and in Sect. 4
the paper is summarized and an outlook on future work is presented.
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2 Smooth Path-Parameter Generation

2.1 Discrete Time Second Order Nonlinear Smoothing Filter

Looking at its future application, the trajectory smoother is designed to run on an
industrial PC with a finite sampling time T . Thus, the time discrete control law C3

is used where its output tracks a reference signal rn . The filter structure is shown in
Fig. 1. Here, indicated by blue borders, the structure of the second-order trajectory
smoother by Zanasi et al. [11] is depicted.
The nonlinear control law is given by

C3 :

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

...
σ n = −...

σ M sat(λn)
1+sgn(σ̈nsgn(λn)+σ̇M−T

...
σ M)

2
λn = żn + zn

m + (m−1)
2 sgn(zn)

m = floor
(
1+√

1+8|zn |
2

)

zn = 1
T
...
σ M

(
yn
T + ẏn

2

)

żn = ẏn
T
...
σ M

.

(1)

Let the time discrete reference signal rn be a desired velocity input rn = σ̇n,d, the
filter output is then a bounded signal

...
σ n where integrating it twice over time yields

a trapezoidal signal in σ̈n which follows its reference rn = σ̇n,d in minimal time
without overshooting. Limits for the first and second time derivative are described
by σ̈M as well as

...
σ M. The tracking error is respectively defined as yn = rn − σ̇n and

the velocity error as ẏn = ṙn − σ̈n . The filter state in state-space is represented by
z = [zn, żn]T . The time-derivative of the filter input rn can be calculated with

ṙn = 1

T
(rn − rn−1). (2)

The used saturation function is defined as

sat(λn) =
{

λn if |λn| ≤ 1
sgn(λn) else.

(3)

Fig. 1 Extended filter structure of the second-order smoothing filter
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For a smooth reference signal the filter limits are satisfied at all times. In case of
discontinous reference signals, i.e. input steps, limits cannot directly be guaranteed
but are only violated minimally. This issue can, however, be easily bypassed by
lowering the limits by a small safety region. Another benefit, not considered here but
theoretically possible, is the adaptation of limits while the filter is used. For proof of
the mentioned properties, we refer to the provided literature.

2.2 Second-Order Filter Extension

Choosing the reference signal r = σ̇d to be the arbitrary desired velocity input of a
joystick σ̇d and further integrating σ̇ naturally, achieves the generation of a smooth
path-parameter σ with the desired controlled velocity σ̇ . The complete and extended
filter structure is depicted in Fig. 1. Applying the trajectory smoother in this way
only enables to directly consider velocity σ̇M, acceleration σ̈M and jerk

...
σ M limits. In

general, there are additional limits for the path-parameter position σn itself, namely
the initial and terminal values σ0 and σE. For continous-time setups, it would be
sufficient to integrate the instantaneous filter value

...
σ n thrice over time and calculate

the latest possible point of time, where safe deceleration without violating dynamic
limits is guaranteed. Then, a symmetrical trapezoidal profile for the acceleration with
maximum jerk is applied to come to a standstill at σE in minimal time.

2.3 Challenges for Discrete-Time Implementation

On the other hand, for discrete-time formulations, there are several issues that need to
be addressed. Discrete-time integration of σ̇n leads to a time delay that equals three
times the sample time T . Therefore, the latest three values σ̇n−1, σ̇n−2, σ̇n−3 have
to be saved and used to calculate the latest possible moment for safe deceleration.
Furthermore, due to the finite sample time the maximal achievable accuracy is |σE −
σn| ≤ ...

σ MT 3

6 , as only either
...
σ n = ±...

σ M or
...
σ n = 0 are applied during ramp-down.

This is particularly problematic since thismight lead to significant jerks at the defined
ends of a prescribed geometric path, where σn is used as the path-parameter. To
overcome this issue, instead of integrating the maximum jerk until standstill, a ramp-
down trajectory proposed in [5] is applied. Here, an optimal control problem for an
unsymmetrical trapezoidal acceleration trajectory, also taking into account dynamic
limits, is solved for the necessary jerk to exactly reach the desired terminal value
σn = σE.

2.4 Exemplary Velocity Input and Results

To show the functionality of the proposed method, an exemplary velocity input
representing themodulation of a joystick is used as input in a simulation implemented
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Fig. 2 Exemplary velocity input signal and resulting smooth trajectory

inMATLAB2019b. To account formeasurement noise and shaking hands and to avoid
constantly applying acceleration and deceleration, the joystick input is minimally
preprocessed. Small dead-zones in form of fine discretization of the reference signal
rn = σ̇n,d is applied. Both the joystick input as well as the resulting smoothed signal
with its derivatives is depicted in Fig. 2, where the output velocity σ̇n tracks the
reference rn = σ̇n,d in minimal time while respecting all dynamic limits.

3 Jogging in Task Space

Jogging in task space can be either moving directly along the axes of an inertial
fixed Cartesian coordinate frame or moving along a prescribed path. For the lat-
ter, most often it is required to follow a geometric path that can be described by
waypoints P j , j = 0, . . . , N where smoothing radii around the intermediate points
P1, . . . ,PN−1 are allowed. A well-established tool addressing this issue is B-spline
interpolation [9]. A B-spline curve C(u) of degree p is defined by

C(u) =
m∑

i=0

Ni,ppi , u0 ≤ u ≤ uE (4)

with the B-spline basis functions

Ni,0(u) =
{
1 if ui ≤ u ≤ ui+1

0 else,
(5)

Ni,p(u) = u − ui
ui+p − ui

Ni,p−1(u) + ui+p+1 − u

ui+p+1 − ui+1
Ni+1,p−1(u). (6)

Control points are described by pi and with ui we denote the knots summarized in
a knot vector U . Although possible for any dimension, this contribution focuses on
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Fig. 3 Construction of

intersection points P j ,P j

Fig. 4 Constructed
geometric path connecting
waypoints P0 . . .P4

a 3D-path planning setup. Initially, all waypoints are connected by straight lines.
Afterwards, spheres with the smoothing radii r j , j = 1, . . . , N − 1 are introduced

and intersection points P j ,P j are calculated. This procedure is indicated in Fig. 3.
Ultimately, a single B-Spline curve is constructed, that runs through the starting

point P0, all intersection points P j ,P j , j = 1, . . . , N − 1 and the terminal point
PN . In order to define the B-spline curve, some parameter choices have to be made
since the desired geometric path should be of C3 continuity. Firstly, an arc length-like
parametrization of u is used where instead of the arc length itself uE is calculated
by the sum of all connecting straights lengths and u0 = 0 is chosen. Therefore, the
path-parameter is defined on u ∈ [0, uE] and the knot vector is constructed as

U = {u0, . . . , u0︸ ︷︷ ︸
p+1

, u1, . . . , u1︸ ︷︷ ︸
p

, . . . , uN−1, . . . , uN−1
︸ ︷︷ ︸

p

, uN , . . . , uN︸ ︷︷ ︸
p+1

}. (7)

The outer knots u0 = 0, uN = uE are of multiplicity p + 1 and the inner knots of
multiplicity p. The inner knot values u j and u j are the cumulative sum of the initial



Constrained Online Motion Generation … 427

straights at the transition points P j and P j . With this specific choice, the B-spline
acts like a piecewise geometric curve consisting of Bézier curves [1]. In general,
to fulfill C3 continuity at the transitions, 7th-degree Bézier curves would need to
be used. Considering symmetry in the definition of the knots and control points,
the same can be achieved with Bézier curves of degree p = 6. Consequently, seven
conditions can be formulated specifying the position of the control points. This leads
to the formulation of the system of equations

C(u j ) = P j C(u j ) = P j (8)

C′(u j ) = P j − P j

|P j − P j |
C′(u j ) = P j − P j

|P j − P j |
(9)

C′′(u j ) = 0 C′′(u j ) = 0 (10)

C′′′(u j ) = 0 (11)

that is solved for the control points pi subsequently guaranteeing C3 smoothness. The
straights at the starting and terminal points are approached analogously. Continuity
on position level is guaranteed by (8), (9) forces continuity for the first derivative and

additionally requires the first derivative to equal |C′(u)| =
∣
∣
∣
dC(u)
du

∣
∣
∣ = 1. Analogously,

continuitiy for the second derivative is ensured by (10). The combination of (11) and
symmetric smoothing radii in form of spheres further guarantees C3. The result is
an equidistant placement of the control points, both on the connecting straights and
on the initial straights inside the smoothing spheres. In Fig. 4, this is depicted for
the interpolation of exemplary points in 3D space. This specific parametrization
additionally yields properties that favor jogging, which are shown in Fig. 5. First
and foremost, both the connecting straights as well as the smoothing arcs can be
calculated with the same setup. Since for a straight the entry and exit tangents are
collinear, |C′(u)| = 1 holds for the whole straight. In constrast, the first derivative
|C′(u)| buckles during a smoothing arc. The buckling depends on the pitch angle α j

shown in Fig. 3. It reaches its maximum at the arc apex and can be described by

|C′|min =
√
1 + cos(α)

2
(12)

resulting from evaluating |C′(u)| at its apex u = u j+u j

2 . Using now a smooth path-
parameter output of Sect. 2 for time-parametrization u = σ(t) the trajectory in task
space r(t), can then be described by
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Fig. 5 Derivatives of the B-spline curve C(u)

r(t) = C(σ (t)) (13)

ṙ(t) = C′(σ (t))σ̇ (t) (14)

r̈(t) = C′′(σ (t))σ̇ 2(t) + C′(σ (t))σ̈ (t) (15)
...
r (t) = C′′′(σ (t))σ̇ 3(t) + 3C′′(σ (t))σ̇ (t)σ̈ (t) + C′(σ (t))

...
σ (t). (16)

The increase of intuitivity of the proposed methods then becomes clear. On the
connecting straights the tangential velocity directly relates to the operator input due
to conditions (9). The pitch angle dependent buckling of r′(t) further acts beneficial
in narrow curves as it prevents excessive accelerations and jerks.

4 Conclusion and Outlook

In industrial applications, joysticks are a popular interface between a robot and its
operator. Here, it is more intuitive to command a velocity rather than a position by
modulating the joystick when it comes to robot jogging. To this end, a method for
the generation of a smooth path-parameter following an arbitrary desired velocity
corresponding to the modulation of the joystick is introduced. The reference sig-
nal is processed and integrated while all relevant dynamic limits are satisfied. The
functionality was further tested on an industrial PC X20 CP1586 of B&R Industrial
Automation GmbH where no notable differences to the simulation were apparent.
Moreover, a B-spline based path-planning algorithm suited for jogging in task space
was implemented. This idea is also directly applicable for single-axis jogging in joint
space. The solution ofSect. 2 is equatablewith the joint coordinate trajectoryqn = σn .
Beneficially, the joint limits then also match with those of the path-parameter and are
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guaranteed to be satisfied. As for now, in the generation of a smooth path-parameter
only its own limits can be incorporated. While for single-axis jogging in joint space
both are the same, this is not the case during jogging in task space. Here, the rela-
tion between the path-parameter and joint coordinate limits is system dependent and
nonlinear. In conclusion, developing a way to address joint limits directly during the
path-parametrization for jogging in task space will be of interest. Additionally, as the
geometric path-planning only addressed position, future work will regard finding a
smooth parametrization for the orientation of a robot, too.

Acknowledgements Supported by the "LCM K2 Center for Symbiotic Mechatronics" within the
framework of the Austrian COMET-K2 program.
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Orientation Trajectory Planning Based
on Unit Quaternions for Spray Painting
Robots

Andrea Vegnaduzzo, Lorenzo Scalera, Daniele Pillan,
and Alessandro Gasparetto

Abstract In this paper, we present an approach for the orientation trajectory plan-
ning based on cubic B-splines with cumulative basis functions and unit quaternions
for spray painting robots. The orientation representation based on unit quaternions
avoids potential issues due to the representation singularity of Euler angles. Experi-
mental results on an industrial spray painting robot demonstrate the feasibility of the
proposed approach in obtaining a good approximation of the input orientations. Fur-
thermore, continuity in velocity and acceleration is achieved, aswell as limited values
of the tangential velocity of the robot end-effector, as required in spray painting.

Keywords Robotics · Trajectory planning · Spray painting · B-spline curve · Unit
quaternion

1 Introduction

Robotic spray painting is a complex and challenging operation that leverages the
precision and efficiency of robots to apply paint and coatings in various manufactur-
ing industries. The automation of spray painting offers advantages such as consistent
and high-quality finishes, reduced waste, and enhanced safety [1, 2].

The process of defining the tool trajectory for the spray operation, which includes
specifying the sequence of positions and orientations for the robot during the task,
can be carried out using a variety of methods, ranging from entirely manual, where
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every movement is controlled by human operators, to fully automated procedures.
For instance, in [3] the authors propose a CAD-based optimization of path planning
implementing the Chinese postman algorithm to define the best path for the robot
tool. In [4], a path-constrained trajectory planning strategy for spray painting robots
based on a look-ahead filtering operation is presented to ensure limited values of the
tangential speed.

While the results regarding the planning of translation trajectories are more
mature, the design of orientation trajectories for robotic systems, and particularly
for spray painting robots, remains an ongoing field of investigation. Orientation tra-
jectory in robotics refers to the planned sequence of rotations that the robot tool or
end-effector must follow during a task. Orientations are often represented by means
of Euler angles (φ, θ, ψ) using rotation matrices belonging to the special orthogonal
group SO(3). However, Euler angles are affected by the representation singularity,
i.e., no solution is available for θ = ±π/2 [5].

For this reason, an alternative representation of rigid body orientation based on
quaternions can be adopted [6]. Several works can be found in the literature on the use
of the quaternion representation for different applications, spanning from computer
graphics to virtual reality. In [7], a general construction scheme for unit quaternion
curves with simple high order derivatives is presented for computer graphics appli-
cations. The method can transform a curve inR3, defined as a weighted sum of basis
functions, into its unit quaternion analogue in SO(3). Due to the generality of the
approach, several well-known spline curves (such as Bézier, Hermite, and B-spline
curves) are used to build unit quaternions that share many differential properties
with their original curves. The method proposed in [7] is further developed in [8],
where a generalization of the parameterization of B-spline curves is described to
improve continuity and local controllability, and in [9], where cubic B-spline quater-
nion curves are combined with the SLERP method. Furthermore, a survey of higher
order rigid body motion interpolation methods for continuous trajectory estimation
is reported in [10]. However, to the best of the author’s knowledge, no examples of
orientation trajectory planning approaches based on cubic B-splines with cumulative
basis functions and unit quaternion for robotic spray painting can be found in the
present literature.

In this paper, we present an approach for the orientation trajectory planning based
on cubic B-splines with cumulative basis functions and unit quaternions for spray
painting robots. The orientation representation based on unit quaternions avoids
potential issues due to the representation singularity of Euler angles. Experimental
results on a GR 630R robot by CMA Robotics demonstrate the feasibility of the
proposed approach in obtaining a good approximation of the input orientations,
continuity in velocity and acceleration, as well as limited values of the tangential
velocity of the robot end-effector.

The remainder of the paper is laid out as follows. First, the orientation trajec-
tory planning algorithm is described in Sect. 2. Then, the experimental results are
discussed in Sect. 3. Finally, Sect. 4 concludes the work.
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2 The Orientation Trajectory Planning Algorithm

The proposed orientation trajectory planning algorithm is based on a parametric
representation of the trajectory of the robot end-effector as the parametric vector
function r(u) = [x, y, z, s, v0, v1, v2]T , in which every component is dependent on
the motion law u(t), which is a function of the time t . [x, y, z]T represents the
position of the robot end-effector, whereas s and [v0, v1, v2]T are the scalar and
vector components of the quaternion q = [s, v] = [s, v0, v1, v2]T used to describe
the orientation of the robot end-effector. In this work, a unit quaternion representation
is used, i.e., we consider quaternions with ‖q‖ = 1.

In this work we will focus on the orientation trajectory planning using cubic
B-splines to obtain a smooth curve with C

2 continuity interpolating a given set of
data points. The same motion law u(t) is used for both position and orientation. A
B-spline curve of degree p (or alternatively order k = p + 1) can be obtained as a
linear combination of a proper number of basis functions Bi,k , and can be defined as
follows [11]:

P(u) =
n∑

i=0

pi Bi,k(u) (1)

pi is the sequence of the n + 1 control points that aremultiplied by the basis functions
Bi,k . The i-th B-spline basis function is defined, using the Cox-De Boor recursion
formula [12, 13], as:

Bi,1(u) =
{
1, if ui < u < ui+1

0, otherwise
(2)

Bi,k(u) = u − ui
ui+k−1 − ui

Bi,k−1(u) + ui+k − u

ui+k − ui+1
Bi+1,k−1(u), k > 0 (3)

The motion law u = u(t) is the independent variable and represents the curvilinear
abscissa in the knot vector. However, to use the B-spline curve formulation with
the quaternions we need to convert the basis form to the cumulative form with the
following procedure.

Given a sequence of points p0, p1, · · · , pn , the curve P(u) that interpolates each
point pi at u = i can be defined as:

P(u) = p0 + α1(u)�p1 + α2(u)�p2 + · · · + αn(u)�pn = p0 +
n∑

i=1

αi (u)�pi (4)

where
�pi = pi − pi−1

αi (u) =

⎧
⎪⎨

⎪⎩

0, if u < i

u − i, if i ≤ u < i + 1

1, if u ≥ i + 1

(5)

In the same manner, given a sequence of unit quaternions qn, qn−1, · · · , q0 ∈
S
3, we can build a C

0-continuous unit quaternion curve q(u) lying on the unit
hypersphere S

3 = {(s, v0, v1, v2) ∈ R
4, ‖s2 + v2

0 + v2
1 + v2

2‖ = 1}, which interpo-
lates each quaternion qi at u = i , using the spherical interpolation for each couple of
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consecutive quaternions. The composition of a sequence of quaternions is performed
by means of the non-commutative multiplication operation. If the sequence is eval-
uated in the global frame of reference, the spherical interpolation of a sequence of
quaternions is given by the following equation:

q(u) = exp(ωnαn(u)) exp(ωn−1αn−1(u)) . . . exp(ω0α0(u)) q0 =
( 1∏

i=n

exp(ωiαi (u))
)
q0 (6)

where ωi = log(qiq
−1
i−1) represents the angular velocity.

The expression in Eq. (6) is called cumulative form of q(u) and it is obtained
through the multiplication of the quaternions qi = exp(ωiαi (u)). If αi is chosen to
be a Ck-continue basis function, it is then possible to define a quaternion curve with
the same continuity degree.

The cumulative form of a B-spline in R3 can be written as:

P(u) = p0 B̃0,k(u) +
n∑

i=1

�pi B̃i,k(u) (7)

with �pi = pi − pi−1. The basis functions are defined as:

B̃i,k(u) =
n∑

j=i

B j,k(u) =

⎧
⎪⎨

⎪⎩

∑i+k
j=i B j,k(u), if ui < u < ui+k−1

1, if u ≥ ui+k−1

0, if u ≤ ui

(8)

Recalling Eqs. (6), (7), (8) and substituting P(u) with q(u), p0 with q0, �pi with
ωi , and the sum with a product, we obtain:

q(u) =
( 1∏

i=n

exp(ωi B̃i,k(u))
)
q
B̃0,k (u)

0 (9)

The resulting curve q(u) is Ck−2-continue. Therefore, the continuity of the angular
acceleration can be imposed by choosing k = 4, i.e. Bi,4(u) base functions.

Compared to the previous basis functions of (1) that vary in the range [ui , ui+k],
the cumulative functions vary in the interval [ui , ui+k−1], as shown in Fig. 1. The
local controllability property is also maintained, given that the cumulative function is
precisely the sumof the previous basis functions. From these properties, it follows that
it is possible to rewrite Eq. (9) in a form such that it is possible to calculate it iteratively
by considering a restricted number of control points at each loop. Therefore, the
function q(u) in the interval ul ≤ u < ul+1 depends only on ql , . . . , ql−k, ql−k+1,
and it can be rewritten as:

q(u) =
(l+1∏

i=n

exp(ωi · 0)
)(l−k+2∏

i=l

exp(ωi B̃i,k(u))
)( 1∏

i=l−k+1

exp(ωi · 1)
)
q0

=
(l−k+2∏

i=l

exp(ωi B̃i,k(u))
)
ql−k+1

(10)

By varying the control point ql , the curve will change in the interval [ul, ul+k].
Finally, the rotation angle θ(u) can be computed with the following equation:
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Fig. 1 Cubic basis functions (a); cumulative cubic basis functions (b)

θ(u) = 2|| log(q(u))|| (11)

The procedure for the definition of the B-spline curve (global interpolation)
requires the definition of the control points, expressed as unit quaternions. This
problem results in a system of nonlinear equations that requires solution via an itera-
tive procedure, that is not reported here due to space constraints. However, the reader
can refer to [7, 14, 15] for the complete formulation of the method.

The motion law u(t) for the robot is planned using double-S speed profiles to
obtain a smooth trajectory that limits the vibrations of the mechanical system. The
planning of the motion law considers velocity, acceleration and jerk limits of the
robot. The maximum tangential velocities of the B-spline curve are also taken into
account to comply the requirements of spray painting. To satisfy these specifications,
the look-ahead filtering approach described in [4, 16] is used to limit the end-effector
tangential velocity and reduce joint acceleration values.

3 Experimental Results

The method is tested on a GR 630R robot by CMA Robotics with 6 ◦C of freedom
and 3kg of payload (Fig. 2a). This manipulator is designed for spraying operations,
such as liquid painting or powder coating on surfaces of metal, wood, and plastic.
To assess the validity of the generated trajectories, the three-dimensional model of
a car bumper is chosen, since it features various curvatures at different heights that
allow obtaining multiple orientation values for interpolation. The trajectory to be
generated follows the path near the headlights, where a rapid change in curvature
typically occurs. Figure2b shows the off-line simulation with the selected bumper,
the robot, and the path to be executed. The end-effector poses (highlighted in red)
are sampled so as to maintain the paint gun orthogonal to the workpiece surface.
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Fig. 2 GR 630R robot by CMA robotics (a); off-line simulator (b)

Fig. 3 Results of the interpolation of the input quaternions qi on the unit hypersphere S3: front (a);
and back (b)

Figure3a, b show the results of the interpolation of the input quaternions qi on
the unit hypersphere S

3. The blue curve represents the locus of the points of the
unit hypersphere belonging to the curve q(u), which interpolates the input values qi
provided (yellow markers). Furthermore, Fig. 4a shows the resulting rotation angle
and the input angles: the curve results slightly translated with respect to the input
data since the way points are calculated approximately with the iterative procedure
described in [14]. In Fig. 4b, the tangential velocity profile of the robot end-effector
is shown. The two ramps are almost symmetrical, with continuity between ramp
and constant speed phase. The maximum variation compared to the desired speed
(0.3 m/s) is below 4%.

The joint positions, velocities, accelerations and jerks obtained from the robot
controller during the experimental test are reported in Fig. 4c–f. All the robot joint
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Fig. 4 Experimental results: resulting angle θ (blue curve) and input angles (red markers) (a);
tangential velocity of the robot end-effector (b); joint positions (c); joint velocities (d); joint accel-
erations (e); joint jerks (f)

positions showa smooth behavior, respecting the joint ranges and the kinematic limits
of the manipulator. The peaks in the velocity profile correspond to the maximum
deviation of the tangential speed, and do not exceed the speed limit of the robot
(120 ◦/s). Finally, joint accelerations show C

0 continuity, and the maximum values
of jerk are equal to 4000 ◦/s3.
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4 Conclusions

In this paper, an approach for the orientation trajectory planning based on cubic B-
splines with cumulative basis functions and unit quaternions is applied for robotic
spray painting, to avoid potential issues due to the representation singularity of Euler
angles. Experimental results on aGR630R industrial robot byCMARobotics demon-
strate the feasibility of the proposed approach in obtaining a good approximation of
the input orientations. Continuity in velocity and acceleration is also achieved, as
well as limited values of the tangential velocity.
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RobotBlockSet (RBS)—A
Comprehensive Robotics Framework

Leon Žlajpah and Tadej Petrič

Abstract In this paper, we present the comprehensive robotics framework RBS,
which addresses the critical need for seamless integration between simulation and
real-world execution in robotics. The proposed framework provides a unified solution
for designing, testing, and executing robotic applications, bridging the gap between
virtual and physical environments. By providing interfaces for various simulators and
real robots, alongwith tools for robotmodeling,motionplanning, and execution,RBS
streamlines the development process. It removes the complexity associated with the
transition from simulation to real systems, shortens development times and enables
fast and efficient design iterations. This innovative framework holds great promise for
advancing robotics research and development. It enables researchers and engineers
to realise the full potential of simulation and real-world testing in the development
of state-of-the-art robotic systems.

Keywords Robot motion control · Robot simulation · Real-time robot systems

1 Introduction

Decades of research in robotic systems have underscored the indispensable role of
appropriate software in their development. Despite the rapid advancement of com-
puter capabilities, the creative input of human designers remains crucial through-
out the development process. To enhance efficiency and facilitate quick and easy
design—from trajectory planning to real robotic system implementation—providing
designers with effective tools has proven a highly successful approach.
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Simulation has emerged as an indispensable tool in robotics, aiding in the design,
exploration, and development of robotic applications [14]. It offers a thorough exam-
ination of robots’ structure, characteristics, and behaviors at various levels, with each
level demanding specific simulation tools [13]. As robotics systems grow in complex-
ity, the role of simulation becomes more critical, particularly in advanced systems
that require models covering diverse structural and functional aspects, utilizing vari-
ous physics engines with unique advantages [4]. This approach is especially relevant
in deep learning and fields like Reinforcement Learning, which need extensive data,
as simulation can generate synthetic data and replicate experiments that would be
challenging in real-world settings [2]. The primary aim of simulation is to facil-
itate the design process, allowing for the testing of algorithms before real-world
implementation [1, 8, 12]. Despite the necessity of final validation on actual robot
systems, simulation can significantly streamline the design process, reducing both
effort and development time. The latest advancements involve integrating the entire
design phase, from simulation to execution, into a single framework, a challenging
yet crucial endeavor that requires different methods and tools for each planning step.

Numerous simulators are available for use in the field of robotics. CoppeliaSim
[11] stands out as a comprehensive 3D robot simulation platform designed for mod-
eling, simulating, and controlling orobotic systems, primarily in research and devel-
opment. MuJoCo [7] serves as an efficient physics engine focusing on simulating
and controlling the dynamics of robotic systems, especially in scenarios involving
multiple joints and rich contact interactions. The Robotics Toolbox by Peter Corke
[3], a MATLAB-based toolkit, and MathWorks Robotics System Toolbox [9], prove
invaluable for researchers and engineers, providing essential functions for modeling,
simulating, and controlling robotic systems, including capabilities for kinematics,
dynamics, and trajectory planning. Gazebo, an open-source robot simulation envi-
ronment, is a versatile platform supporting 3D simulations that aid in testing and
developing robotic algorithms. Often utilized in conjunction with the Robot Oper-
ating System (ROS) [10], Gazebo [6] contributes to comprehensive robotic system
development. RoboDK [5] serves as a user-friendly simulation and programming
environment, particularly suited for industrial settings, enabling users to design,
test, and generate programs for real robots. Simulators like ABB RobotStudio and
Yaskawa’s MotoSim are tailored specifically for industrial robots, functioning as
simulation and programming tools. These tools allow users to simulate movements,
optimize paths, and generate programs for real robot execution in industrial applica-
tions.

Each simulator listed possesses its unique set of advantages and drawbacks, and
the choice among them depends on specific requirements. However, these systems’
general complexity and versatility can pose challenges for the average user. More-
over, certain simulators are restricted to use only with robots from their respective
companies, limiting their universality. In response, we aim to merge the broad appli-
cability of universal software with the user-friendly nature of an integrated devel-
opment environment. This approach is intended for users who want to interact with
robots without delving into the specifics of each robot and its control. To facilitate the
utilization of any simulator or real robot for planning purposes, we have developed a
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comprehensive robotics framework RBS. This framework seamlessly connects robot
motion planning processes to various simulators or real robots, providing a versatile
solution for planning and execution. A notable advantage is the seamless transition
from simulation to a real robot, eliminating the need for additional coding.

In the following, we describe the RBS. Initially, we outline the concept of our
framework. Subsequently, we elaborate on the interfaces for communication with
various simulators and connections with real robots. Following that, we detail the
tools for robot modeling, motion planning, and motion execution. Lastly, we provide
examples illustrating the practical application of RBS.

2 Concept of RBS

A comprehensive robotics framework demands several key attributes to address to
the diverse needs of users and applications. Openness is paramount, requiring easy
access to the system, an open architecture, and seamless integration of modules.
Reconfigurability is essential for swift modifications and the verification of effects.
Ease of use is critical for a broad user base with varying expertise levels, enabling
easy testing in simulation environments and on real robots while concealing intricate
implementation details. A unified set of tools and environments enhances the overall
usability.

The underlying concept involves the control of different robots employing varied
interfaces, emphasizing adaptability to diverse robotic systems. It encompasses the
integration of different sensor systems, such as vision and force sensors, fostering
a holistic understanding of the robot’s surroundings. Furthermore, the framework is
designed to facilitate scenarios for complex robot tasks, providing tools to visualize
robots and their environments (using simulators). Lastly, the framework can also
support distributed computation across multiple computers, ensuring scalability and
efficiency in handling computational tasks related to robotics.

The overall structure of the RBS framework could be divided into three parts (see
Fig. 1):

• RBS : The main part is the RBS toolbox, which provides functions for robot
programming, generation of trajectories and motion, and various tools for robot
analysis. It also includes a communication interface for communicatingwith target
robotic systems via an intermediate layer.

• MW: As some robots require special communication protocols or if special low-
level robot control is required we use the intermediate layer between RBS and
TP, where middleware software is used to provide the necessary functionality. In
our implementations, we mainly use the open-source robot software middleware
ROS or Simulink Real-Time applications.

• TP: This part represents the target platform (TP), which we want to control. As
TP we can use a real robot including different sensors and other devices, or TP is
a simulator where a robot system and its environment are simulated.
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RBS

MW

TP

Task and motion

programming

Trajectory

generation
Tools

Communication interface

ROSSimulink . . .

Real robotsSimulators
Real sensors

and devices

Fig. 1 Overall structure of RBS framework

Originally developed in MATLAB, the toolbox has been meticulously ported
to Python, ensuring the seamless transition of its robotics-specific functionality to
the Python ecosystem. This adaptation expands the accessibility of the toolbox,
empowering userswith the versatility of Pythonwhile retaining the rich set of features
essential for robotics design and simulation.

3 Robot Classes

The toolbox uses an object-oriented approach to represent robots, sensors, and other
devices as distinct classes, enabling a modular and flexible design paradigm. Hence,
in the RBS Toolbox all objects are defined as classes, which have different properties
and methods. The core functionality of the RBS lies in offering uniform control for
various robots. This is achieved by introducing a robot superclass, denoted as robot.
Serving as the parent class for specific implementation classes dedicated to individual
robots, robot ensures a standardized approach to robot control across diverse systems.

The superclass robot serves as the overarching framework that establishes general
properties and methods essential for controlling any robot, encompassing elements
such as motion generation methods, kinematic controllers, transformations between
different robot state representations, conversions across distinct spaces, utility func-
tions, and more. Some of these methods are abstract and necessitate definition in the
target or implementation class. Target subclasses are responsible for defining these
abstract methods and incorporating all specific functionalities tailored to the target
environment. These subclasses also include methods dedicated to communication
with the target platform. On the other hand, implementation classes encompass all
specific functionalities of individual robots andmay need to redefine certain methods
already defined in the superclass to adapt them to the particular requirements of each
robot.



RobotBlockSet (RBS)—A Comprehensive Robotics Framework 443

robot

robot mujocorobot no compliance panda spec

panda mujoco

Fig. 2 Matlab definition of robot object (left) for a Franka Emika Panda robot simulated inMuJoCo
simulator (right)

To prevent code duplication, the implementation employs subclasses,which group
related properties and methods. These subclasses extend inherited methods, provid-
ing specialized functionality while reusing common aspects.Moreover, they have the
flexibility to introduce new methods and properties. This hierarchical organization
of classes streamlines the development process and ensures transparency, making
the creation of robot objects more straightforward and comprehensible.

Figure2 explains the structure of a robot class used to define a robot object —
Panda robot object panda_mujoco for MuJoCo simulator target, which inherits
basic robot class and several subclasses at several levels. First are the subclasses
defining the parameters and methods for a specific target (robot_mujoco, related to
the MuJoCo simulator) and robot_no_compliance to define dummy compliance-
related methods, which MuJoCo does not support. The specific robot parameters
and methods are defined in subclasses named panda_spec. The final robot object
is defined as a subclass of all the classes mentioned above. The panda_mujoco is
defined in Matlab as:

classdef panda_mujoco < robot_mujoco & panda_spec
methods

function robot=panda_mujoco(varargin)
opt=set_options ({}, varargin);
robot=robot@robot_mujoco(’Panda’,opt);
robot.Specifications;
robot.control_strategy=’JointPosition ’;
robot.Init;

end
end % methods

end % classdef
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or in Python as:

class panda_mujoco(robot_mujoco ,
robot_no_compliance , panda):

def __init__(self , robot_name="Panda",
** kwargs):
panda.__init__(self)
kwargs.setdefault("host", "localhost
")
robot_mujoco.__init__(self ,
robot_name , ** kwargs)
self.__dict__.update(kwargs)
self.Init()

def __del__(self):
robot_mujoco.__del__(self)
self.Message("Robot deleted", 2)

4 Interfaces

The main feature of RBS, distinguishing it from other programming environments,
is that it allows the user to easily work with a real robot or a robot in a simulator. In
principle, everything at the user level is independent of the selected robot and plat-
form. The only thing that needs to be done is to choose the appropriate robot object.
The appropriate communication interface and MW then ensure the communication
between the RBS and the robot.

In our environment, simulators are only used to simulate the robot system as
realistically as possible. We do not include any custom controller in the simulator
like in [12] or other functionalities regarding the robot control. This means that the
communication interface ensures only that the states of the robot and other devices
are read via sensors and that the robot and other devices are controlled via the
corresponding actuators. Consequently, the simulator used as a target platform must
be able to simulate all the necessary sensors and actuators,which is not a problemwith
modern simulators such asMuJoCo, CoppeliaSIm or Gazebo. It is also desirable that
the simulation takes place in real-time, so that the gap between the real and simulated
system is as small as possible.

In case it is necessary to use a special control method on the robot, we realize
these algorithms as a part of MW, and the same algorithms are used for the real and
simulated robot.

The actual implementation of the interfaces depends on the target platform. If
direct communication with the platform is not possible, such as with CoppeliaSim,
then using the appropriate software at the MW level is necessary. When connecting
RBS with robots and simulators, we mainly use ROS. Choosing ROS as middleware
is a good choice, given its continuous development and widespread support among
various real robots and simulation software. Typically, we use ROS subscribers to
get the robot’s state and sensor data, publishers to send commands to the robot, and
ROS services to change control strategies and other parameters.
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When the target platform (robot or simulator) does not support ROS then we
develop special real-timeMWapplications based on TCP/IP or UDP communication
protocols. For example, to communicate with KUKA LWR arms with Fast Research
Interface (FRI) we have developed Simulink Real-Time Target application which
allows easy and reliable communication with the robot. To interact with MuJoCo we
included in MuJoCo a TCP/IP server similar to MuJoCo/HAPTIX [7], which allows
interaction with the model in MuJoCo simulator.

5 Tools

The RBS toolbox offers tools for describing 3D object positions and orientations
using homogeneous matrices and quaternions. It includes a dedicated quaternion
class for essential operations, transformation functions between representations, and
features for motion generation, interpolation, and approximation. Additionally, it
provides tools for constructing robot kinematic models and various utility functions,
making it a versatile resource in robotics.

5.1 Robot Models

The effective and scalable management of various kinds of robot models is the base
of RBS’s generality. To be able to control the motion of a robot we use in RBS
kinematic models of robot manipulators. Kinematic models can be automatically
generated using the Denavit-Hartenberg (DH), the Modified Denavit-Hartenberg
(MDH) kinematic parameters, or the kinematic model is generated from the Unified
Robot Description Format (URDF) file describing the robot. The RBS also provides
functions to join serial kinematic chains into one kinematic chain. The obtained
kinematic models are used in RBS controllers which support a variety of control
strategies including also different redundancy resolution algorithms.

5.2 Motion Control and Trajectory Generation

An essential feature within robotic control framework involves the creation of paths
and trajectories. The RBS Toolbox offers utilities for generating paths and trajecto-
ries in both joint and task space. For each type of motion RBS provides high-level
motion methods, which include trajectory generation and low-level methods, which
execute the motion. When a high-level motion method is executed (like robot.

CMove(x,2), first the trajectory for the desired movement is calculated (positions
and velocities). Trajectory generation is done in two steps. First we do the inter-
polation. For interpolation in joint space we can use standard linear interpolation
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Fig. 3 Cartesian circular trajectorj using 5th order polynomial

functions. Also for interpolation of 3D positions in Cartesian task space, we can use
standard linear interpolation. On the other hand, the interpolation of orientations is
not so straightforward. In RBSToolbox we use in most cases the linear spherical
interpolation SLERP. So, interpolating between two spatial poses we combine linear
interpolation for positions and SLERP interpolation for orientations. Then, we cal-
culate the time evolution specifying the duration of movement from the initial to the
final position and the velocity profile. For example, to move from initial position T0
to final position T1 along arc using 5th order polynomial we calculate the trajectory
using command:

T0=rp2t(eye(3) ,[1 0 2]’);
T1=rp2t(rot_y(pi/2)*rot_x(pi/4) ,[0 1 4]’);
t=0:0.01:1;
pC=[1 1 3]’;
[xt ,vt]=carc(T0,T1,pC,t,@jpoly);

The generated trajectories shown in Fig. 3 are sent to robot controller using the
low-level motion method (robot.GoTo_T) in a loop for each sample until the end of
the trajectory is reached.

To generate a more complex motion, like continuous motion over or near many
points, RBS provides sophisticated path generation methods. For example, using
function pathoverpointswe can generate smooth trajectories from the initial point
via or near intermediate points to the final point, and then command the robot tomove
along this path:

[xi,si]= pathoverpoints(pt,’Interp’,’spline’,’Plot’,
’on’);

r.CPath(xi ,12) % do motion along path in 12 sec
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Fig. 4 Cartesian path over multiple points using spline and slerp interpolation

Figure4 shows path generated using cubic spline interpolation over all points.
Consequently, generated trajectories have smooth velocities but the accelerations
are not smooth.

We can use RBF parametrization path generation over multiple points (see Fig. 5).
Compared to spline interpolation, we can also define here the initial and final condi-
tions for velocity and acceleration.

RBF=encodeRBF(sp,points ,N,c,sig ,ic,coff ,sfac); %
Encode path

r.CRBFPath(RBF ,12) % go along path in 12 sec
r.CRBFPath(RBF ,12,’Direction’,’Backward ’) % go back

in 12 sec

6 Demonstration Experiment

A real use case best demonstrates the usefulness of RBS. We chose a robot cell for
the final quality control of the ovens. In the process of planning the cell, RBS was
intensively used both for selecting the robot and for planning and optimizing the
inspection tasks. Finally, we implemented the developed application easily on a real
robot Franka Emika Panda using ROS without changing the developed program.
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Fig. 5 Cartesian path over multiple points using RBF encoded path

Fig. 6 Experiment using different target robot systems

Figure6 shows the work-cell environment implemented using different TP: Real
robot cell, simulation in MuJoCo and simulation in CoppeliaSim.

For example. the following code has been used to open the oven doors. Depending
on the selected target robot system, we have only to change the definition of robot
and gripper object. For the real robot we used panda_ros, and when the TP was
a simulator, we have to use panda_mujoco or panda_coppelia for MuJoCo or
Coppelia-Sim simulator, respectively. Additionally, when we want to use another
robot, we just define the corresponding robot object, e.q. to useUR5 robot inMuJoCo
(e.g. far-right image onFig. 6)we define the robot object asur5_mujoco—everything
else in the code remains the same.



RobotBlockSet (RBS)—A Comprehensive Robotics Framework 449

% Define robot and gripper object , set robot
parameters

r=panda_ros; % Real robot object using ROS
g=panda_gripper_ros; % Robot gripper object using

ROS
r.SetGripper(g);
r.SetTCP(T_Handle) % Set tool frame for door

grasping
r.SetLoad(’Mass’ ,0.2,’COM’ ,[0 0 0.05]’,’Inertia’,

zeros (3,3))
r.SetCollisionBehaviour (100 ,100 ,100)
r.SetObject(T_oven) % Set object frame to oven
r.gripper.Open
r.SetJointSoft (0.5) % Make robot compliant before

grasping
% Move gripper behind door handle , Move in object

frame
r.OApproach(O_Handle ,[0.05 0 0.000] ’ ,5)
r.OApproach(O_Handle ,[0.01 0 0.006] ’ ,1)
r.OMove(O_Handle ,0.5)
% Open oven door by pulling handle
r.OMove(O_Handle_open ,5)
% Release door handle
r.TMove ([0 -0.017 0]’,0.5) % Move in tool frame
r.TMove ([0 0 -0.1]’,1)

7 Conclusion

The RBS Toolbox is a significant advancement in robotics, offering a comprehensive
set of tools for designing, simulating, and testing robot manipulators with a uni-
fied syntax that simplifies operation across various systems. Its ability to transition
seamlessly between simulated environments and actual robotic platforms enhances
research and development efficiency, reducing time and resources needed. This tool-
box democratizes access to robotic technologies, making it easier for newcomers and
students to engage with sophisticated systems, and its adaptability across different
platforms highlights its potential forwidespread application in fields likemanufactur-
ing, healthcare, and disaster response. TheRBSToolbox not only streamlines robotic
development but also expands the possibilities for broader adoption and innovation
in robotics.
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AI-Based Multi-criteria Path Planning
of Cartesian Robot with Telescopic Arm
for Tree Fruit Picking

Aleksandar Rodić , Uroš Ilić , and Ilija Stevanović

Abstract The paper presents a hybrid neuro-fuzzy applicative interface for path
planning andmulti-criteriamotion optimization of an agriculture service robot with a
telescopic arm designed for picking fruit from trees on the large orchards. The intelli-
gent optimization system is based on application of artificial intelligence algorithms–
neural networks and fuzzy inference system, which includes necessary knowledge
about the kinematic and dynamic behavior of the robot in the operation task space,
including data on the coordinates of places intended for disposal of the picked fruits
from the tree. The intelligent system for path planning of the robot determines in
real time the points in the working space that meet three set qualitative criteria for
decision-making: (i) the shortest paths, (ii) the fastest paths, and (iii) the minimum
energy consumption for catching, picking and carrying away the harvested fruits to
the nearest place provided for the disposal of the fruits. The applied artificial neural
network, described in the paper, is used for training, i.e. acquisition of the knowledge
about the kinematic and dynamic behavior of the robot in the workspace in order to
replace the process of numerically demanding calculation of the robot model in real
time. Fuzzy classifier as a smart inference system has the role of choosing the best,
optimal solution for the robot path that satisfies the set criteria functions.

Keywords Fruit picking robots · Knowledge-based path planning · Artificial
intelligence · Artificial neural networks · Fuzzy inference system

1 Introduction

In the automated fruit picking tasks by robots, the main technical challenges are
related to solving problems regard to the efficiency and reliability of machine
vision (in a real-environment conditions of exploitation) as well as to optimizing the
performing of work tasks in the limited workspace of the robot. It mainly boils down
to optimizing the movement of the end-effector of the manipulator and minimizing
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Fig. 1 The fruit picking robot with cartesian coordinate mechanism for basic positioning and with
the complementary telescopic arm equipped with a customized gripper. Extended arm position on
the left and retracted position on the right side

energy consumption. Energy minimization is the primary problem with battery-
powered devices, i.e. in self-propelled electric vehicles with robotic pickers. Tech-
nical problems related tomachine (robot) vision are related to the presence of physical
obstacles in the workspace of the robot task and limited access to fruits due to the
presence of branches, leaves, parts of the tree, objects, etc., but also to the influence of
shadows or excessive reflection due to direct exposure of camera to sunlight. These
problems were discussed more in the paper [1]. At this point, the research focus is on
the optimization of robot trajectories during the picking process. A fruit picking robot
is expected to achieve human sensibility and dexterity, and manipulation speed. The
length of the picking cycle varies depending on the external conditions, the size of
the tree, the bigness of the fruits, the lighting of the space, etc. The paper [2] presents
the technical details of a robot for picking fruit from trees shown in (Fig. 1).

2 State of the Art

Nowadays, four common path planning algorithms were frequently implemented in
the research literature. These are: A-star, Probabilistic RoadMap, Rapidly exploring
Random Tree, and improved rapidly exploring Random Tree [3]. Aiming to realize
the obstacle avoidance of the picking robot in dynamic and unstructured environ-
ments, an improved rapidly exploring random tree (RRT) algorithm was considered
in [4, 5]. Aiming to realize the obstacle avoidance of the fruit tree pruning manip-
ulator in unstructured complex natural environment, an improved bidirectional fast
extended random tree (RRT-Connect) algorithm was presented in [6]. The paper
[7] introduces a fast and robust collision-free path-planning method based on deep
reinforcement learning. A recurrent neural network is first adopted to remember and
exploit the past states observed by the robot, and then a deep deterministic policy
gradient algorithm (DDPG) predicts a collision-free path from the states [7]. A Time-
Optimal Rapidly-exploring Rrandom Tree (TO-RRT) algorithm is also proposed in
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[8]. First, this algorithm controls the target offset probability of the random tree
through the potential field and introduces a node-first search strategy to make the
random tree quickly escape from the repulsive potential field. Second, an attractive
step size and a “step-size dichotomy” are proposed to improve the directional search
ability of the random tree outside the repulsive potential field and solve the problem
of an excessively large step size in extreme cases. Finally, a regression superposition
algorithm is used to enhance the ability of the random tree to explore unknown space
in the repulsive potential field [8]. Optimal path planning refers to find the collision
free, shortest and smooth route between start and goal positions. Rapidly-exploring
Random Tree Star (RRT*) is a renowned sampling based planning approach [8,
9]. The Rapidly-exploring Random Tree (RRT) obstacle avoidance algorithm was
used to establish a collision-free path to reach the target pruning points. The path
smoothing and optimization algorithms were also used to reduce path length and
calculate the optimize path [10]. Under limited environment, PRM (Probabilistic
Roadmap Method) algorithm is used to plan initial path in mobile robot path plan-
ning, a path optimization algorithm is proposed based on the improved node method
and geometric smooth strategy [11]. A method based on improved ant colony algo-
rithm was explored in [12] to optimize the initial path. The Traveling Salesman
Paradigm (TSP) is used to plan the sequence of sensing and harvesting tasks taking
into account the costs of the sensing and harvesting actions and the traveling times [2,
13]. Accordingly, a hierarchical optimal path planning (HOPP) algorithm is designed
to significantly reduce or minimize the time cost during robotic apple harvesting in a
3D environment [14]. We have conducted a more comprehensive comparative anal-
ysis, providing a deeper insight into how our hybrid neuro-fuzzy applicative inter-
face surpasses existing state-of-the-art technologies. Our empirical results showcase
significant advantages, such as faster computation time, improved obstacle avoid-
ance capabilities, and enhanced energy efficiency, compared to conventional path
planning algorithms. Moreover, we have illustrated the robustness and adaptability
of our algorithm through diverse agricultural scenarios, highlighting its ability to
dynamically adjust trajectory planning strategies to accommodate variations in envi-
ronmental conditions. Furthermore, we have outlined potential future research direc-
tions, including the integration of machine learning techniques for adaptive decision-
making and extending the applicability of our algorithm to other robotic harvesting
tasks.

3 Problem Setting

Path planning, carrying out the task of picking fruit from trees in an automated way
using robots in the presence of obstacles, disturbances and environmental uncer-
tainties of different nature is a complex task and requires application of intelligent
techniques and robust control algorithms. The intelligent path planner of the robot
for picking fruit from trees is inspired by the human manner of reasoning and logic
planning a strategy for carrying out such type of tasks based on skill and experience.
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When picking fruit manually, the human picker usually approaches in the following
way. First, the fruits that are at the lowest levels of the tree are picked in order, and
then one goes to the higher parts so that the fruits from the lower branches are not
torn off by maneuvering the body. At the same time, in this order, the least phys-
ical effort is made and the least physical strength is consumed. In the second case,
when people work according to the norm, to harvest the largest amount of fruit in
the shortest possible time, they direct their attention to the zones where the largest
numbers of targets are grouped and where there are the fewest obstacles–branches,
leaves, auxiliary objects, etc. This means that a person naturally takes care to satisfy
two intuitive criteria: (i) minimum power consumption, and (ii) the shortest time
to complete the task by crossing the shortest paths. The third criterion refers to the
choice of a path (direction of movement) where there are no visible obstacles. This
concept of robot motion planning is implemented in the work by applying intelligent
learning techniques and fuzzy reasoning based on skill and experience.

The picking process takes place in the robot’s workspace in several characteristic
stages, which are illustrated in Fig. 2. Using machine vision algorithms (for color,
pattern recognition, texture, depth identification, etc.) points j = 1, . . . , n were
detected which are randomly distributed in the space and whose coordinates are
known with a satisfactory precision. The movements of the robot can be classified
into several characteristic phases: (i) approaching phase along points a-b-c-d, (ii)
targeting, from point d to point k + 1, (iii) gripping i.e. picking at the point k + 1,
which involves gripping the fruit from the branch on to which it was attached, (iv)
carrying the harvested fruit through points d-c and depositing the fruit at the point b
to the box or some storage. The starting point of the robot gripper is at point a, the
movement cycle ends at point b. Points k and k + 1 are neighboring points in the
task workspace that includes a cloud of j = 1,…,n points. The distance k to k + 1
point is the shortest distance between two adjacent points, while points k’ and k + 1
form a vector that defines the shortest path of the center of mass of the robot gripper
from the starting point to the goal (Fig. 2).

The research task in this paper boils down to finding the optimal movement
between points in the work space of the task or order of points in this space so that the
robot’s gripper achieves the shortest path or the fastest trajectory between points and
minimizes the power economy (energy required) to reach all points Pj , j = 1, . . . , n.

4 Intelligent Path Planning

The intelligent path planner of the picking robot (Fig. 1) is shown in Fig. 3 with the
corresponding block diagram. The smart path planner uses available data on the coor-
dinates of points in the task workspace, received from the machine vision module
and cameras that map the workspace and identify the coordinates of points repre-
senting fruits that are in the field of view and within reach of the telescopic robotic
arm. Cameras and corresponding machine vision algorithms enable the detection of
point clouds in the robot’s random space. These points represent the particular targets
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Fig. 2 Graphic representation of the picking robot phases in the operation space. Position of the
target points in a workspace. Points of interest that define the phases of motion of the robot’s
end-effector

that the robot’s gripper needs to reach and grab the fruit on the tree branch. The path
planner, thanks to the structure of the artificial neural network (ANN) that has learned
knowledge about the kinematics and dynamics of the manipulator, as well as thanks
to the fuzzy reasoning system, determines the optimal sequence of execution of the
robot’s movements. It boils down to determining the sequence of points belonging
to the robot’s workspace that should be reached by the movable, extendable tele-
scopic arm. The starting point of the robot is the one where the robot stopped in the
previous random cycle (point “a”, Fig. 2) where the harvested fruit was placed on
the conveyor belt or in a buffer provided for that. Based on knowing the coordinates
of these two points k’ and k + 1, the mutual distance vector D = [

Dx Dy Dz
]
is

calculated. Projections of the vector D, shown in Fig. 3, are used in the trajectory
generator to determine the movement (position q, velocity q̇ and acceleration q̈) in
each individual joint of the robot picker. The process of determining the next target
point takes place simultaneously while the robot executes the capture of the current
target. This execution parallelism enables reliable real-time system management.
Motion planning cycles are repeated until the last point in the target point cloud is
reached. During the picking process, disturbances occur such that some points disap-
pear from the field of visibility (for example, when the fruit falls from the branch or
is obscured by a physical obstacle or its contours are lost due to the intensity of the
lighting) before the robot reaches them. For this reason, the smart robot scheduler
does continuous updating of the visible set of points or checking whether all points
are available. In this way, the quality (maturity) and size of the fruits can also be
checked, and thus their classification by quality can be carried out while the picking
operation is in progress.
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Fig. 3 Block-diagram of a robotic system for picking fruit from trees with blocks for optimal path
planning based on application of artificial intelligence algorithms

Fig. 4 Architecture of the hybrid neuro-fuzzy robot path planner based on machine learning and
multi-criteria fuzzy inference system—fuzzy classifier

The intelligent path planner consists of two independent blocks (Fig. 4) that make
up: (i) an artificial neural network, and (ii) a fuzzy classifier. The output from the
fuzzy classifier is the performance index (χ j ) which is determined for each individual
point j = k from the robot’s workspace. The optimal path is the one that brings the
robot to the target point for which the maximum value of the performance index f(j
= k) is determined.

5 Connectionist Structure of Model Identifier

Path planning and robot trajectory generation are numerically demanding processes.
In addition to the possibility of parallel processing of task management in the robot
controller, this task requires the rationalization of the processor calculation time
and the optimization of the process parameters. Since it is necessary to know the
kinematics and dynamics of the robot in the random space of the task to plan the path,
their calculation in real timewouldbe critical from thepoint of viewof execution time.
That would definitely slow down the robot and reduce its operational capabilities.
Therefore, in this paper, it is proposed that instead of the classical calculation of the
robot model, it should be substituted with a simpler approximate model obtained by
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Fig. 5 Block diagram of a system for training a neural network intended for learning a kinematic
and dynamic model of the fruit-picking robot shown in Fig. 1

training the network structure for learning i.e. ANN shown in Fig. 5. Three variables
Dx , Dy, Dz representing the distance projections of points k’ and k + 1 to the robot’s
absolute coordinate system are fed to the input of the artificial neural network (Fig. 4).
This vector carries with it information about the possible movements of the robot in
its workspace. Two variables �t̃ j and Ẽ j , j = 1,…,n are obtained at the output of
the neural network. The process of training the neural network takes place in several
epochs on the entire set of points from the task space, and the training ends when the
deviation values et and eE on the comparators fall below the set value of the error. The
learning network can then be considered sufficiently trained to approximate the robot
model with the desired accuracy. The number of mathematical operations performed
in the approximate model is significantly less than the number of operations in the
conventional differential equations based model of the robot. The fuzzy classifier
within the intelligent robot path planner has the role of ranking the points according
to the optimality of the choice or quantifies the performance index of the robot’s
movement to each target point in the operational task space (Fig. 6).

Two quantities previously generated by the neural network are fed to the input
of the fuzzy classifier (Fig. 4). These are the path duration �t j and the energy
consumption E j for the movement of the robot from the starting point to the selected
target point. The starting point is the place where the robot deposited the harvested
fruit in the previous working cycle (e.g. point k’, Fig. 2).

6 Examples

In the paper it was tested a knowledge-based algorithm (block diagram, Figs. 3 and 4)
for robot path planning by use of the neural network as an identifier of the kinematics
and dynamics of the robot mechanism and a fuzzy classifier to enable achieving
optimality ofmotion. For this purpose, n points representing the positions of the fruits
on the branches are randomly generated, as a model of the distribution of fruits on the
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If TravelingTime is ’short’ then PerformaceIndicator is ’good’ (WF=1)

If TravelingTime is ’long’ then PerformaceIndicator is ’bad’ (WF=1)

If PowerEconomy is ’low’ then PerformaceIndicator is ’good’ (WF=1)

If PowerEconomy is ’high’ then PerformaceIndicator is ’bad’ (WF=1)

If TravelingTime is ’short’ and PowerEconomy is ’high’ then PerformaceIndicator is ’moderate’ (WF=1)

If TravelingTime is ’long’ and PowerEconomy is ’low’ then PerformaceIndicator is ’moderate’ (WF=1)

Fig. 6 Membership functions, fuzzy rules and weighting factors of the synthesized fuzzy classifier
responsible for path optimization

tree in the robot workspace. A Cartesian robot with a telescopic arm has a working
space that is limited by width A = 1.50 m (Y-direction, Fig. 2), height B = 1.00 m
(Z-direction) and depth C = 2.25 m (X-direction). In the observed operation space,
n = 79 points were identified (with their coordinates X j ,Y j,Z j , j = 1, . . . , 79)
in the reference coordinate system of the robot (Fig. 2). To determine the optimal
movement of the robot in the operational space of the task, the block diagram shown
in Figs. 4 and 5. The ANN (Fig. 5) was previously trained by use of a separate set of
1000 points. A three-layer neural network was used with three input variables, two
output variables and n1 = 12 and n2 = 9 neurons in the hidden layers of the network.
For network convergence, the Levenberg–Marquardt backpropagation convergence
algorithm from Matlab, Neural Networks Toolbox was implemented.

The ANN (Fig. 5) was previously trained by use of a separate set of 1000 points.
A three-layer neural network was used with three input variables, two output vari-
ables and n1 = 12 and n2 = 9 neurons in the hidden layers of the network.
For network convergence, the Levenberg–Marquardt backpropagation convergence
algorithm from Matlab, Neural Networks Toolbox was implemented.

In order to verify the effectiveness of the proposed path planning methodology,
the following motion planning methods were considered: 1) selection of the closest
point–neighbor (starting from the zero position of the robot), 2) multi-criteria
knowledge-based path optimization proposed in this paper, 3) selection of points
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Table 1 Overview of the quantitative indicators of path planning by use different methods

Tpath(sec) Epath(Wh) L path(m) χ

Method 1 575.69 23.32 178.16 0.2800

Method 2 535.57 21.43 178.16 0.3128

Method 3 551.44 23.62 209.30 0.2872

Method 4 582.08 23.26 178.45 0.2783

in order by species moving in the direction of the Y-axis and going down in the
direction of the negative Z-axis, and 4) selecting the points in a re-sequence starting
from the closest and moving to the farthest in the X-direction of the robot (Fig. 2).
Quantitative indicators of the optimality of path selection are presented in Table 1.

By analysis results shown in Table 1, it can be seen that the indicators do not differ
significantly between the selected examples of movement planning methods. It was
confirmed that with the application of theMethod 2, which is based onAI algorithms,
the best results are achieved i.e. the shortest path time Tpath , the shortest path of the
robot gripper L path , the smallest energy consumption Epath for the movement of the
robot, and finally the highest average value of the performance index χ . If know that
the tests for the verification of the path planning method of the robot gripper were
done at a time interval of 500–600 s, then it can be concluded that for 12 h of the
continuous operation, the savings in time and energy can be evident.

We have acknowledged the limitations of our system in maneuvering around
obstacles and harvesting crops in dense or obstructed areas. To mitigate these
challenges, we have proposed enhancements to our algorithm, including advanced
obstacle detection and avoidance strategies, as well as improved adaptability to
dynamic environmental conditions. These improvements aim to make our solution
more robust and versatile for real-world application. We have implemented statis-
tical analysis techniques to quantify the performance of our AI system objectively.
This includes measures such as mean absolute error, root mean square error, and
correlation coefficients to assess the accuracy and reliability of our system’s predic-
tions and outputs. Additionally, we have incorporated error metrics to evaluate the
discrepancies between predicted and actual outcomes, providing insights into the
system’s performance under various conditions. By analyzing these errors, we can
identify potential sources of inaccuracies and refine our algorithm accordingly.

7 Conclusion

The paper presents a knowledge-basedmethod of path planning of a robot for picking
fruit from trees, using AI algorithms. A multi-layered ANNwas used as an identifier
of the robot model and a supplementary fuzzy classifier for determining the perfor-
mance index of movement optimality, whose rules contain the evaluation criteria.
Expectations were confirmed that the appliedAI algorithms improve the efficiency of
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the robot picker in terms of achieving optimal paths in the operational task space. We
have conducted a comprehensive analysis of potential limitations associated with our
proposed AI system and its implementation in real-world agricultural environments.
This includes considerations such as computational complexity, robustness to envi-
ronmental variability and generalizability across different crop types and farming
practices. Also, we have explored possible improvements and future research direc-
tions to overcome these limitations and enhance the effectiveness of our system. This
involves discussing advancements inAI algorithms, sensor technologies, and robotics
hardware that could be leveraged to improve the performance and adaptability of our
system in diverse agricultural settings.
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Design of a Data Collection System
for Robot Digital Twins

Lenţoiu Ionuţ, Borangiu Theodor, and Răileanu Silviu

Abstract The paper presents a software architecture designed for data gathering
in robot digital twins (DT). This system acquires information and data from the
industrial robot, the automated process performed by the robot, and the devices linked
to the robot (such as conveyor belt, ASRS, and smart meters). The data retrieval is
facilitated by an edge processing framework that includes the robot controller and
IoT gateways. The software system comprises a data acquisition agent that is directly
linked to the edge processing hardware, a local database for storing the acquired
information, and a user interface that offers various data display possibilities. The
DT software is designed to collect robot data in two modes: continually from the
robot controller and the IoT gateways using specialized software tools provided by
the robot manufacturer, and discretely from special program instructions through
messages. Experiments with the DT data collection system are conducted for ABB
IRC5 industrial robot controllers.
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1 Introduction

The Factory of the Future (FoF) initiative involves the integration of digital tech-
nology into manufacturing processes and the interconnectedness of shop floor
devices, systems, and services through digital counterparts in Cyber Physical
Systems (CPS) frameworks [1, 2]. This integration also extends vertically to the
fully automated enterprise layers [3, 4]. Process and resource data collection for
real-time processing are crucial in CPS. They involve acquiring data, aggregating
information from various sources, storing and analyzing data in the cloud. These
processes enablemonitoring the status of the equipment, detectingunexpected events,
predicting failures, customizingmaintenance, optimizing operations scheduling, and
assigning resources. They also facilitate process supervision and control, as well as
simulation with preconfigured device layout during the design stage of industrial
robots integrated in production structures. The monitoring, control, supervision, and
design functions are carried out on a global scale, encompassing the aggregated
context of devices, processes, and workplaces, with the assistance of digital twin
technologies [5].

The general digital twin construct comprises three elements: (a) a physical device
part of the material world; (b) a software entity existing in the virtual space; (c) a set
of connections between the physical and virtual systems [6]. In the industrial domain,
a digital twin (DT) is an electronic version of a specific production device (e.g., a
robot or end-effector) or a group of devices (such as a team of robots). The DT can
operate in various software environments to coordinate both virtual and real systems
using sensor data. This coordination is achieved through the application of physics
models, mathematical algorithms, and data transformations. From the perspective
of reality modelling, two categories of decision trees are defined: (i) A data-driven
digital twin is a type of DT that collects data from the robot and its partner devices,
i.e., conveyor belt, other robots; it is synchronized with the physical twin which is
the actual robot system; (ii) A model-driven digital twin is a type of DT that does
not have a physical component. It is a virtual model of the robot and its controller
(a software system) hat can be used for layout validation, application design, and
parameter adaptation [7].

The utilization of the digital twin technology offers several benefits: (a) percep-
tibility: DTs provide information about the execution of operations by individual
robots and interconnected members of robot teams, such as collaborative welding
robots [8]; (b) prediction: usingmodelling techniques, DTs can forecast future states,
behaviours or parameter evolutions, such as robot energy consumption; (c) interac-
tion with the physical twin: DTs can be integrated in the robot control systems to
track and correct motion, detect unexpected events, and make ad hoc protecting deci-
sions [9–11]; (d) analysis: DTs activate triggering procedures to clarify and provide
details about changes in states and performances of robots for health monitoring and
maintenance.

The current paper is organized in the following manner: Sect. 2 outlines the
structure of the robot DT. Section 3 details the DT data stream collection layer, which
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serves as a software system within the edge computing framework of the industrial
robot. Section 4 presents the experimental results obtained from an ABB robot type
using the proposed edge computing DT layer. The last section offers conclusions and
defines future research directions.

2 Aggregated Digital Twin Architecture

The proposed robot monitoring architecture is composed of an aggregation of digital
twin instances, each of them being associated with a component of the robot system.
It is also possible to query information about robot teams shared by large production
applications by aggregating these individual robot DT instances.

This section of the article details how data-driven DTs of industrial robots
instances are organised, designed, implemented, and used for monitoring, preven-
tive maintenance, supervision, and optimization of task allocation for manufacturing
infrastructures containing industrial robots. These individual DT instances are scal-
able and can be software configured tomeet production needs. They collect data from
internal robot sensors and encoders, and specific robot operating systems to establish
bidirectional connectivity between the physical resource and its informational coun-
terpart. This process sustains intelligent decision making for: proper operating of
the motion controller, authorizing execution of motions, optimized trajectory gener-
ation, stopping robot motions and reconfiguring work parameters (speed limitations,
acceleration, arm configuration), gripper and tool change.

The aggregated data-driven digital model of an industrial robot is updated with
information gathered from the physical and environmental space. To detect func-
tional abnormalities, assign tasks and determine whether predictive maintenance is
necessary, the DT saves data related to operating cost, performance, and status in the
cloud.

As seen in Fig. 1, the data-driven DT architecture designed to monitor and control
the energy consumption, and maintain proper operating of an industrial robot is
organised on four layers that allow bidirectional data flows. Decision-making occurs
at the informational layer and is applied to the physical layer.

Layer 1: Data collection, aggregation, and local processing employs smart power
meters that use Wi-Fi to track energy consumption (EC). The collected data is first
sent to a local database for logical alignment, time synchronisation and reduction
and then to the cloud; data from smart sensors (e.g., housing vibrations, temperature,
gripper contact effort) is added asworking context information. Layer 1 alsomonitors
the robot controller and operating system parameters and variables including supply
voltages for hardware components, number of engine-level errors detected, joints
values, executed instructions and speed profile data of trajectories.

Layer 2: Data transmission involves real-time data synchronization between the
local database and cloud infrastructure on one side, and hardware devices, operating
systems, and manufacturing services, on the other side, all of which are integral
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Fig. 1 The 4-layer aggregate data-driven robot digital twin architecture

components of the Internet of Things. Industrial protocols are used with a special
focus on data security and low latency/high transmission speed.

Layer 3: Data Update, Cloud Database, CAD models: data aggregation from
multiple physical sources, storage of information in structured text and 3D (Computer
Aided Design) format.

Layer 4: Analysis and Decision Making use simulation and real-time emulation
tools to execute application programs. These software tools are used for various
purposes such as validating robot trajectories, tuning parameters, monitoring proper
functioning, documenting, and contributing to support of optimized operation alloca-
tion on robots included in shop floors with shared resources. The robot- and process-
data streams aligned and pre-processed on Layer 1 of the data-driven DT are gath-
ered and combined in the models stored in the cloud database. These models are then
used to extract knowledge and make predictions about the performances of the robot,
changes in parameters, and the costs associated with their utilization. This knowl-
edge is used to adjust motion parameters of individual robots and, by aggregation,
to optimize the concurrent allocation of jobs to shared members of a robot team.
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3 DT Software Architecture for Robot Data Collection

The software architecture for robot data collection on DT Layer 1 consists of a set
of agents. Figure 2 shows this DT system architecture designed for an n-robot team.

These agents are uniquely associated with each robot, having the role of collecting
information from two sources (resource controller and embedded systems to which
sensors are connected). The information is synchronized (e.g., energy consumption
data is aligned with joint movement, movement instructions, trajectories, and speed
limits). Data is collected for all active robots in the team and EC models per type
of operation/trajectory are created. Also, robot status and process data are collected
(operation in execution/finished, operation result, robot working/idle/in stand-by).
The data streams are collected in real time, aligned logically and in time (i.e., EC
data for a completed operation) and sent to a local database the analysis of proper
robot operating (health monitoring) and identification of significant deviations from
the normal EC value range (ad-hoc robot protection actions are triggered, e.g., power
disabling).

The insights extracted from the aligned and pre-processed robot and process data,
minimized trough map-reduce techniques, is transferred to the cloud and combined
with historical data to reduce energy consumption, forecast EC at global batch
execution horizon, and optimize on demand task allocation to shared robot team
members.

From the technical point of view, the communication solution with the cloud
database (CDB) representing DT layer 2 can be implemented in two ways: (a) by
remote procedures for database update and (b) using a communication protocol
(TCP, MQTT, OPC) or flow-based tool (Node-Red) linked with a database updating
agent [13].

Fig. 2 The software system architecture for edge data collecting and processing in DT layer 1
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Fig. 3 Software architecture of the ABB PC SDK (ABB Robotics) and the physical system

In the reported research, robot data is directly collected from the IRB ABB indus-
trial robot at time intervals of 0.2 s using the Software Development Kit ABB PC
SDK [12]. PC SDK is a software tool that uses Microsoft.NET and Microsoft Visual
Studio and allows developing custom user interfaces for IRC5 robot controllers.
The advantage of using such a tool is the ability to access and monitor multiple
robot systems from a single location A custom interface was realized as independent
application that communicates with the n robot controllers of a robot team (Fig. 3).

The PC SDK communicates with the industrial robot controller by help of an own
Controller API (CAPI) based on the COM technology. This API employs sockets
and the local TCP/IP protocol stack to receive and interpret messages from real
and virtual controllers. The classes by which the robot controller’s functionality can
be known constitute the CAPI organised in 11 domains, from which the following
are used for robot health and EC monitoring by the digital twin layers DT 1 and
DT 3: Controllers, EventLogDomain, IOSystemDomain, MotionDomain, RapidDo-
main and Messaging. Event log messages are used to extract knowledge about the
controller status and the processes that are currently run, and the execution of RAPID
programs. The DT can be used with any controller from ABB compatible with PC
SDK without a limitation in the number of equipment monitored. To adapt this
solution to other robot manufacturers the interface should be implemented.

Data sampling for continuous robot status monitoring has been established at
200 ms for two main reasons: (a) the PC CAPI is unable to ensure hard real-time
demands because of the slower network communication rate via TCP/IP and of the
robot controller’s frequent higher priority tasks (e.g., trajectory generation); (b) the
minimum response time for IRC5 robot controllers is in the range of 10–100 ms.
Using the Controller API the following data can be collected on the DT 1 layer:
status of input/output signals, coordinates of robot points, joint values, information
on events, and error messages.

For situations in which this condition is not met, like in the case of IRC5 ABB
robot controllers, a solutionhas beendeveloped that allows simultaneously sending IP
information to the data acquisition agent of DT 1 and performing the robot operation.
This solution consists in redefining those PI of the robot programming language that
are of interest for the DT to generate and send messages to the DA. The PIs redefined
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Table 1 Robot motion instructions redefined for message transmission to the DA

Original instruction New instruction Description

MoveJ (point, parameters) DT_MoveJ (point, parameters) Linear movement in joint space

MoveL (point, parameters) DT_MoveL (point, parameters) Linear movement in Cartesian
space

WaitTime (time) DT_WaitTime (time) Delay

in Table 1 first send information about the instruction type, prescribed parameters
(e.g., desired joint values and estimated execution time, then execute the respective
instruction, and send again information concerning the execution of the instruction
at PI completion (joint displacements and execution time).

Other PIs of interest for DT Layer 1 concern visual inspection of the scene fore-
ground, object recognition and locating, visual measurements and robot calibration.

4 Experimental Results

The software implementation for robot data collection on DT Layer 1 was tested
on an ABB IRB 140 6-d.o.f. vertical articulated industrial robot. The test trajectory
consists of a repetitive part handling for a 1D vertical stack as presented in Fig. 3.

Using functions of the CAPI PC SDK 5.13 class library motion domain objCon-
troller.MotionSystem.ActiveMechanicalUnit.GetPosition(), the set of joint values
are saved in a C# agent. The values are stored as JointTarget types, and they represent
the working parameters of interest.

Using the software designed for the DT layer 1, the following data sets have
been acquired and plotted on the same graph: instantaneous power (Fig. 4, orange
series, measured inWatt), trajectories (Fig. 4, light blue and green zones representing
handling sequences (HS) for five objects in the vertical stack), and joints values
(Fig. 4, light green, dark green, purple, and three shades of blue series representing
the 6 revolute joints of the articulated vertical robot–measured in degrees). Figure 4
exemplifies a handling sequence of five objects organized in a 1-dimensional vertical
stack by repeated pick and place procedures).

This real-time variation of the six robot joint displacements characterizes the
robot operation and can be related to its working parameters (programmed speed
and acceleration, number of motion cycles, load, cumulated work time, release of
the mechanical brake and activation of the motors), status (wear, time elapsed from
the last effected maintenance), and environment. The DT stores the evolution of joint
values tagged with these EC characteristics as a digital signature, compares it to past
EC patterns to monitor the robot health, adjust motion parameters at EC increase,
customize maintenance, stop the robot at EC peak or predict ECs of robot team
members to weigh correspondingly their participation in batch processes for global
EC optimization.
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Fig. 4 Instantaneous power correlated with joint movements, instruction types and trajectories

5 Conclusions

Asoftware solution for robot digital twin data collection is described in this paper. The
designed system uses an edge processing platform that includes the robot controller
and IoT gateways to access data from the robot, the served process and the working
environment. A smart meter measures the energy consumed by the robot in different
operations. The software system of the robot DT data acquisition layer is composed
of a data acquisition agent directly coupled to the edge processing hardware, a local
database, and a user interface with several data display options.

The DT data collection software monitors the robot and retrieves real-time data
describing its operating mode, parameters, and performance. This data will be used
in further developments to identify industrial robot operating patterns, and compar-
atively analyse them with historical data stored in the cloud to help optimize motion
trajectories (avoid jerks and collisions, keep the imposed speed profile, minimize
time and energy consumption) and production processes (reduce product operation
cycles, optimize batch execution time).

Future research will focus on the usage of AI/ML to detect usage models and to
predict energy consumption. The authors will focus on themonitoring and analysis of
the pick and place process to optimize the energy consumption and robotmovements.
In addition, we plan to extend the data collection to several robots and long periods
of time.
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Physical Interaction Interpretation
in Industrial Robotics Using Dynamic
Time Warping Principles

Zaviša Gordić and Kosta Jovanović

Abstract This paper presents an approach to interpretation of the context of phys-
ical interaction of a robot with its surroundings using principles of Dynamic Time
Warping (DTW). Forces originating from physical interaction reflect their influence
on robot joints through the measurements of robot joint currents, which deviate from
their values without interaction. Contextual information is annotated to a repre-
sentative example of deviations and used as reference value for the contact task-
induced signal deviations. Context of ongoing task executions obtained by comparing
recent measurements of deviations and comparing themwith themost similar section
of their reference values using modifications of the original DTW algorithm. The
analysis is based on previously recorded experimental measurements of robot joint
currents while performing different types of contact tasks including assembly and
load manipulation tasks. Results are discussed in terms of their reliability, accuracy
and additional signals or rules needed to interpret them correctly.

Keywords Industry 4.0 · Dynamic time warping · Context extraction and
interpretation · Industrial robot

1 Introduction

The interconnected and event-driven environment of Industry 4.0 offers numerous
advantages compared to traditional production environments,most notably in domain
of resource use optimization, efficiency, agility, and related resilience to planned
and unplanned changes. These advantages are achieved through interconnection of
production entities with each other and with various sorts of production monitoring,
planning and optimization software solutions. Industrial robots, as some of the most
agile and universal hardware components in the production environment, are used
for different types of manipulation, processing, assembly, and inspection tasks. They
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are, and will continue to be, the backbone of industrial automation in the foresee-
able future, thanks not only to the sheer number of integrated units [1] but also to
their performance and reliability. In general, synchronization and integration capa-
bilities of industrial robots enable them to successfully exchange information with
the remaining production entities, which was adequate for the needs of Industry 3.0
environments. However, there are two main preconditions for their full integration
in Industry 4.0 environment.

The first, and most important aspect is safety in collaborative setting with human
workers. This topic has been the subject of numerous research [2–10], in whichmany
approaches have been proposed and elaborated. Without a doubt, regardless of the
type or topology [3] of physical interaction with workers, the safety aspect deserves
the attention it has, since the consequences for humans can be drastic [11, 12].
However, this paper will focus on the other, somewhat related, yet often overlooked
aspect that limits their potential for complete integration, is the type and content of
the provided information about the ongoing interaction with surroundings.

In an environment in which context of events dictates the behaviour of other
production entities, and is responsible for their optimal use, industrial robots have to
do their part. It is not difficult to implement some pre-determined exchange of infor-
mation of the robot with other production resources for all envisioned scenarios.
To some extent, the context of operation can be obtained from the coded actions/
functions that a robot uses during a its task, which is always very useful to know.
However, observation and interpretation of interaction forces effects on the robot
can provide more details about the properties and the quality of the action being
performed. For example, the analysis of interaction forces can indicate whether a
particular load has the expected weight distribution, was it successfully carried to
its destination in its entirety, was the subject of interaction placed accurately on
the predetermined position, whether there were some unexpected forces during the
assembly which was presumed successful. All deviations outside tolerances from
expected forces may indicate that additional action is needed, which is particu-
larly useful in automated and unsupervised environments. In Industry 4.0 context, it
can trigger predetermined event-driven actions to mitigate propagation of faults and
erroneous states and/or enable informed human intervention.

Research in the field of interaction interpretation and context provisionwasmainly
focused on the domain of human–robot interaction [13–16], particularly in service
andmedical robots. For production and industrial scenarios, most research is directed
towards collision detection and physical human–robot interaction (pHRI). However,
production environments featuring shared workspace and collaboration of humans
and robots often only require presence and interactionwith humans for certain phases
or tasks. Hence, interactions with humans are only a fraction of all robot interactions
during a production cycle, and although interpretation of pHRI is crucially important
from the safety standpoint, interpretation of other robot interactions should not be
overlooked.

This paperwill present and discuss an approach to interaction forces interpretation
based on modifications of Dynamic Time Warping (DTW) algorithm [9, 10]. The
approach relies on the analysis of interaction-induced effects on joint current/torque
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measurements which are available on industrial robots without additional sensors,
but the principles are also applicable to measurements from force/torque sensors.

The second section aims to explain the principle behind the presented interaction
interpretation, the algorithms used and the requirements for implementation.

The third section presents application of the described principles on measure-
ments experimentally obtained from an industrial robot performing different types
of contact tasks along with their discussion and analysis of additional sources of
information.

Conclusions are summarized in the fourth section, analysing advantages and
disadvantages of the presented approach as well as possible directions of future
research.

2 The Principle of Interaction Interpretation

The approach presented in this paper relies on the fact that a typical task assigned
to an industrial robot is repetitive in nature, although it may not always repeat in
identical cycles. The forces which occur during physical interaction of the robot
with its surroundings while executing the observed contact tasks affect the current
measurements or torque estimates within the robot joints. These influences mani-
fest themselves as deviations of joint currents/torques from their respective values
originating from the robot movement itself. A representative measurement of the
force-induced deviation can therefore be recorded and used as a reference sequence
to compare future deviations originating from the contact task itself, as presented in
[9, 10].

To understand which phase of the contact task execution robot is currently
performing, the approach presented in this paper relies on previously developed
modifications of the original Dynamic Time Warping algorithm which enable flex-
ible andoptimalmatchingof time series sequences. Thefirstmodification [9],mDTW
enables one signal to be compared to the most similar section of the second, refer-
ence signal, in real-time, which is applicable in cases when the robot task repeats
in identical cycles. The KA-mDTW algorithm [10] considers the kinematic param-
eters of the robot to extend the field of application, enabling optimal matching with
spatial joint positions and orientations different to the reference ones. The signal
compared with the aforementioned reference sequence using previously mentioned
algorithms is called measurement vector. Measurement vector consists of adequately
chosen number of successive samples of measurements of each of the joint currents/
torques with first-in-first-out logic. Comparing it using mDTW or KA-mDTW with
the reference sequence results in the section of the reference sequence which is most
similar to it.

One idea which can be used to interpret the operation is that each task consists of
certain number of phases, and that each phase can be assigned a value or some other
type of descriptor whichwould help interpret the task execution context, as illustrated
on Fig. 1. In the context of implementation, each phase would correspond to certain
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Fig. 1 Assembly by screwing task. (left) Joint torque measurements from the 6th axis with and
without the assembly object. Difference between these two signals gives the contact task-induced
deviation used as reference sequ. (right) Reference shown in blue and the associated context infor-
mation representing task execution phase shown in redwith× 10 scaled descriptor values belonging
to screwing (descr. val. 1), pause (descr. val. 0) and unscrewing (descr. val. −1) phase

number of samples of deviation induced by the contact task external forces. Hence,
each sample of the reference sequence can have not only a numerical measured
current/torque deviation value, but also a descriptor indicating to which phase of
the task execution it belongs. Depending on the task complexity and/or the level of
detail required for optimal context interpretation, the granularity of the descriptors
may vary.

During operation, the information about the current task execution context is
extracted from themeasurement vector received from the robot. As explained earlier,
each of the samples from the matched section of the reference sequence has a
descriptor assigned to it. The most recent value of the measurement vector is paired
with the last sample of the matched section of reference sequence and hence the
descriptor assigned to it should indicate the phase of task the robot is currently at.
Once the descriptors are obtained, various rules and operations can be applied to the
measurement vector values to further interpret them. For example. Depending on the
execution phase, or values from the measurement vector, it is possible to check if
the task is being properly executed by observing maximum or cumulative matching
error peak values etc.

Rather than a complete solution, the presented principle should therefore be
primarily observed as a tool which enables correct matching of signals and opens
possibilities for their interpretation. Application examples with interpretation and
possible implications to the operation of robot and/or other production entities will
be discussed next.

3 Results and Discussion

This section presents examples which illustrate potential implementation of the
proposed approach using experimentally obtained measurements. Measurements
were performed in 2 cycles in which the robot performed identical movement. In
the first cycle of measurements the movement was performed without the actual
load or assembly object, and measurements from this cycle include all the dynamics
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of the robot, except for the dynamics of the contact task itself. The second cycle
of measurements was performed with the actual load and the assembly object, and
they include the dynamics of the contact task itself. The difference between these two
cycles ofmeasurement provides deviationswhich are caused by the forces originating
from the contact task itself. For the simulation purposes, a representative deviation
comprising all task phases is used as a reference sequence and is assigned context.
Different, shorter portions of deviation are used as the measurement vector, and
together with reference sequence are the inputs to the DTW algorithm modifications
described previously. In real applications, deviations can be obtained as differences
between model-predicted values of the system and the actual measurement or as
measurements from force-torque sensors.

The first example to be analysed is related to assembly/disassembly by screwing/
unscrewing. Robot’s 6th axis was used to perform the rotation movement needed to
screw the nut onto a protruding bolt with preplaced helical spring washer and tighten
it. The inverse action needed to perform the disassembly was performed after a brief
pause.

Figure 1 on the left part shows 6th axis joint torque estimates recorded while these
actions were performed with the presence of the actual assembly object, and without.
The right part of the image shows the difference between the two cycles of measure-
ment, which is the actual input to the mDTW algorithm. The measurement from the
right graph reflects all phases of the screwing/unscrewing motion and is selected to
be used as the reference sequence. The red line on the same graph represents the
context information assigned to the reference sequence with descriptor values for
the 3 main phases on the task: 1 for the assembly, 0 for the pause, and −1 for the
disassembly phase.

Figure 2 shows the first example of mDTW used to perform the signals matching
and context interpretation. The upper left section shows the signal from which the
section, shown in red, was extracted and used asmeasurement vector for the purposes
of the illustration. The upper middle part of the Fig. 2 shows how these signals
were matched and the matching error. The upper right graph shows the reference
sequence alongwith the assigned context information, and the section of the reference
sequence correctlymatchedwith themeasurement vector, resulting in correct context
identification.

Similar to graphs on the upper row of Fig. 2, results shown on the lower row show
optimally matched measurement vector with most similar section of the reference
sequence and correct interpretation of the current task phase. The identified section
belongs to the unscrewing phase, and the last matched sample clearly aligns with
the context value of −1. It is also possible to notice that some of the samples which
belonged to the simulated measurement vector belonged to the pause phase, with
context value 0, which was also correctly identified on the matched section of the
reference sequence.

The second example of assembly task is the snap fit assembly. Similar to the
screwing example, 2 cycles of measurements were performed with and without the
actual assembly object. This particular assembly object had 2 levels of latches, which
is indicated by the 2 prominent peaks on the left section of Fig. 3. The middle graph
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Fig. 2 Two examples of the screwing assembly task context interpretation. (upper row) Example
1. (lower row) Example 2. (left column) Segments of the recorded deviation signal, shown in red
were used as the measurement vector and their associated context. (middle column) Matching of
the meas. vect. with most similar section of the ref. seq. and the matching error. (right column)
Correctly identified section of the meas. seq. indicating correctly interpreted context

of the same figure shows the reference, the deviation caused by the assembly task
itself along with annotated context information—0 for the phases prior to and after
the assembly phase, value 1 for the first latch and number 2 for the second latch
activation. The right section illustrates how positioning inaccuracies of less than
2 mm cause slight deviations in peak values and shapes for both latches, important
for the context interpretation.

Figure 4 on the upper left graph shows section of one of the deviation signals
which was used as a measurement vector. The upper middle graph shows how it was
matched with the most similar section of the reference sequence, and the sample-
wise error signal without prominent peaks, indicating good match. The upper right
section shows that the section was indeed correctly identified and that the resulting
context information will also be correctly interpreted as belonging to the 2nd latch
activation phase.

Figure 4 also shows another example from the same task, but from a different
execution cycle, in which the assembly object was not placed accurately. As on the
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Fig. 3 Snap fit assembly task. (left) Joint torque measurements from the 2nd axis with and without
the assembly object. (middle) Deviation induced by the task itself shown in blue and the scaled (×
10) associated context information representing task execution phase shown in red. (right) Small
positioning inaccuracies lead to differences in peak values
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Fig. 4 Interpretation of phases of the snap fit assembly task in 2 examples. (upper row) Example 1
with correct interpretation. (lower row) Example 2 indicates that matching was not done properly.
(left column) Segments of deviation signal, shown in red, used as the measurement vector and the
associated context. (middle column) Matching of the meas. vect. with most similar section of the
ref. seq. and the matching error. Upper graph shows correct matching and corresponding small
sample-wise error. Lower row shows peak in the matching error, indicating a potential mismatch.
(right column) Identified section of the meas. seq. indicating correctly interpreted context in the
upper graph. Lower graph shows that the matched section of ref. seq. was not correctly interpreted,
and the associated context was not correctly identified

upper row of the figure, the lower left graph shows which section of the deviation
signal was used as a measurement vector. It is important to note that the last, most
recent sample belongs to the 2nd latch activation phase, while most of the previous
samples belong to the 1st latch activation phase. The sample-wise on the lowermiddle
matching error signal shows a peak which indicates that, although the identified
section is the one with the smallest matching error, i.e. most similar from the DTW
perspective, there are some samples that do not match well. Results on the lower right
part of Fig. 4 show which section was identified as the most similar. Comparison
with the measurement vector on the upper graph clearly indicates that they do not
represent the same span/interval, being wrongly identified as belonging to the very
beginning of 1st latch activation phase.

This example shows that, although the mDTW algorithm did manage to find
the optimal match from the perspective of error minimization, its direct application
would point to a wrong execution phase. However, additional signals, logic and rules
can be applied [17, 18] to monitor indicators and make correct context interpretation.
There are different approaches to addressing this and similar situations. Depending
on the consequences a misinterpretation can have for the particular process, the
indicators such as peak or cumulative value of the matching error could be used to
signal an unexpected event and react in some predetermined way including stopping
the system, discarding the part after task completion, or alerting the human operator.
If consequences are not of crucial importance, another response may be to continue
with signal matching and observe causality of the matched samples. Leaving certain
samples of the reference sequence unmatched by simply skipping them or matching
the most recent sample of measurement vector to some of the previously matched
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samples of reference sequence could also be valid indicators of unexpected system
behaviour which need additional interpretation. The implications of erroneous event
identification depend onmany factors, but can be useful in many scenarios, including
quality control, detecting faults of the entity that identified the problem, or some other
production entity etc.

In this particular case, the real reason for matching which did not correspond
to the real situation was the inaccurate placement of the assembly object, causing
smaller peak value of the deviation at the moment of 1st latch activation. A rule can
be set that if the peak sample of the 1st latch activation was skipped, the system
would indicate that the peak value of the 1st latch activation of current execution
cycle was lower tan expected, which would be the correct context interpretation in
this particular case.

Previous two examples relied on matching using the mDTW algorithm, which
relies only on the values of joint currents or torques. The application of KA-mDTW
algorithm, however, requires also joint angle measurements as inputs. Therefore, in
case of its application, the reference sequence and measurement vector contain addi-
tional angle measurements. The additional information enables KM-mDTW algo-
rithm to match samples in spatial robot joint configurations different to those during
which the reference sequence was recorded, enabling matching during execution of
similar movements, rather than identical. For context extraction, the angle measure-
ments represent another source of information which can be used to enhance context
interpretation.

The first example using KA-mDTW algorithm represents a load manipulation
task. Load picking and placing deviations are shown on the upper left graph of
Fig. 5. The blue section indicates the section of the deviation measurement, which
was chosen as a reference sequence, whereas the red section was chosen to represent
the measurement vector. The upper right graph shows the equivalent lever lengths
for the observed joint corresponding to the joint current measurements on the upper
left graph. These lever lengths are calculated using angle measurements and robot’s
kinematic model. The lower middle graph shows that with inclusion of equivalent
lever length using KA-mDTW, signals become comparable. The lower right graph
shows correct identification of the reference sequence section needed for task phase
interpretation and context extraction, which was correctly identified to belong the
load releasing phase. Same signalswithout equivalent lever length informationwould
have been matched with relatively small error, but with wrong context, as shown in
Fig. 5 lower left graph.

The final example shows another task with snap fit assembly, but with a single
latching level. Figure 6 clearly shows the importance of additional information calcu-
lated using joint angles. Without it, the reference sequence would not be correctly
matched with the measurement vector, and the entire cycle, which was properly
executed, would have been interpreted as a fault, as shown on the second graph
lower row.
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Fig. 5 Load manipulation task interpretation using KA-mDTW. (upper left) Deviation signal with
marked sections used as refer. seq, and meas. vect. (upper right) Equivalent lever lengths corre-
sponding to the deviation signal calculated using joint angles. (lower left) Signals matched using
mDTWalgorithm. (lowermiddle)Compared signals scaledwith additional lever length information.
(lower right) Correct KA-mDTW phase identification and context interpretation
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Fig. 6 Snap fit assembly task interpretation using KA-mDTW. (upper left) Deviation signal with
marked sections used as refer. seq, and meas. vect. (upper right) Corresponding equiv. lever lengths
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4 Conclusion

The presented approach to context interpretation relies on the previously developed
algorithms for elastic similarity measurement based on the real time application of
Dynamic Time Warping principles. Using DTWmodifications, measurement vector
from the robot, containing information about the influence of contact forces would be
matchedwith themost similar section of the reference sequence. Context information
would be extracted from the section of the reference sequence which is most similar
to the measurement vector. The approach was tested on several scenarios using
measurements from an industrial robot performing different types of contact tasks.
Matching using mDTW and KA-mDTW has shown that the context information can
be correctly extracted from the reference sequence in most cases using a relatively
simple approach.

The basic premise is that the appropriate similar section will be found, and
correctly determined, whichmay not be the case, as shown in the examples. However,
the presented cases are only the beginningof the context extraction since various oper-
ations and rules can be applied from the extracted information. Additional signals can
be used as well to support correct interpretation and decision making, such as joint
angles, different IO signals, or information from other production entities. However,
arguably the biggest drawback of the presented approach is that it requires significant
inputs about context provision in the setup phase of the reference sequence. Many
aspects rely on heuristics, and in general case, expertise human needed for setup.
Some level of context information can be extracted automatically from IO signals,
or certain commands and annotated to the reference sequence, but this approach also
requires certain expertise.

To reduce reliance on external inputs for context interpretation, future work will
examine the possibility of application of additional signal matching algorithms,
including EDIT distance and LCS (Longest Common Subsequence) in particular,
running in parallel to the modifications DTW. Another possibility will be to work on
real-time application of feature extraction using [19, 20]. To further facilitate inter-
pretation of the context, Fuzzy logic rule application potential will also be examined,
as boundaries between certain task execution phases can sometimes be blurry.

Acknowledgements This research was partially supported by the Science Fund of the Republic
of Serbia, Modular and Versatile Collaborative Intelligent Waste Management Robotic System for
Circular Economy—CircuBot, under Grant 6784.

References

1. International Federation of Robotics. World robotics 2021—industrial robots. International
Federation of Robotics. Frankfurt, Germany (2021)

2. Pedrocchi, N., Vicentini, F., Matteo, M., Tosatti, L.M.: Safe human-robot cooperation in an
industrial environment. Int. J. Adv. Robot. Syst. 10, 27 (2013)



Physical Interaction Interpretation in Industrial Robotics Using … 483

3. De Luca, F., Flacco: Integrated control for pHRI: collision avoidance, detection, reaction and
collaboration, In: IEEE RAS and EMBS International Conference on Biomedical Robotics and
Biomechatronics—BioRob, pp. 288–295. Roma, Italy (2012)

4. De Luca, A.,Mattone, R.: Sensorless robot collision detection and hybrid force/motion control.
In: IEEE International Conference on Robotics and Automation—ICRA, pp. 1011–1016.
Edmonton, Alberta, Canada (2005)

5. Flacco, A., De Luca, A.: Safe physical human-robot collaboration. In: IEEE/RSJ International
Conference on Intelligent Robots and Systems—IROS, p. 2072. Tokyo, Japan (2013)

6. Geravand, M., Flacco, F., De Luca, A.: Human-robot physical interaction and collaboration
using an industrial robot with a closed control architecture. In: IEEE International Conference
on Robotics and Automation—ICRA, pp. 4000–4007. Karlsruhe, Germany (2013)

7. Mariotti, E., Magrini, E., De Luca, A.: Admittance control for human-robot interaction using
an industrial robot equipped with a F/T sensor. In: 2019 International Conference on Robotics
and Automation (ICRA), pp. 6130–6136. Montreal, Quebec, Canada (2019)

8. Sharkawy, A.-N., Koustoumpardis, P.N.: Human-robot interaction: a review and analysis on
variable admittance control, safety, and perspectives. Machines 10(7), 591 (2022)

9. Gordić, Z., Jovanović, K.: Collision detection on industrial robots in repetitive tasks using
modified dynamic time warping. Robotica, 1–20 (2019)

10. Gordić, Z., Jovanović, K.: A framework for inclusion of unmodelled contact tasks dynamics
in industrial robotics. Sensors. 22 (2022)

11. Haddadin, S., Albu-Schäffer, A., Luca, A.D., Hirzinger, G.: Evaluation of collision detec-
tion and reaction for a human-friendly robot on biological tissues. In: Proceedings of the
IARP International Workshop on Technical Challenges and for Dependable Robots in Human
Environments, 18–19 May. Los Angeles, CA, USA (2008)

12. Haddadin, S., Albu-Schäffer, A., Hirzinger, G.: Safety evaluation of physical human-robot
interaction via crash-testing. In: Robotics: Science and Systems, MIT Press, pp. 217–224.
Cambridge, MA, USA (2007)

13. Zachary,W., Johnson, M., Hoffman, R., Thomas, T., Rosoff, A., Santarelli, T.: A context-based
approach to robot-human interaction. Procedia Manuf. 3, 1052–1059 (2015)

14. Menezes, P., Quintas, J., Dias, J.M.: The role of context information in human-robot interaction
(2014)

15. Feng, Y., Perugia, G., Yu, S., et al.: Context-enhanced human-robot interaction: exploring the
role of system interactivity andmultimodal stimuli on the engagement of people with dementia.
Int. J. Soc. Rob. 14, 807–826 (2022)

16. Zachary,W., Johnson, M., Hoffman, R., Thomas, T., Rosoff, A., Santarelli, T.: A context-based
approach to robot-human interaction. Procedia Manuf. 3, 1052–1059 (2015). https://doi.org/
10.1016/j.promfg.2015.07.171

17. Gordić, Z., Jovanović K.: Influence of unmodelled external forces on the quality of collision
detection. In: Berns, K., Görges, D. Advances in Service and Industrial Robotics. RAAD 2019.
Advances in Intelligent Systems and Computing, vol. 980. Springer, Cham (2020)

18. Gordić, Z., Jovanović, K.: Identifying unmodelled dynamics in contact tasks in industrial
robotics, In: Proceedings of the 7th International Conference on Electrical, Electronic and
Computing Engineering, IcETRAN 2020, pp. 695–700 Jun (2020)

19. Alaee, S., Kamgar, K., Keogh, E.: Matrix profile XXII: exact discovery of time series motifs
under DTW. In: 2020 IEEE International Conference on Data Mining (ICDM), pp. 900–905).
IEEE (2020, November)

20. Keogh, E.: Fast similarity search in the presence of longitudinal scaling in time series databases.
In: Proceedings Ninth IEEE International Conference on Tools with Artificial Intelligence,
pp. 578–584. Newport Beach, CA, USA (1997). https://doi.org/10.1109/TAI.1997.632306

https://doi.org/10.1016/j.promfg.2015.07.171
https://doi.org/10.1109/TAI.1997.632306


Electromagnetic Simulation of Robotic
Dynamic Scenes for Novel Sensor
Developments

Vlaho-Josip Štironja, Luka Petrović, Dubravko Tomić, Zvonimir Šipuš,
and Ivan Petrović

Abstract To ensure the safety and efficiency of human-robot collaboration, new
sensor modalities are required that capture a robot’s entire environment and provide
a sense of touch. Robotic skins based on either pressure or capacitive sensors pro-
vide a sensing range of up to 20cm and enable the robot to react to contact with
its environment. A novel robotic skin with a sensor that utilizes the electromagnetic
(EM) properties of flexible metasurfaces could have a sensing range of up to 1m
and enable predictive motion planning and safe robot control. The development of
this sensor requires EM simulation of dynamic scenes, which cannot be performed
directly with existing simulators. To overcome this challenge, we propose and imple-
ment a software bridge between a robotic and a full-wave EM simulator to facilitate
the development of novel sensors. We experimentally validated our framework by
simulating two dynamic scenes and determining the scattering parameters of skin-
mounted antennas that correlate with the distance between the object and the sensor.

1 Introduction

The rapid advancement of robotics has led to an increased presence of robots in both
human-centric and industrial environments, giving rise to new challenges related
to system efficiency and human safety. To effectively interact with humans, robots
require accurate real-time perception of their environment to minimize the risk of
collision. Commonly used sensors (e.g., cameras and lidars) offer rich semantic infor-
mation, but may fall short in completely capturing the surrounding environment due
to a restricted field of view or occlusions, and they often operate at a limited frame
rate. Consequently, tasks performed by robots are often too slow and too simple,
posing an important obstacle to robot utilization in healthcare, agile manufacturing
and many other fields. To address these challenges, one potential solution involves
equipping robots with novel sensor modalities, such as a flexible sensing skin [1],
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in addition to standard perception sensors. This integration would enhance the over-
all perception capabilities of robots, mitigating risks and enabling their effective
deployment in diverse fields.

Existing stretchable e-skins of pressure sensors [2, 3] are based on piezoelec-
tric, piezo-resistive, conductive and capacitive sensing, and some companies (e.g.,
Fogale Robotics, Bosch ) offer commercial solutions [4]. Yet, pressure-based prox-
imity skins require contact, while capacitive sensors have a sensing range of only
up to 20cm and suffer from low measurement accuracy in the nonlinear detection
range. A new sensormodality could exploit the electromagnetic properties of flexible
metasurfaces [5, 6] for near-field and far-field sensing based on surface waves and
their possible transformation into leaky waves. The measurement of the correlation
between transmitted and received signals at all pairs of ports on the skin can be
used to monitor the effects of folding the flexible skin and provide measurements of
position of objects in the surrounding environment. This topic is an active area of
research and is investigated in the scope of the EU Pathfinder Open project Flexible
intelligent near-field sensing skins—FITNESS.1

To develop this sensor and enable its utilization in collaborative robotics, first we
need to be able to estimate positions of ports mounted on the skin for each robot
configuration. Next, we need to simulate the possibly dynamic EM environment and
analyze the obtained scattering parameters (S-parameters) to infer the positions of
objects in the environment. This process requires both robotic and full-wave EM
simulators. Widely available robotic simulators [7, 8] do not consider object EM
properties (e.g., permittivity and permeability) and are not able to simulate EM
phenomena. On the other hand, full-wave EM simulators only simulate static scenes
and lack the ability to manipulate kinematic chains.

To address these issues, in this paper we propose a simulation framework that
features a software bridge between a robotic and a full-wave EM simulator, enabling
the EM simulation of dynamic scenes. Our framework relies on a robotics simulator
for creating dynamic scenes and reasoning about robot kinematics, while full-wave
EM simulator computes the desired S-parameters. The proposed software bridge
discretizes the robotic dynamic scene and automatically conducts the EM simulation
of the scene at each time instant. We experimentally validated our framework by
simulating two dynamic scenes and determining the S-parameters of skin-mounted
antennas that correlatewith the distance between the object and the sensor. In addition
to the novel e-skin development, the proposed simulation framework could be used
to develop other novel sensors that are based on the EM phenomena.

2 The Proposed Simulation Framework

Consider a robot arm equipped with a smart skin that has a set of antennas. We want
to simulate the S-parameter values for these antennas in order to infer the distance of

1 https://fitness-pathfinder.eu.

https://fitness-pathfinder.eu
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primitives

Numerical
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Forward
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Fig. 1 The architecture of the proposed simulation framework

objects from the skin and, if possible, their position relative to the robot. We want to
know the S-parameter values at each point during the robot arm motion. To this end,
we propose a simulation framework that leverages existing robotic and full-wave
EM simulators. The robotics simulator takes the robot configuration at each discrete
time instant of the robot’s trajectory and, given the robot model, computes forward
kinematics. The proposed software bridge uses geometric primitives (e.g., spheres
and cubes) to approximate the environment representation and the robot model at
the calculated pose. This scene is passed to the full-wave EM simulator which uses
a numerical solver and the antenna CAD model to compute the S-parameters. The
architecture of the proposed simulation framework is shown in Fig. 1.

2.1 Robot and Environment Modeling

The robot configuration at a given time instant ti is defined as a set of joint positionsqi
in the configuration space qi ∈ Q ⊂ R

n which comprises all feasible joint positions,
where n is the number of degrees of freedom (DoF). Similarly, the robot’s end-
effector poses x form the task space x ∈ X ⊂ R

p. The robot’s forward kinematics
function is defined as the following nonlinear mapping

f : Q → X . (1)

The robot’s body can bemodeled as a set of arbitrary number of points,B ∈ R
w,w ∈

N. Given a robot’s configuration qi , the forward kinematics function can also provide
the pose of a point b ∈ B of the robot body in Euclidean space.

In practical applications, the set of points B can be approximated with a set of
geometric primitives (e.g., spheres, polyhedra, ellipsoids) that encompass the robot’s
body. In the proposed simulation framework, we deem the robot body as a set of
spheres, which is a representation ubiquitously utilized in trajectory optimization
methods [9]. In the case of a robotic arm, we manually generate a discrete set of
spheres for each link. This is illustrated in Fig. 2, where for the Universal Robots
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Fig. 2 An example of
representing the Universal
Robots UR10 robot with a
mesh model (a) and with a
set of spheres (b). The robot
can be adequately
represented by only 13
spheres, which allows
particularly efficient
collision checking

UR10 arm we show the mesh model that closely resembles the actual robot, both
with and without the corresponding set of spheres overlayed. By using spheres as
geometric primitives, the nearest distance from an obstacle to any point in the set
B is simple to compute, which enables efficient collision checking that is crucial
for achieving real-time algorithm execution on current hardware. While the set-of-
spheres robot representation is not the most accurate way of modeling the robot’s
body, its simplicity facilitates the EM simulation of the robot arm in a dynamic
environment. We choose this representation since EM simulation with a mesh model
can become computationally complex, requiring days to simulate a complex dynamic
scene. The mentioned simplicity also implies that a set-of-spheres model can easily
be manually constructed by a human operator, enabling fast deployment in practical
applications.

2.2 S-Parameters

The S-parameters describe how the electrical signal of a single frequency is scat-
tered or transmitted within the network and compress very complicated networks
into black-box models [10–13]. They are often used in radiofrequency (RF) and
microwave engineering to characterize behavior of linear electrical networks (e.g.,
an RF amplifier or an antenna), both in free space or in the presence of some objects.
The S-parameters provide the relation between power waves traveling in and out
of the network, which is a more convenient representation at higher frequencies in
comparison to voltage and current [14]. The waves traveling into the n-th port of the
network are called incident waves and denoted with an , while the waves traveling out
of the network are called reflected waves and denoted with bn . Incident and reflected
waves for a 2-port network are shown in Fig. 3.

The expression which relates the voltage Un and current In at port n with the
incident and reflected wave is

an = Un + In Z0

2
√
Re(Z0)

, bn = Un − In Z∗
0

2
√
Re(Z0)

, (2)
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Fig. 3 An illustration of a
general 2-port network with
incident (a1, a2) and
reflected power waves
(b1, b2)

where Z0 is an arbitrary reference impedance that may be representedwith a complex
number, but typically it is set to the characteristic impedance of the transmission lines
in the system (e.g., Z0 = 50�). As noted before, the S-matrix gives the relation
between all an and bn , n = 1, 2, ..., N for the N -port network

b = Sa, (3)

where a and b are (n × 1) vectors, while S is an (n × n) matrix with elements (Si j ).
From this equation then follows

Si j = bi
a j

∣
∣
∣
∣
an=0,∀n �= j

. (4)

The parameter Si j can be interpreted as the ratio of a power wave leaving at port
i , when there is only an incident power wave at port j . In case of i = j , the Sii is
the reflected power at the same port. For this reason the diagonal elements of S are
called reflection coefficients, while the off-diagonal elements are called transmission
coefficients. In general, Si j is a complex number because the network affects both
the magnitude and the phase. The S-parameters of a multi-port network mounted on
the robotic skin are dependent on the electromagnetic properties of the environment,
which could be leveraged to develop a new sensor that can accurately determine
positions of objects relative to the skin.

2.3 Bridging Robotics and Full-Wave EM Simulation

In order to conduct the full-wave EM simulation of robotic dynamic scene, we rely
on the robotics simulator to create a scene with the robot and environment model.
Our robotics simulator of choice is Matlab Robotics Toolbox, which has many exist-
ing robot models and can be interfaced with the Robot Operating System (ROS)
for communication with the real-world robot. For the full-wave EM simulation, we
use the industry-standard CST Studio Suite software. The proposed software bridge
enables communication between the two simulators by creating a local object link-
ing and embedding (OLE) automation server using an OLE-compliant component
object model (COM) server. COM is an object-oriented system designed for creating
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binary software components, allowing them to interactwith a variety of programming
languages. We compile our bridge in the Microsoft Windows system as the Matlab
COM function is exclusively compatible with this platform. Using our bridge, we
can create or load the simulated robotic dynamic environment in Matlab and pass
the information to the CST simulator. Our implementation approximates the scene
from a robotic simulator with geometric primitives and passes the scene description
at each discrete time instant to the full-wave EM simulator, which then uses a numer-
ical solver and the antenna CAD model to compute the ground-truth S-parameters.
The results of the EM simulation, in our case the obtained S-parameters, are passed
back for analysis and visualization.

3 Results

To evaluate the proposed simulation framework, we conducted two dynamic scene
scenarios. The first scenario featured a single static antenna and a box object moving
away from the port. We calculated the S-parameter of the antenna port through time
and graphed its value against the increasing distance. In the second scenario, a Kuka
Iiwa 14 robot was equippedwith two antennas, resembling a simple e-skin. The robot
executed a trajectory in close proximity to the large box obstacle resembling a wall in
the environment. We computed the S-parameters of both antenna ports, which could
subsequently be used to infer the distance of nearby objects. Both experiments were
performed on a system with a 3.5-GHz Intel Core i7-7567U processor and 16 GB of
RAM.

3.1 Moving Box Scenario

We conducted the first simulation in CST with a 26 GHz wave launcher object
with 4.64× 4.64 cm dimensions and a perfect electric conductor (PEC) box object
with dimensions 0.5× 0.5 cm. We used the proposed software bridge to control the
movement of the PEC box in the CST simulator through Matlab. The distance in the
z-axis between the launcher and the box was discretized at 1mm intervals, resulting
in 40 consecutive simulations, effectively simulating a dynamic environment, as
illustrated in Fig. 4a. Given a discretization time of 0.1s, the box moves with a
translational velocity in the z-axis of 0.01m/s. The simulation was executed using
hexahedral mesh and the TD-C calculation type. Each simulation took approximately
10min of computation time. The obtained S11 parameter magnitude increases with
the distance along the z-axis of the port, as shown in Fig. 4, a result that may be used
to determine the distance of a moving object relative to the port, facilitating new
sensor developments. The distance at which we observe changes in the S-parameter
can be increased with different object size and with a different antenna type. We
leave this analysis for future work.
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Fig. 4 The experimental scenario featuring (a) EM simulation of a box moving along the z-axis of
the sensor antenna and (b) the corresponding S-parameter depending on the distance between the
moving box and the antenna

Fig. 5 Experimental scenario including Kuka Iiwa 14 and PEC wall in (a) robotics simulator, (b)
EM simulator. The arm is approximated with a set of spheres and has two equipped antennas, visible
inside red squares (c)

3.2 Robotic Arm Trajectory Scenario

For the second scenario, we usedMatlab to simulate a robot arm trajectory execution
near a wall in the environment. We used the proposed software bridge to discretize
the robot trajectory with duration of 1 s, compute the forward kinematics at every
time instant, and represent the scene using PEC box and spheres in the CST simu-
lator. The visual representation of the environment through time in both Matlab and
CST is shown in Fig. 5. Additionally, using our bridge we imported a preexisting
discrete copper antenna model into CST and placed two instances of the antenna
on different joints of the robot, as shown in Fig. 5c. The dimensions of antennas
are 1.8× 2.2cm, and they operate at 10GHz. We manually adjusted the cells-per-
wavelength mesh parameter to optimize simulation runtime. Each simulation took
approximately 90min of computation time. While the obtained S-parameters mag-



492 V.-J. Štironja et al.

Fig. 6 S12 parameter magnitude in the robotic arm trajectory scenario

nitudes, which are shown in Fig. 6, cannot be directly correlated to distance, the
proposed simulation framework can be utilized to verify analytical models or to col-
lect large amounts of data for training deep models. In particular, the S12 parameter
can be used to determine the relative position of sensors on the flexible skin.

4 Conclusion

In this paper, we presented a framework that enables the EM simulation of robotic
dynamic scenes. We proposed a software bridge that first takes robot and environ-
ment representations from the robotic simulator and approximates the scene with
geometric primitives. The scene information is then passed to the EM simulator in
order to compute the S-parameters at the ports, enabling the development of sensors
based on EM phenomena, e.g., a novel robotic skin. We experimentally validated our
framework by simulating two dynamic scenes and determining the S-parameters of
skin-mounted antennas that correlate with the distance between the object and the
sensor. We believe that our framework can be leveraged for modeling novel sensors
that are accurate and efficient, serving as a first step for evaluation and comparison
with analytical models. In future work, we will analyze how different object and
antenna properties affect the S-parameters. We will also investigate precision and
repeatability in real-world conditions, a well as the effect of interferences.

Acknowledgements This work has been supported by the HORIZON EUROPE EIC Pathfinder
Open programme under grant agreement No 101098996 “Flexible intelligent near-field sensing
skins (FITNESS)”.



Electromagnetic Simulation of Robotic Dynamic Scene … 493

References

1. O’Neill, J., Lu, J., Dockter, R., Kowalewski, T.: Practical, stretchable smart skin sensors for
contact-aware robots in safe and collaborative interactions. In: International Conference on
Robotics and Automation (ICRA). pp. 624–629. IEEE (2015)

2. Xie, M., Hisano, K., Zhu, M., Toyoshi, T., Pan, M., Okada, S., Tsutsumi, O., Kawamura, S.,
Bowen, C.: Flexible multifunctional sensors for wearable and robotic applications. Adv.Mater.
Technol. 4(3), 1800626 (2019)

3. Schlegl, T., Kröger, T., Gaschler, A., Khatib, O., Zangl, H.: Virtual whiskers-highly responsive
robot collision avoidance. In: 2013 IEEE/RSJ International Conference on Intelligent Robots
and Systems. pp. 5373–5379. IEEE (2013)

4. M’Colo, K.E., Luong, B., Crosnier, A., Néel, C., Fraisse, P.: Obstacle avoidance using a capac-
itive skin for safe human-robot interaction. In: International Conference on Intelligent Robots
and Systems (IROS). pp. 6742–6747. IEEE/RSJ (2019)

5. Quevedo-Teruel, O., Chen, H., Díaz-Rubio, A., Gok, G., Grbic, A., Minatti, G., Martini, E.,
Maci, S., Eleftheriades, G.V., Chen,M., et al.: Roadmap onmetasurfaces. J. Opt. 21(7), 073002
(2019)

6. Bodehou, M., Craeye, C., Martini, E., Huynen, I.: A quasi-direct method for the surface
impedance design of modulated metasurface antennas. IEEE Trans. Antennas Propag. 67(1),
24–36 (2018)

7. Koenig, N., Howard, A.: Design and use paradigms for gazebo, an open-source multi-robot
simulator. In: International Conference on Intelligent Robots and Systems (IROS). vol. 3, pp.
2149–2154. IEEE/RSJ (2004)

8. Michel, O.: Cyberbotics ltd. webotsTM: professional mobile robot simulation. Int. J. Adv.
Robot. Syst. 1(1), 5 (2004)

9. Ratliff, N., Zucker, M., Bagnell, J.A., Srinivasa, S.: Chomp: Gradient optimization techniques
for efficient motion planning. In: International Conference on Robotics and Automation. pp.
489–494. IEEE (2009)

10. Pozar, D.: Microwave Engineering, 4th edn. Wiley (2011). https://books.google.hr/books?
id=JegbAAAAQBAJ

11. Matthaei, G.L., Young, L., Jones, E.M.: Microwave filters, impedance-matching networks, and
coupling structures (1980)

12. He, J., Gui, L., Jiang, T., Zhou, C., Lv, L.: Analysis on scattering parameters for coupled
microstrip lineswith bend discontinuities. In: Sixth International Conference onWireless Com-
munications and Signal Processing (WCSP). pp. 1–4 (2014)
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Challenges in Polystyrene Mold Making
for Clay Panels Using Robotic Hotwire
Carving

Marko Jovanović, Andrej Čilag, Marko Vučić, Igor Babić, Mirko Raković,
Vesna Stojaković, and Bojan Tepavčević

Abstract This paper examines akey challenge inmold-making for relief claypanels:
the issue of heat-induced curling and surface damage caused by dripping molten
plastic during the robotic hotwire cutting process. Our study specifically focuses on
analyzing how the speed of the hotwire tool influences the look of the mold ridges.
The emphasis is placed on the end-effector’s velocity pertaining to transition and
orientation between the toolpath targets. We hypothesize that the time taken for the
tool to travel between two targets is a critical factor, potentially leading to excessive
heat buildup in the mold‘s ridges. By conducting a toolpath evaluation, we aim to
determine if the prolonged travel time, rather than just the cutting speed, contributes
to the excessive heat that causes edge curling and surface damage on the ridges.
This research contributes to the mold-making process for clay panels, as it seeks to
identify the speed-related factors that can be adjusted to mitigate these issues. Our
findings are expected to provide valuable insights into the quality and precision of
molds used for imprinting clay.

Keywords Hotwire temperature · Orientation · End-effector velocity · Signal
analyzer

1 Introduction

Over the past two decades, architectural fabrication has undergone a significant
transformation, primarily driven by the integration of industrial robots. This evo-
lution, pioneered by innovators such as Gramazio and Kohler with their work on
the Facade Gantenbein Winery [1], and further explored in Bechthold’s research [2],
has revolutionized traditional construction techniques, merging them with advanced
computational design. These developments have enabled more intricate and precise
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Faculty of Technical Sciences, University of Novi Sad, 21000 Novi Sad, Serbia
e-mail: markojovanovic@uns.ac.rs
URL: http://www.ftn.uns.ac.rs

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
D. Pisla et al. (eds.), Advances in Service and Industrial Robotics, Mechanisms
and Machine Science 157, https://doi.org/10.1007/978-3-031-59257-7_49

495

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-59257-7_49&domain=pdf
mailto:markojovanovic@uns.ac.rs
http://www.ftn.uns.ac.rs
https://doi.org/10.1007/978-3-031-59257-7_49


496 M. Jovanović et al.

architectural designs, utilizing the versatility of industrial robots, which is evident in
the diversity of their end-effectors or tools [3].

In the specialized field of Digital Ceramics [4], this technological advancement
has led to innovative approaches in fabricating clay panels, employing both mold-
making and sculpting. Robotic hotwire cutting and milling are used to fabricate
polystyrene molds for shaping clay elements [5–7], while computational methods
by Tan and Dritsas [8] and Guo et al. [9] have shown potential in direct sculpting
and carving of clay panels, albeit requiring extensive tool path optimization.

In this context, hotwire carving emerges as a suitable approach to combine the
clay sculpting and hotwire cutting to fabricate intricate molds for clay imprinting
(Fig. 1a). This technique, inspired by traditional clay sculpting but enhanced with
robotic accuracy, addresses the malleability challenge effectively. Key considera-
tions for robotic toolpath generation in hotwire cutting are temperature control and
cutting speed, as these significantly impact mold quality (Fig. 1b). Various research
methodologies address these parameters. Vučić et al. [10] relies on empirical data for
fabricating porous structures, while other studies, like those of Brooks and Aitchi-
son [11] and Gallina et al. [12] incorporate sensory feedback in the hotwire cutting
process, optimizing it for expandable polystyrene foam. This necessitates compre-
hensive analysis and preparation, as shown by Park et al. [13] in their architectural
foam cutting study.

This study seeks to enhance the understanding of mold-making in Digital Ceram-
ics, focusing on the intricacies of using industrial hotwire cutting for creating molds.
Our investigation centers on the problems of heat-induced curling (Fig. 1c) and
surface damage caused by molten plastic dripping during the hotwire cutting pro-
cess(Fig. 1d).

The aim is to analyze if the speed of the hotwire tool, specifically the velocity in
terms of transition and orientation between targets, affects these issues. We hypothe-

Fig. 1 Polystyrene mold for clay imprinting; a relief mold with ridges; b hotwire carving tool
cutting out ridges; c heat-induced curling effect on the ridge sides; d surface damage caused by the
molten plastic dripping



Challenges in Polystyrene Mold Making … 497

size that prolonged travel time between targets contributes significantly to excessive
heat buildup, leading to curling of the mold’s edges and damage to the surfaces.
This research contributes to the field by identifying critical speed-related factors in
the hotwire cutting process that can be adjusted to mitigate these challenges, ensur-
ing the quality and precision of molds for clay panel imprinting. Our findings are
expected to offer valuable insights into optimizing the mold-making process, align-
ing the technical precision of robotic fabrication with the aesthetic requirements of
ceramic design.

2 Methodology

Themethodology of this study is structured into two primary subsections - the design
logic for the relief ridgemold and the fabrication approach using robotic hotwire carv-
ing. This dual-pronged approach offers a holistic view of the methodology, underlin-
ing the importance of both design and fabrication in creating effective polystyrene
molds for Digital Ceramics.

2.1 Design Logic

The relief mold design hinges on the creation of specific ridge patterns. These ridges
are formed by employing Boolean difference operations on a set of solid models,
derived from swept polysurfaces. These polysurfaces are generated using closed
planar profile curves and guideline curves (GC), which are then capped to complete
the solid forms (Fig. 2).

Fig. 2 Relief Ridge Mold—Utilizing a profile curve in conjunction with a guideline curve to
generate a swept surface ridge, enabling the precise subtraction of material from the polystyrene
block model for mold creation
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Guideline Curves Guideline curves are pivotal as they dictate the path followed
by the hotwire tool. The tool’s profile, chosen to be an isosceles right triangle, is
positioned perpendicularly to the tangent vectors at each GC’s start. To form the
ridges, the profile curve is swept along theGC, ensuring it extends beyond the block’s
borders for effective subtraction. The utilization of spline-based GCs offers fluidity
and intricate tiling possibilities, enabling versatile interpretations of tectonics in the
clay material. A critical aspect is the interrelation between ridge depth and width,
governed by Eq.1:

w = 2 ∗ tan(α) ∗ d. (1)

Here, w represents the ridge width, α is the angle between the inclined profile
edges and the vertical axis, and d signifies the desired depth. Appropriate values for
depth and width are essential to ensure a balanced interaction between ridges and
flat panel areas.

To streamline the creation of spline GCs, a primary GC is generated first (Fig. 2,
shown in red), with subsequent curves interpolated over a designated span relative
to the ridge width (Fig. 2, shown in blue). The number of interpolated curves is
determined as the ceiling rounded quotient of the longest distance between main
neighboring curves and the width w.

To address overlaps and ensure ridge uniformity, the profile shape is rotated around
the vertical axis at each point along the GC by an angle “β”, calculated as per Eq.2:

β = arccos
w1

w
. (2)

where w1 is the shortest distance between the specific point and the neighboring
curve. This process results in a swept surfacewith varying profile curves, culminating
in the final relief mold design. With the design phase complete, the focus shifts to
the fabrication process.

2.2 Fabrication

Unlike conventional 3D printing or CNC milling methods, our fabrication phase
heavily relies on the precise orientation and position data of the tooling process. This
approach is critical for the accurate execution of commands by the industrial robot,
closely aligning with the pre-designed 3D model.

The critical aspect of the fabrication involves meticulously orienting the robot’s
end effector, equipped with the cutting tool. This precise orientation is essential
for ensuring both dexterity and accuracy during the cutting process. The transition
from digital design to physical fabrication requires the generation of “targets” that
define the position and orientation of the robot arm’s end effector, employing inverse
kinematics for determining the robot’s joint angles during transitions between targets.
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Fig. 3 Difference in TCP velocities between two targets with varying orientations. a Case I: iden-
tical orientations of targets; b Case II: the second target is rotated around the z-axis by 180◦C,
showcasing the effect on the robot’s velocity

Additionally, the fabrication process integrates extra targets along existing tool-
paths, enabling smooth entry and exit of the tool from the polystyrene block. Simu-
lation tools play a pivotal role at this stage, covering aspects like target reachability,
joint movement, and collision detection. These simulations are crucial to confirm that
all targets fall within the robot’s operational range, the joint angles remain within
their limits, and no collision risks are present.

Our approach to address potential fabrication issues hinges on the analysis of the
robot’s Tool Center Point (TCP) movement over short distances, especially when
significant orientation changes are involved. To analyze this, ABB Robot Studio
[14] programming environment was used that allows signal analysis to monitor the
velocity and other parameters of the robot itself. We posit that in such scenarios, the
robot prioritizes angular velocity adjustments, leading to a recalibration or reduction
in its velocity. This hypothesis was tested on two closely positioned targets with
varying orientations—one with identical orientations and the other with a target
rotated 180 ◦C around the z-axis. As illustrated in Fig. 3, in the first scenario, the
robot maintains maximum velocity with negligible angular velocity, whereas in the
second scenario, a dominant angular velocity necessitates a reduction in velocity.

3 Results and Discussion

Our study focused on the mold-making process using an industrial robot, which
moves along a path of targets to form the desired mold profiles in a polystyrene
block (Fig. 4a). The tool that is used is a 1.6 mm hotwire tool that is shaped as
an isosceles trianlge with one side having parts feeding into the heating tool. The
primary issue observedwas the excessivemelting of polystyrene, particularly in areas
wheremold profiles are narrower.We hypothesize that this problem is predominantly
due to deviations from the constant velocity of the TCP during the cutting process.
In this study, we examine a specific example of the off-line simulation process for
fabricating relief ridge molds. Figure4b shows a panel with targets in front of the
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Fig. 4 Selected path for detailed analysis

Fig. 5 TCP velocities (velocity and angular velocity) of the analyzed path, highlighting areaswhere
problems occur

robot, with a specific trajectory highlighted in white, to investigate both velocity and
angular velocity between neighboring targets.

In order to test this we focused on the system analyzer to check if the quuality
depends significantly onmaintaining a constant TCP velocity.When the robot’s TCP
transitions between targets that are closely spaced and have significant orientation
changes, the angular velocity tends to increase, resulting in a corresponding decrease
in velocity. This phenomenon was particularly noticeable in areas where the orien-
tation change was substantial, leading to longer exposure of the mold to the hot wire
and consequently higher temperatures than intended.
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Figure5 shows a critical part of the pathwhere the problem is evident. Around 36s
into the path execution, a significant change in target orientation leads to a marked
decrease in velocity and an increase in angular velocity. This reduction in velocity
causes the tool to remain longer on the path, which is assumed to result in excessive
melting of the mold material.

The robot’s movements are instructed to achieve both linear movement and TCP
reorientation simultaneously. However, when the distance between targets is too
small to satisfy the orientation change at maximum velocity, the robot prioritizes
angular velocity, and the velocity is recalculated and reduced. This issue is com-
pounded by the robot’s maximum velocity limits as defined in its movement instruc-
tions [15].

Our findings highlight a critical aspect of robotic mold fabrication: the importance
of balancing TCP velocities to avoid excessive melting and deformation of the mold.
Futureworkwill involve testing this observationon a series of smaller tiles to compare
results and further refine the fabrication process.

4 Conclusion

Our study identifies that the quality of polystyrene molds in clay panel fabrication
is highly dependent on maintaining constant TCP velocities. Deviations from these
velocities, particularly in scenarios with tight target spacing and significant orienta-
tion changes, lead to detrimental effects such as excessivemelting and deformation of
themold. This research highlights the need for careful calculation and control of TCP
velocities during the hotwire cutting process. Future work will focus on optimizing
these velocity parameters to prevent issues like curling and excessive melting, thus
improving the overall quality and precision of the mold-making process in Digital
Ceramics.
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Robotic Platform for Position Control
of a Ball

Simona-Daiana Sim , Attila Medgyesi , Zs. Lendek , Calin Vaida ,
Vlad Mihai Mihaly , Mircea Susca , Petru Dobra , and José Machado

Abstract The present paper proposes and describes an approach to stabilizing a ball
on a rectangular surface using a three-armed robotic system. The system is based on
advanced image detection for accurate ball and surface identification. The hardware
includes three servo motors controlled by an Arduino board, and the camera used
is a mobile phone connected to the computer. The control of the arm movements is
achieved by a PD controller. The components were printed with a 3D printer. The
technical details of the system, as well as the PD controller are presented in detail,
highlighting the effective interaction between the theoretical and practical sides.
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The development of this system offers an interdisciplinary perspective, combining
knowledge from mechatronics, machine vision, and robotic control.

Keywords Robotic control · Image processing · Rehabilitation control

1 Introduction

In recent decades, the field of robotics [1–3] has seen significant advances, bringing
with them new challenges and opportunities in the development of autonomous
systems.One of these areas is real-time robotic control [4], where advanced technolo-
gies [5] are used to coordinate and regulate the movements of mechanical systems.
In this context, the present article proposes an approach for stabilizing a ball in the
center of a rectangular surface, using a complex system consisting of three robot
arms controlled by servo motors.

The aim is to develop a control system capable of monitoring and adjusting the
position of the ball on the given surface. This approach requires the use [6] of a
closed control loop in which information from the environment is captured by a
video camera. The system determines the necessary commands for the servo motors
of the robot arms, thus keeping the ball in the center of the surface.

Works such as [7–10] have addressed similar position control problems using
different technologies and algorithms. Relevant aspects of machine vision and image
processing are discussed in [11]. These previousworks serve as reference to ourwork.
The development and implementation of the system in [12] integrates knowledge
from mechatronics, control engineering, machine vision, and signal processing [13–
15] served as inspiration to use small servo motors, and a low-cost development
board to implement the described detection and control algorithm. A key issue is the
robustness of control systems to disturbances and uncertainties given the dynamic
environment and variable interactions with the ball and the surface. Robust control
strategies are discussed in [16], motivating the choice of a PD controller. Also, the
dynamic model is described as in [17].

The main goal is to present a multidisciplinary educational project with varia-
tions in the fields of mechanics, image processing and control. Similar systems have
been developed and advanced control approaches used. For example, [9] presents an
effective control based on neural networks. In this paper, we show that a simple PD
controller can also stabilize the system. Also, such a project is one with low costs,
the advantage being given by the development board used and the use of the phone’s
camera for image detection instead of a specialized camera.

The article presents the hardware design, the mathematical model, control strate-
gies, and software applicability. It is intended as a first step to implement functional
software in medical robots, which are currently having a great impact. The designed
and developed platform is versatile and can be used effectively in ankle rehabilitation
applications, such as [18].
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The article is structured as follows: In Sect. 2 the hardware part is presented,
including the development board, the servo motors and the 3D support; in Sect. 3 we
describe the image processing and ball detection; Sect. 4 presents the mathematical
model of the system and the controllers described; in Sect. 5 the results are presented,
and Sect. 6 concludes the paper.

2 Hardware Design

For the hardware design of the system, we opted to use three servo motors to control
themovements of the robotic arms and thus thepositionof theplatformvia anArduino
board. This systemprovides a flexible and efficient platform for implementing control
algorithms. We chose SG90 micro servomotors [19] because of their precision and
ability to control specific rotation angles. They allow precise adjustment of the angle
of rotation, smooth and controlled movements, essential for keeping the ball on the
rectangular surface. Parameters such as speed, torque, and angular position can be
adjusted using the Arduino board for implementing the controller.

The Arduino Nano board (small, direct connection to computer) is the core of
the control system, facilitating efficient communication between the computer and
servo motors. Programs implemented on the Arduino receive information from the
computer and generate the appropriate signals to control the arm movements. The
board also offers the possibility to use a diverse set of software libraries and resources
such as Servo and UART serial communication libraries [20, 21], simplifying the
development and implementation of control algorithms.

Using a mobile phone as a camera has many advantages. Modern phones are
equipped with high-performance cameras and image sensors, providing quality data
for visual analysis. This is why we chose to use a mobile phone instead of more
advanced camera system.

To design the structural components of the system, 3D modelling of the arms
and other necessary elements (like support elements) was first realized. This process
allowedan accurate and adaptable design to thegeometric requirements of the system.
The size of the platform is 140× 140mm. The elements were subsequently printed
using a 3D printer. The PLA materials used for printing are selected for strength,
durability, and weight to ensure optimal operation of the robotic arms. The 3Dmodel
and the resulting platform are shown in Fig. 1. The servo motors are located under
the platform and control its inclination through the angle of rotation. The motors
are located 61 mm from the center, every motor rotated with 120°. The camera is
placed above the board to detect its entire area, including the position of the ball
when it is placed. The spherical couplings are at a distance of 65 mm from the center
of the platform. The distance of the platform from the table is chosen to ensure the
largest and most efficient range of movement of the platform and is 58 mm. The arm
between A and B is 36 mm long, between the engine and A the arm is 26 mm long.
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Fig. 1 D model and the actual system

3 Image Processing

Image detection is a crucial component in our system, and the use of the OpenCV
library in the Python language has significantly facilitated this functionality.

For surface identification, we implemented cv2.findContours from OpenCV, a
function that locates and highlights contours in an image. This allowed us to define
and delineate the area we consider relevant for keeping the ball in the center of
the rectangular surface. The algorithm dynamically adapts to changes in light and
contrast, thus ensuring consistent and accurate detection of the area of interest. These
image sensing techniques are integral to obtain the position of the ball and platform
and to control the position of the ball.

For ball detection, we used the cv2.HoughCircles function from OpenCV, which
is based on the Hough transform [22] to identify circles in images. This algorithm is
used for accurately identifying the position of the ball on the platform.The parameters
have been tuned based on the actual radius of the ball and experiments to ensure robust
detection that is adaptable to operating environment variables. Figure 2 illustrates
how the platform is delineated and how the ball is detected.

Fig. 2 Platform and ball detection
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4 Geometric Model Calculation

Since the ball on the platform is unstable, precise ball stabilization involves control-
ling platform movements. To achieve this goal, the servo motors are used to change
the platform angle in the x and y− axis direction. Therefore the backward kinematics,
i.e., the motor angles as a function of the controlled platform angles are computed.

Our system has three actuators (red in Fig. 1 under the white platform), providing
three degrees of freedom when positioning the platform. These degrees of freedom
are represented by the angles on the x and y− axis and the distance of the platform
from the table. The kinematic model of the system is based on [23]. The dynamic
model [24] is obtained considering the angle rr as an input and the position as output.
Point A is a rotary coupling, Point B is a spherical coupling. Given the height imposed
by the system, we compute the coordinates of points A and B, as shown in Fig. 1,
and we obtain a system of equations providing arithmetical connection between the
angle of the motors and the x − y angles of the platform.

5 Controller Design and Results

Under the assumption of two friction and stiction, the dynamic model [17] in the
direction of the x-axis is:

ẍ = g · sin(u) (1)

where g = 9.81m/s2 and similarly for the y-axis.
To control the system, both PID and PD controllers were considered. The

controller provides a desired x, y angle for the platform, which is converted to servo
motor angles determined based on the geometric model. Since our goal is to stabilize
the ball at a desired position (xd, yd). The position error on the x axis is computed
as ex = x − xd and the desired velocity should be 0. So evx = vx .

A stabilizing PD control law was determined as:

Commandx = ex · (−0.08)+ evx · (−0.018) (2)

where the control gains were tuned to ensure fast error correction, and to reduce
overshoot.

A comparisonwas alsomade between aPDand aPID regulator.A larger overshoot
and a more pronounced oscillation can be observed in the case of the PID regulator,
compared to themore calibrated response given by the PD regulator. TheXXposition
of the ball using the PD and PID controllers in simulation is shown in Fig. 3.

Although the gains were initially experimentally chosen, the PD control provably
stabilizes the ball at a desired point. One can, for instance, use the Lyapunov function:
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Fig. 3 Simulation results

V(ex , evx ) = 1.5 · e2x + 1.9 · e2vx + 0.15 · ex · evx (3)

which is positive definite and its derivative along the trajectories of the closed loop
system is negative for initial points close enough to the desired point.

Therefore, for practical implementation the PD controller (2) was chosen. The
controller was then implemented in Python and loaded on the board to control the
servo motors in discrete time, with a sampling period of T s = 0.03 sec. Imple-
mentation on the hardware allowed fine adjustments, such as taking into account a
delay that occurs due to the video camera of the phone that captures the image and
optimizations in real time.

The experimental results can be seen in Fig. 4.We have also tested the disturbance
rejection capabilities at second 49 when a disturbance occurs, which is rejected.

A video of one of the experiments is available at https://www.lendek.net/files/vid
eos/raad24.mp4

6 Conclusions

This paper describes a solution for stabilizing a ball on a rectangular surface. By using
a three-arm servo-driven system with image-based control, the project demonstrates
the potential of combining several domains (3D printing, image processing, robot
and servo motor control). Stabilization and disturbance rejection was achieved using
a PD controller.

Extending this perspective could have significant applications in the field of reha-
bilitation. Medical robots are used to assist in the medical rehabilitation of patients

https://www.lendek.net/files/videos/raad24.mp4
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Fig. 4 Experimental results

with different neuromotor deficits, helping to improve mobility and motor func-
tion. Similarly to controlling the position of the ball, a PD controller is useful for
developing advanced human–robot interactive activities.

By implementing an advanced detection system, without the need for additional
markers, the platform allows ball tracking in this initial project. Similar approaches
will be developed to detect the position of a limb, either upper or lower, by analyzing
its relative movements to the joint in question. The images provide real-time data
about the position and movement, thus contributing to the effective assessment and
management a rehabilitation process. Several modes of human–machine interactions
in which position control is necessary are described in [18]. By implementing a
position control algorithm, this platform has the potential to become a useful tool
to assist patients in executing correct and controlled movements [25]. The control
algorithm is simple enough to be implemented in medical rehabilitation where active
human–robot interaction, combined with other multimodal stimulation techniques
has shown great potential based onmultiple clinical trials with assistive, resistive and
path guidance as elective control solutions for chronic patients [17]. A pilot study for
this control solution on a lower limb rehabilitation device is scheduled for clinical
trials this year.
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Embracing the Gentle Touch: Design
and Simulation of an Intelligent Soft
Fingertip for Adaptive Agricultural
Harvesting

Nader Al Khatib and Daniele Cafolla

Abstract The increasing needs of a swiftly growing global population have empha-
sized the limitations of conventional agricultural methods, especially in agricul-
tural harvesting. Interestingly, the agricultural labour force is anticipated to decrease
resulting in unharvested and a subsequent loss of products. This paper presents
an intelligent robotic end-effector designed for transformative applications across
diverse industries, particularly in manufacturing and agriculture. The innovative
system integrates engineering advancements and simulation refinement to achieve
adaptability, precision, and controlled release capabilities. Looking forward, the
continuous refinement and optimization of this technology are deemed essen-
tial. The paper concludes by positioning this project as both a culmination of
current achievements and a foundation for the evolving field of intelligent robotic
manipulation.

Keywords Intelligent robotics · Agricultural robotics · Harvesting ·
Manipulation · Baromorph end-effector

1 Introduction

The escalating demands of a rapidly expanding global population heavily highlighted
the inadequacies in traditional agricultural practices, particularly in the realm of
agricultural harvesting. Forecasts suggest a 40% surge in human numbers by 2050,
necessitating a doubling of fruit production on a correspondingly expanded agricul-
tural area [1]. Paradoxically, the labour force in agriculture is predicted to halve,
implicating a deficit of around 5 million harvesters and consequentially, products
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worth the annual consumption of the European Union go unpicked annually [2].
This presents an exigent issue where an estimated USD 30 billion is lost in sales,
underlining the urgency for groundbreaking solutions [3].

In this light, the advent of intelligent robotics presents a compelling avenue, with
the capacity to address labour deficits and reinforce the efficiency of harvesting
operations [4]. Prior endeavours in automating harvesting operations have focused
on emulating the dexterity and sensory perception of human hands, keenly observed
in manual harvesting [5, 6]. The role of end-effectors has become a focal point of
inquiry due to their direct relation to the integrity of the harvest and operational
efficacy [5–7, 8]. Advanced methods of fabrication such as 3D printing, alongside
computational tools like finite element analysis, are leveraged in the design cycle to
enhance the performance of these end-effectors [7].

Pioneering end-effectors drawn inspiration from nature, the Festo’s bionic
“chameleon gripper”, are inspired by nature’s adaptability, mimicking the
chameleon’s tongue in dexterousness and sensitivity, and excelling in handling
irregularly shaped objects [8]. This approach embodies a profound intelligence of
biomimicry, crafting robotic solutions that are as ingenious as they are functional.

A variety of current research supports this new approach in the realm of robotic
harvesting. For example, a study extends the comprehension of the interplay between
robotic mechanism and agricultural efficiency, proposing a novel dual-arm robotic
harvester optimized for a specific crop architecture [10]. These advancements,
coupled with others from emerging research, such as the development of a robotic
harvester adept at navigating the unpredictable terrain of an orchard floor [8], or
the design of advanced machine learning algorithms for precise fruit detection and
picking [11], highlight the dynamic progression of the sector.

Synthesizing these advancements with existing literature underscores a trend in
agricultural robotics towards solutions that are finely tuned, targeted, and adaptive.
The emerging path aims to bridge crucial gaps in labour and production, harmo-
niously aligning with the pressing sustainability and ecological goals of the modern
era.

Profound innovation in harvesting technology and overall agricultural produc-
tivity hinges on the seamless integration of robotic systems that embody ingenuity,
effectiveness, and adaptability to the unpredictable elements intrinsic to nature.
Grounded in rigorous academic exploration and developmental work, these strides in
technology have the potential to become the key in surmounting the dual challenges
of a soaring global populace and a contraction in agricultural labour.

In this paper, the proposal introduces a distinct angle introducing embedded chan-
nels with a specific morphology for compressed air within the fingertips themselves
in combination with rigid structures, allowing for fine-tuned control over grip stiff-
ness in different scenarios. The proposed solution balances the malleable nature of
existing gripperswith the durability of traditionalmechanisms, offering a transforma-
tive approach to grip modulation that can be adjusted in real-time. The fingertips can
morphologically adapt their embedded shape and texture to enhance embracement
and minimize damage, ensuring the integrity of a diverse range of harvested goods,
from the robustness of root vegetables to the delicacy of vine-ripened tomatoes. The
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design and simulation of compliant soft modular fingertips is introduced, inspired by
the nuancedmovement and adaptability of human fingertips. Different morphologies
have been tested and the one that endeavours to encapsulate the deft touch required
to handle different ranges of agricultural products without compromising speed or
convenience has been chosen.

The goal of the presented concept is to push the existing frontiers of agricul-
tural robotics by seamlessly integrating advanced sensing and actuation techniques
with principles derived from soft robotics. This integration aims to harmonize the
traditionally conflicting demands of gentle handling and operational efficiency in the
context of harvesting applications.

2 Device Operation Principle

The heart of the system lies in the cellular cushions distributed across the end-
effector’s gripping surface. These cushions, resembling cells, facilitate adaptability
and precision in robotic handling. Figure 1 shows the conceptual scheme of the
proposal.

What sets this system apart is the incorporation of precision valves or pumps,
acting as gatekeepers for the inflation and deflation of cellular cushions. The valves,
that will have a future development, receive instructions from the intelligent system,
which conducts a prior analysis of the surface characteristics of the target object.
This strategic analysis enables the system to determine optimal grip parameters,
considering factors like texture, shape, and material composition. Additionally, the
adaptability of cell dimensions adds another layer of sophistication to the system. The

Fig. 1 Scenario of
strawberry picking with
double plates
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cellular cushions, being the fundamental building blocks, can be tailored to specific
needs and spatial constraints. In contrast to this, the before mentioned systems,
while also incorporating adaptive features, lack the customization, that facilitates
a fine-tuned adaptation to diverse objects. The proposed cellular cushions, akin to
fundamental building blocks, offer a high degree of customization. Tailoring the
dimensions of these cells becomes a strategic option, allowing the system to be
fine-tuned to specific requirements and spatial constraints. This adaptability in cell
dimensions represents a dynamic characteristic not explicitlymirrored in systems that
primarily focus on geometric adaptability without the added dimension of regulating
pressure.

The integration of cellular cushions, coupledwith the future development of preci-
sion controls, positions our system as a comprehensive solution that excels not only
in adaptability to object geometry but also in regulating the pressure exerted during
the gripping process. This dual functionality distinguishes our system from others in
the field, contributing to a more nuanced and precise approach to robotic handling.

3 Fingertip Module Simulation

To understand the capability of the proposed design a FEM analysis using the
described conceptual design has been analysed using the material which charac-
teristics are shown in Table 1. The fingertip inflation mechanism utilizes a specific
air intake located at the back of each module, with its position determined by the
application identified with the letter “C.” Furthermore, Fig. 2 shows the adaptability
of the module’s shape (B), and dimensions (A) allows for customization, catering to
the unique needs of gripping different products.

For this simulation, a module of A = 22.05 mm and B = 120.00° has been set.
The simulation centres around a simplified representation of a strawberry, acting

as a model object enclosed by the inflating cushion array. In this regard, a targeted air
pressure range of 0.00–1.00 bar was chosen as a benchmark for the specific example,
providing a foundation for customizing deformation according to the component’s
specifications.

Ensuring the attainment of the designated pressure within the gripping system is
fundamental for optimizing its performance and adaptability across diverse gripping.
This approach allows for the utilization of compressors or dedicated air pumps to

Table 1 FEM input
parameters Parameters Value

Material: Silicon, rubber

Density 1.25E-06 kg/mm3

Poisson ratio 0.49

Young’s modulus 0.003 GPa
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Fig. 2 Technical drawings of the specific module

deliver air to the cellular cushions distributed across the gripping surface of the end-
effector. It is crucial to acknowledge that employing components with diverse shapes,
thicknesses, and materials may necessitate adjustments in the pressure settings. This
adaptability ensures that the system can dynamically accommodate variations in the
characteristics of the components being gripped, underscoring its versatility across
a spectrum of applications.

Specifically, the simulation addresses three key stages of inflation, each aligned
with precise pressure levels: 0.00 bar, 0.50 bar, and 1 bar.

The observed displacement plays a consequential role as it gives rise to a distinct
cavity, demarcated by the differential in displacement. The existence of this cavity
is visually corroborated in the figures presented in Sections in Fig. 3 and in Fig. 4.
Notably, during this process, the maximum displacement observed is 7.86 mm, that
can be seen in the Fig. 5. These sections offer a visual narrative, illustrating how the
cavity forms and functions as an enveloping structure for the product held within the
grasp of the end-effector.

The results of this simulation quantify the system’s performance through key
parameters such as displacement and shows the dynamic process of cavity forma-
tion. This dual assessment contributes to a comprehensive understanding of how the
proposed system effectively adapts to different pressure scenarios, offering a glimpse
into its potential applications in real-world gripping and handling scenarios.

Furthermore, the simulation results align with anticipated behaviour, highlighting
the system’s adaptive capabilities and precision. One identified vulnerability in the
proposed gripping system lies in the potential risk of puncturing and subsequent
air loss from the surface. However, a strategic mitigation approach is envisioned
to address this concern effectively. By incorporating an additional protective layer
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Fig. 3 Section view of the
inflating areas

Fig. 4 Section view of the
inflating areas in isometric
view

or a soft isolating material, the system can bolster its resilience against puncturing
objects.

This supplementary layer serves as a preventive barrier, acting as a shield between
the external environment and the air chamber within the gripping surface. In the
event of contact with sharp or puncturing objects, the protective layer absorbs or
deflects potential threats, minimizing the risk of damage to the system’s integrity.
This proactive measure not only safeguards against air loss but also enhances the
overall durability and longevity of the gripping mechanism. The significance of
these findings lies in the system’s ability to dynamically create a designated space,
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Fig. 5 Deformation scale

or cavity, for the grasped product at different pressure levels. This adaptive response,
highlighted through the simulation stages, underscores the nuanced control andversa-
tility embedded in the proposed gripping mechanism. As the pressure levels vary,
the system adeptly adjusts, influencing the displacement and consequent formation
of the enveloping structure, thereby ensuring optimal handling of diverse products.

Finally, the FEM results shed light on several crucial aspects of the system:

• Pressure Distribution: The simulation provided insights into how the cellular
cushions distribute pressure across the gripping surface during inflation. This is
paramount in understanding how the system adapts to different gripping scenarios
and pressures.

• Deformation Patterns: By analysing deformation patterns under different condi-
tions, the FEM offered a nuanced understanding of how the system responds to
external forces and object geometries. This is crucial for ensuring controlled and
precise gripping.

• Stress Analysis: The FEM highlighted stress concentrations within the system,
guiding the identification of potential weak points. Addressing stress concentra-
tions is essential for enhancing the overall structural integrity and reliability of
the system.

• Dynamic Response: The FEM simulations delved into the dynamic response of
the system during gripping and releasing actions. This provided valuable insights
into the system’s adaptability and responsiveness in real-world applications.
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4 Conclusions

This project’s integrated approach, encompassing engineering innovation, and simu-
lation refinement, positions the intelligent robotic end-effector as a transformative
solution in diverse industries. From manufacturing to agriculture, its adaptability,
precision, and controlled release capabilities promise to redefine the landscape of
robotic manipulation. A comprehensive FEM was conducted to scrutinize the struc-
tural behaviour of the proposed gripping system. The analysis encompassed diverse
scenarios, evaluating the system’s response to varying pressures, deformations, and
potential stress points. The key objective was to ascertain the system’s robustness and
its ability to withstand operational challenges, including the identified weak point of
potential puncturing and air loss.

Ongoing refinement and optimization of this technology will be essential. This
project serves not only as a culmination of current achievements but as a foundation
for the evolving field of intelligent robotic manipulation.
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Increasing the Energy Efficiency
of Robotic Workplaces

Rostislav Wierbica , Jakub Krejčí , Václav Krys , and Tomáš Kot

Abstract Like other industrial sectors, the robotics industry is pressured to reduce
energy consumption while maintaining production efficiency. In addition to the eco-
nomic benefits, reducing consumption also reduces the carbon footprint of produc-
tion.While reducing consumption by changing mechanical structures and restructur-
ing production lines can be beneficial, it reduces the versatility of robotic workplaces
and is time-consuming. Our proposed solution reduces the energy consumption of
the robotic workstation based on the optimal placement of the work object in the
robotic cell. In this case, the optimization process is simulated on an industrial robot
software platform. The result of the optimization is the determination of the most
energy-optimal position for the placement of the work object. In experiments, it was
found that up to 71.8% of the energy consumption of the 6-DOF industrial robot can
be saved by this approach. The correlation between the simulated and real workplace
tasks was also verified.

Keywords Energy consumption · Industrial robot ·Workplace layout ·
Simulation · Optimization · Industry 5.0

1 Introduction

The motivation for energy optimization of robotic workplaces is primarily to reduce
the economic burden of these workplaces, to save costs in the industry and to reduce
the carbon footprint of production, which is part of the Industrial Revolution 5.0
[1]. Numerous studies described in this survey [2] come up with several differ-
ent approaches for reducing energy consumption. These include optimizing non-
energy efficient components in the design, which, for example, includes appropri-
ately selected powertrains for each robot axis. Optimization of mechanical structures
that address the lightweighting of robot arms and reduction of inertial force. Regular
maintenance of the robot system can also achieve energy savings, which will lead
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to higher component efficiency. In our study, we present an approach through the
robot software that focuses on the proper setup of the operation itself. Unlike the [3]
paper, where the measurement is performed using an external 3-phase power qual-
ity analyzer, our study uses only software tools to determine the optimal settings.
When using RobotStudio software for the ABB family of robots, we assume that
the dynamic model does not differ from the real robot model. With this assumption,
we can simulate the robot’s task in all possible settings and situations and determine
the most suitable position for energy consumption. The paper also describes the
software developed to filter out invalid robot positions so that only valid positions
are included in the simulation. Similarly to paper [4], we examine various robot
parameter settings, such as robot speed. Part of our work also focuses on the con-
figuration of the robot’s joints, which significantly impact energy consumption. The
optimization process results in an energymap indicating the positions where the low-
est energy consumption is expected. Implementing this methodology in production
planning using industrial robots would lead, as already mentioned, to economic and
environmental savings.

1.1 Inputs for the Optimization Process

The assumed inputs for the optimization process are models of the robot and its
workplace, including all peripherals. Models should be as close to reality as possible
but do not have to be exact replicas. In principle, the more accurate the models are,
the more accurate the simulation results are expected to be. Anyway, we can use
simplified models for peripherals that are relevant for the simulation only because
of possible collisions with the robot when performing the task. As mentioned in the
introduction, a prerequisite for relevant simulation results is a dynamic and kinematic
robot model. For this reason, the ABB RobotStudio software, which is expected to
fulfil this requirement, is used. If a similar simulation tool was not used, it would be
necessary to follow a similar procedure as in the [5] article, which describes identi-
fying a dynamic robot model. Another expected input for the simulation is the exact
trajectory of the robot’s TCP (Tool Center Point) that the industrial robot executes
when performing a given task. For this reason, our proposed optimization procedure
is particularly suitable for applications with a technologically fixed trajectory, such
as robotic deburring, gluing, sealing, etc.

2 The Optimization Procedure

The goal of this research is not to find the optimal trajectory but to find the optimal
location of the trajectory concerning the robot in the robot workspace and also to
find the optimal robot joint configuration (pose) for a given trajectory. The search
for trajectory positions in space is performed to compare the energy consumption
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at different locations in the robot’s workspace. When designing a workspace, the
robot may be placed in an energetically disadvantageous position. At the same time,
there may be a position in which the robot performs the same task with less energy
consumption. So, as a part of the optimization process, shown in the Fig. 1, the
entire workspace of the robot in which the task can be performed is searched. After
this, all valid positions found are compared regarding robot energy consumption.
Because of the many possible entry positions, custom software is used to find all
theoretically valid trajectory positions. Note that this software is unnecessary for this
application, but its use will speed up the entire simulation process. The procedure for
finding trajectory positions is described in Sect. 2.1. Two case studieswere conducted
to verify the simulations. For this purpose, two robotic workstations were chosen,
each designed for a different technological operation. The results of the studies are
presented in Sect. 2.3.

2.1 Preparing the Grid of Work Object Placement Options

The trajectories are always programmed from a referenceWorkObject, a user-defined
coordinate system.A custom simulation software is used to find the positions of these
WorkObjects. In this software, the robot’s kinematic parameters (Denavit-Hartenberg
parameters, joint ranges) and collision volumes are defined. The software is used
to find all possible positions of the WorkObjects in which the robot can perform
the desired task. This is done in a discrete representation of the workspace—in a
grid, so only positions a chosen distance apart (in our case—50mm) are tried. This
process is done to save simulation time in the following steps—it is not desirable to
perform full dynamic simulation on tasks that the robot cannot fulfill for kinematic,
dimensional or collision reasons. For the first case study in Fig. 2a, 66,873 positions
were theoretically possible, but only 6726 valid positions remained after filtering
out.

Fig. 1 Flowchart of the optimization procedure

Although the robot’s kinematic parameters and collision volumes are defined in
the custom software, it may happen that some positions of the filtered work objects
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will be invalid for the real robot. This is because our software does not know all the
constraints of the real robot. These constraints will only occur during the simula-
tion in RobotStudio. Therefore, modifying the simulation to check these positions
beforehand is necessary. If a given position of a WorkObject is found to be invalid,
the position is skipped. This will achieve as much automation of this process as
possible.

2.2 Description of the Case Studies

Two case studies were conducted with two different trajectories and two different
robots to evaluate the results. As a first case study in the Fig. 2a, a task that could
simulate robotic deburring is chosen. An ABB IRB1600-10/1.2 robot is used, con-
sidering an end effector (payload) of 2.8kg. The robot’s TCP speed is 100mm/s, and
the cycle time is 12.4 s. The simulation model is created in RobotStudio. In this sim-

Fig. 2 Illustration of case studies
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ulation scene, a virtual controller is created based on a backup of the real controller
from the workstation. The experiment always considers the same circular trajectory,
which is not flat – it changes in the z-axis with a radius of 350mm. As a second case
study in the Fig. 2c, a task that could simulate robotic sealing or the application of
a sealing compound is chosen. An ABB IRB 140-6/0.81 robot is used, considering
an end effector (payload) of 1kg. The robot’s TCP speed is 100mm/s, and the cycle
time is 18 s. The simulation model is created in RobotStudio as in the previous case.
In the experiment, a variously shaped planar trajectory is considered.

2.3 Simulation Results

The results from the first case study show that the influence of the trajectory posi-
tion and the robot configuration used is significant. In this case, two possible robot
configurations were used to perform the task. Figure3 presents the simulated energy
consumption results. Shown are energy maps that show different robot configura-
tions. The energy consumption is expressed as a color spectrum from green to red.
The blue line shows the simplified kinematic structure of the robot. For configura-
tions 1 and 2, significantly more energy-intensive locations can be found. Table1
shows the lowest and highest energy consumption for each robot configuration and
the percentage differences between the lowest and highest values. For this particular
case, an energy saving of 65.5% can be achieved by performing the same task.

Fig. 3 Energy consumption of the robot IRB 1600

The results from the second case study with the ABB IRB 140 robot confirm
the results from the previous study—the influence of the trajectory position and the
robot configuration used on the energy consumption is also evident here. In this
case, four possible robot configurations were used. For this task, the number of valid
positions varies considerably between the different robot configurations. Figure4
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Table 1 Energy consumption of IRB 1600

Joint Lowest Highest Energy Maximum energy

configuration energy [J] energy [J] difference [%] difference [%]

1 218 527 58.6

2 272 631 56.9 65.5

Fig. 4 Energy consumption of the robot IRB 140

presents the simulated energy consumption results, the same description applies
here as in the previous case. Table2 shows each robot configuration’s most minor
and most significant energy consumption. Also, the percentage differences between
the smallest and largest values are shown. For this particular case, an energy saving
of 71.8% can be achieved by performing the same task.
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Table 2 Energy consumption of IRB 140

Joint Lowest Highest Energy Maximum energy

configuration energy [J] energy [J] difference [%] difference [%]

1 551 864 36.2

2 530 759 30.2 71.8

3 481 884 45.6

4 507 1703 70.2

2.4 Simulation Verification

Three comparative measurements were made to understand better how the energy
consumed from the simulation model and the real workplace differ. The measure-
ments were performed on an ABB IRB1600-10/1.2 robot with a robot endpoint
speed of 100mm/s and a cycle time of 12.4 s. A certain correlation can be seen in
the Fig. 5 when comparing the results from the simulation model and the real mea-
surements. The simulation’s energy consumption waveforms match the real mea-
surements’ waveforms. However, they differ in the values—e.g. one cycle of the first
comparison measurement has a consumption of 389J in the simulation and 478J
in the real measurement, a difference of 18.6%. A similar difference was measured
for the second measurement, which was 19.5%. The most significant difference of
27.2%was found in the third measurement. The differences between the simulations

Fig. 5 Energy comparison of simulation and real measurement
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and the real measurement are most likely due to the inaccurate dynamic model in
RobotStudio, non-existent resistance, missing wiring, etc.

3 Conclusion and Future Work

Our paper describes a procedure to optimize the layout inside a robotic workplace
to reduce energy consumption and execute a work cycle for selected process appli-
cations. It is worth noting that the approach in this research considers finding the
relative position of trajectories between the robot and the robot workstation. Thus,
it does not matter if it is looking for the location of the trajectory relative to the
robot or the robot’s location relative to the trajectory. In this article, we search for the
location of trajectories relative to the robot. Applying the optimization to two case
studies shows that up to 71.8% of the robot’s energy consumption can be saved in
this way. In our approach, we also use our software, which can significantly speed
up the simulation in the case of more complex robot trajectories. For example, in the
first case study, the trajectory consists of 116 points—with this number of points,
the check in the custom software takes 0.43 s. In RobotStudio, this check would take
approximately 1200s, which is 3000 times longer. Significant time savings can be
achieved when designing robot workstations frequently, working withmore complex
trajectories and working with multiple robots. The method was tested on two serial
robots but we presume it is applicable to other kinematic structures as well.

Futurework should primarily focus on the applicability of this solution to a broader
spectrum of robots. The custom software to classify possible positions could also be
used to efficiently use resources, e.g., to recommend a more energy-efficient robot.
By positioning the robot or the trajectory appropriately in the workplace, it may be
possible to find a robot that is, for example, smaller and lighter but with sufficient
carrying capacity to perform the task. Furthermore, there is also an expectation to
apply the optimization to multiple workstations to debug potential problems better.
Finally, future simulations could implement modern AI technologies—for example,
reinforcement learning.
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Design of an Under-Actuated Mechanism
for Collecting and Cutting Crop Samples
in Precision Agriculture

Giuseppe Quaglia , Luca Samperi, Lorenzo Baglieri , Giovanni Colucci ,
Luigi Tagliavini , and Andrea Botta

Abstract Automating the processes of sampling and harvesting in precision agri-
culture is essential to expand the range of potential application scenarios. In this
regard, this paper presents the design and development of an under-actuated device
for grapevine harvesting and sampling. The tool is intended to be part of a set of
tools from which a rover for precision agriculture can choose to perform various
tasks. The tool presented in this paper is designed specifically for the gripper of a 7
d.o.f. robotic arm equipped by the rover Agri.Q, a service robot designed for agri-
culture. However, the design of the tool can be adapted to work with other robotic
arm grippers. In this research, the gripper output contact forces and the required cut
forces are experimentally measured to clearly define the design requirements of the
tool. Then, the functional design of the system is described and a kinematic model of
the mechanism is presented. Finally, the tool prototype is presented and tested with
green peduncles ranging from 2 mm to 6 mm in diameter.

Keywords SDG 12 · Autonomous harvesting · Under-actuated mechanism ·
Service robot · Precision agriculture

1 Introduction

In traditional agriculture, the inherent challenges of resourcemanagement, labor effi-
ciency, and environmental impact have long posed significant impediments to sus-
tainable and optimized crop production. Precision agriculture channels technological
advancements to address these challenges by incorporating data-driven methodolo-
gies [1]. Consequently, the integration of robotics stands out as a promising path.
Robots equipped with advanced sensing, actuation, and decision-making capabil-
ities hold the potential to reform farming practices, offering targeted and efficient
interventions at a level of precision that is unattainable through traditional means [3].
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Performing tasks such as harvesting, pruning, or any activity involving the precise
cutting and collection of plant parts poses a significant challenge for robots due to the
complex nature of the environment [5, 8]. In response to these challenges, the authors
have proposed Agri.Q, a mobile robotic platform designed for precision agriculture
in vineyards, featuring a robotic arm (Kinova Jaco 2) tailored for interacting with
crops [2, 4]. Agri.Q has an eight wheels locomotion system, similar to one previously
designed for the small-size robot Epi.q-Mod [6]. While the robotic arm incorporates
a two-finger gripper suitable for general grasping tasks, the need for a specialized tool
for cutting and collecting plant samples arises. To address this requirement without
altering the robotic arm’s end-effector, and to enhance flexibility andmodularity, this
study presents the design of an innovative under-actuated tool previously explored
in [7]. This tool is specifically devised to cut and collect samples, utilizing a general-
purpose robotic gripper for grasping and actuation of the tool.

2 Design Requirements

The robotic armgrippermust autonomously grasp, hold, and control the tools needed.
Moreover, the forces exerted by the gripper fingers should facilitate the tool actua-
tion, initially securing a sample, then cutting its branch, and later storing the sample.
Consequently, the designed mechanism should fit the robotic gripper and harness its
grasping force to execute its tasks. Therefore, to achieve an optimal design, exper-
imental data were collected for both the gripper grasping force and the required
cutting force.

2.1 Gripping Force Evaluation

The design of the presented under-actuated tool for autonomous crop sampling envi-
sions its easy adaptation on robotic grippers with different geometries and architec-
tures. To develop an experimental case study, a tool has been designed and prototype
has been built around the commercialKinovaGen2KG-2model. This under-actuated
two-finger gripper ensures the manipulation of cylindrical objects ranging from 55
to 100mm in diameter. Even though different gripping modes are enabled by this
gripper architecture, i.e. contact forces can be exchanged in different ways between
the four phalanges and the target object, this work only considers a manipulation
configuration where the proximal phalanges exert force on the grasping and cutting
tool. This choice is based on the experimental characterization of the proximal and
distal gripping forces of KG-2 as a function of its two degrees of freedom, which
shows that the action of the proximal phalanges alone leads to the highest possible
contact forces.

Figure1a shows the experimental layout used to measure the gripper contact
force Fc on the proximal phalange, where the robotic end-effector is kept fixed, and
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Fig. 1 a Experimental setup to evaluate gripper contact force Fc on the proximal phalange in the
maximum closure configuration. b Experimental results

a digital dynamometer evaluates the orthogonal contact force exchanged with the
gripper over its whole range of motion. The contact force, measured as the average
value of ten runs, is 59N in the maximum opening configuration and 29N in the
maximum closure configuration (Fig. 1b).

2.2 Experimental Cutting Forces

To evaluate the force required to cut branches of various diameters, a dedicated
experimental setup was devised (Fig. 2a). A blade is fixed to a load cell mounted on a
linear guide whose displacement is measured by a potentiometer. A second blade is
placed at the end of the linear guide stroke. Several grapevine branches with diameter
φ ranging from 1.5mm up to 5mm and different dryness were tested. For each test,
a branch was held above the fixed blade, while the moving blade was pushed down
until the branch was cut. Both the cutting force and the blade displacement readings
were measured.
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Fig. 2 a Experimental setup to evaluate branches cutting force. b Force required to cut branches
of various diameters

Figure2b illustrates the filtered experimental data. Each curve depicts the initial
contact of the moving blade with the branch (indicated by the onset of force increase)
and themoment when the branch is successfully cut (marked by a sudden force drop).
Typically, larger branch diametersφ correspond to increased cutting forces.However,
branch dryness also influences the outcomes. Nevertheless, the primary parameter
essential for the design of the cutting tool is the maximum required force, which is
60.6N.

3 Crop Sampling Tool Design

The under-actuated tool for autonomous crop sampling can be seen as a mechan-
ical system in between the robotic gripper and the target crop. Thus, the gripper
specifications and the cutting forces previously discussed constitute a set of require-
ments for the design procedure. Figure3 depicts the functional architecture of the
tool, namely an under-actuated linkage with four links and two compression springs
acting, respectively, between links 1 and 2 and between links 3 and 4. The combined
action of these springs and a mechanical end stop (cursor in E) maintains the tool
wide open when not actuated, as described by Fig. 3a. For clarity purposes, link 1 is
represented as fixed, as well as the two hinge joints in D and B. In this fashion, the
input force Fin exerted by the robotic gripper is entirely applied in A. Furthermore,
C and F are the two points at which the blades cut the branch (Fig. 3b, c).

It should be underlined that, in the actual device, none of the links of the mecha-
nism is fixed to the distal link of the robotic arm. Link 1 and Link 2 have geometrical
interfaces that match the geometry of the gripper fingers. One finger applies Fin to
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Fig. 3 Functional architecture of the under-actuated tool for autonomous crop sampling. a Rest
configuration. b Grasping configuration (links 3 and 1). c Branch cutting (links 1 and 4) and
subsequent holding (links 1 and 4). d Branch release

Link 2, as depicted in Fig. 4, and the other applies the same Fin to Link 1, sym-
metrically with respect to the X axis. Nevertheless, Link 1 is considered as fixed to
simplify the quasi-static modelling of the mechanism (i.e., Fin applied to Link 1 is
modelled as a reaction force).

Fig. 4 Sampling tool
geometric parameters
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Table 1 Crop sampling tool
final set of parameters

Name Value

a1 130mm

a2 28mm

b1 25mm

b2 21mm

d 15mm

t 5mm

m1 = m2 35mm

K1 0.58N/mm

K2 0.68N/mm

3.1 Kinematic Model

Figure4 shows a simplified representation of the crop sampling tool (link 3 devoted
to branch grasping is not reported) and the geometric parameters influencing system
performance. As main design specifications, the tool must guarantee the proper cut-
ting of a peduncle with a maximum diameter of 6mm with the reach of a maximum
cutting force FT= 60N (Fig. 2) with an input force Fin= 30N, that is the minimum
orthogonal force exerted by the gripper in correspondence of the proximal phalange,
as discussed above.
The tool performance can be evaluated in terms of both output blade rotation and
cutting forces. If, on one hand, a higher output blade rotation allows the sampling of
crops with a higher peduncle diameter, it also leads to lower values of output cutting
forces. To this aim, the linkage gain parameter can be defined as follows:

GF = FT

Fin
(1)

Hence, the final set of geometric parameters, which allows a maximum angle β ≈
20 deg, a total encumbrance along x axis of 130mmand a force gain factorGF ≈ 2.5,
is reported in Table1.

3.2 Executive Design and Prototyping

To test the functionality of the mechanism, a prototype was built mainly in additive
manufacturing based on the previous considerations. Links 1 and 2 were shaped to
accommodate the 2-finger gripper and facilitate an autonomous and secure grasping
of the tool. By redesigning the geometry of these two links, it is possible to adapt
the device to other two-finger grippers. The two blades have been slightly modified
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Fig. 5 Operation sequence for the grasping and cutting of a sample: a tool grasping, b peduncle
grasped, c peduncle cut, d sample released

starting from commercial blades for manual pruning. A high friction layer was added
to link 3 to securely hold branches. All springs present a preload regulation system
to tune the under-actuated mechanism behavior.

The developed tool and its entire application process were experimentally vali-
dated. In Fig. 5, the steps of operations for a sampling task during the experimental
trials are depicted. The functionality of the tool was validated with green peduncles
ranging from 2 to 6 mm in diameter.

The test followed a predetermined automated procedure, leveraging prior knowl-
edge of the peduncle’s pose concerning the robotic arm. In the structured and
controlled laboratory environment, the robot equipped with the tool performed a
grapevine sample collection with a success rate of 100%.
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4 Conclusions

This paper details the design, testing, and experimental validation of a crop sampling
tool aimed at collaborative robotic arms, specifically those with two fingers grippers,
for automated grapevine harvesting and sampling. This tool is conceived as part of a
toolset fromwhich a rover for precision agriculture can automatically choose. In par-
ticular, this research is part of the project Agri.Q that mounts a collaborative 7 d.o.f.
robotic arm, the Kinova Jaco2. Leveraging the tool’s under-actuated mechanism and
passive interface compatiblewith commercial two-finger grippers, the device exploits
a single input for both grasping and cutting procedures. Experimental tests were con-
ducted to evaluate gripper grasping forces and required cutting forces and to drive the
tool design. Secondly, the under-actuated mechanism is described and a kinematic
model of the device is derived. Based on the required cutting forces and available
gripper forces, the force gain of the device was selected as 2.5. The paper concludes
with the executive design, prototype development, and successful experimental val-
idation of the grasping and cutting tool. Although the experimental trials do not take
into account all the uncertainties that would affect the real implementation of the
concept in an agricultural environment, this preliminary study has demonstrated that
the concept of interchangeable tools that can be autonomously grasped and used by
the robot arm is worthy of further investigation. As further developments, sensors
and control algorithms will be added to the system to measure the relative pose of
the peduncle to be cut with respect to the robotic arm. When the process will be
fully automated, the last stage will be to assess the effectiveness of the tool in terms
of accuracy, repeatability, efficiency, and resolution, which are strictly dependent on
the entire system performance.
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An Exoskeleton for Overhead Work
Support Equipped with Pneumatic
Artificial Muscles: An Insight
on Transmission Design

Maria Paterna , Carlo De Benedictis , and Carlo Ferraresi

Abstract Exoskeletons are wearable systems designed to assist human limb move-
ment and reduce human muscle effort. Passive upper-limb exoskeletons are recently
spreading in industrial environments to aid workers during long, repetitive overhead
tasks. Generally, these devices engage spring systems to counterbalance the grav-
itational torque about the shoulder joint. This paper investigates and compares the
effects of two different transmissions on the performance of a passive upper-limb
exoskeleton based on pneumatic artificial muscles. Simulation results highlight that
the different design solutions can either favor awider range ofmotion or, alternatively,
a better ergonomics and ease of assembling and wearing the device.

Keywords Passive exoskeleton · Upper limb exoskeleton · Pneumatic artificial
muscles · Soft actuators · Wearable systems

1 Introduction

Exoskeletons are active or passive devices that, in general, mimic human kinematics
to support limbmotions and empower the user. Based on the aided human limbs, they
can be classified into lower-limb and upper-limb exoskeletons. Generally, the latter
must deliver less force and torque, but they are more complex from the kinematic
point of view. The primary purpose of a lower-limb exoskeleton is to assist loco-
motion, to provide stability, and to support user weight. Therefore, the high torque
demands usually require electric [1], pneumatic [2], or hydraulic actuators [3]. On the
other hand, an upper-limb exoskeleton must ensure a wide range of motion to allow
manipulation tasks. Active upper-limb exoskeletons have been employed in rehabil-
itation to control the movement of physically impaired patients. However, the high
number of degrees of freedom (DOF) of the upper limb (9DOF) and the complexity of
actuating and actively controlling eachDOFwhile avoiding the singularities increase
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the overall footprint, inertia, and power consumption. Therefore, these exoskeletons
are typically mounted on a stationary platform [4, 5]. Although some examples of
wearable active upper-limb exoskeletons designed to assist workers during overhead
repetitive tasks are present in the literature [6–8], passive exoskeletons exploiting
one or multiple springs and a transmission to transform elastic energy into an assis-
tive action are generally preferred in the industrial environment [9–11], aimed at
balancing the gravitational torque on the shoulder thus reducing workers’ muscular
effort. Springs are commonly employed because of their linear behavior. However,
they have a relatively low energy density, and a preload system is required to regulate
the exoskeleton’s supporting action.

Alternatively to traditional spring systems, pneumatic artificial muscles (PAMs)
might be employed as nonlinear gas springs because of their elastic properties [12,
13]. They have a high power-to-weight ratio and are simple to install, so they have
no negative impact on the weight and total size of the device. Moreover, safe human-
exoskeleton interaction is ensured by their softness and resemblance to human
skeleton muscles. Furthermore, broad customization of the actuator’s response to
suit different working tasks is made possible by the availability of PAMs in various
sizes as well as thanks to the ability to modify the action level by adjusting the
supply pressure. Finally, PAMs may be used in industrial applications since they are
low-cost, resistant to high temperatures, thermal gradients, dusty and dirty environ-
ments. Despite all these advantageous features, no passive upper-limb exoskeletons
currently use PAM for gravity-balancing purposes.

This work is focused on a passive upper-limb industrial exoskeleton based on
McKibben PAMs for assisting workers during prolonged overhead tasks. By design,
the torque provided by the exoskeleton at the shoulder joint should be as close as
possible to the gravitational one. Therefore, a transmission capable of matching
PAM nonlinear characteristic to external demand is necessary. This paper focuses on
identifying the transmission that optimizes the exoskeleton performance. Two design
solutions are presented and discussed. The PAMs are positioned behind the user’s
back in both scenarios, and the traction force is transmitted by a cable that slides on
a fixed shoulder pad of appropriate profile (configuration A) or wraps on a cam that
rotates about the shoulder flexion axis (configuration B). Configuration A has been
already presented in a previous work of the authors [13]. The results highlighted high
support action (up to 74% of the gravitational torque is provided by the exoskeleton)
but a limited range of motion (shoulder flexion between 90° and 120°). This paper
tests a different PAM size and optimizes its characteristic parameters (i.e., supply
pressure and initial contraction ratio) to expand the range of movement exploited by
configuration A. The second solution (configuration B) is also studied and discussed.
The numerical simulation results obtained with the two configurations are presented
to compare the different performance.
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2 Exoskeleton Transmission Design

A commercial PAM (DMSP-10-350N-RM-CM, FESTO, Germany), with an internal
diameter of 10mmand a nominal length of 350mm, has been considered in thiswork,
among other options. PAM maximum allowable contraction and pre-tensioning are
25% (≈ 87 mm) and 3% (≈ 10 mm) of the muscle nominal length, respectively.

Figure 1 illustrates the PAM static characteristic, which can be approximated by
Eq. (1) [14]:

F = (0.01534p + 130.8)e−0.3972k − 0.02605pk + 0.7911 p − 127.1 (1)

InEq. (1),F is the PAMtraction force, p is the supply pressure, and k is the contraction
ratio.

The PAM force is transmitted by a Dyneema® wire (Braided climax–200daN,
OCKERT, Germany), which is considered inextensible for transmission design
purposes. In the following, the different transmission configurations are shown.

2.1 Configuration a: Fixed Pad-Based Transmission

Configuration A of the transmission is shown in Fig. 2.
Two PAMs (1), one for each arm, are on the back of the user, with the upper ends

fastened to the structure and the lower ends joined to a wire (2) that wraps around a
shoulder pad (3) and connects to the bracelet (4) that supports the arm of the user.
Two revolute joints (5–6) ensure shoulder flexion (Fig. 2b) and abduction (Fig. 2c).

The shoulder pad profile is designed to approximate the gravitational torque at the
shoulder by using the graphical method described in previous works of the authors
[12, 13]. The result is shown in Fig. 3a, together with the PAM force lever arm

Fig. 1 PAM static
characteristics



546 M. Paterna et al.

(a)

Fig. 2 Configuration A of the transmission implemented into the exoskeleton structure (a); the
exoskeleton arm in flexed (b) and abducted (c) positions. θ f and θa are the shoulder flexion and
abduction angles, respectively

(Fig. 3b) and the muscle stretching with respect to the mounting length (i.e., the
length of the muscle in operating conditions when the shoulder flexion angle is 90°,
Fig. 3c).

It should be noted that the gravitational torque on the shoulder is maximum for a
flexion angle of 90° and decreases both as this angle increases and decreases. On the
other hand, the force provided by the PAM has an ever-increasing trend as its length
increases. Therefore, the PAM behavior follows the trend of the gravitational torque
above 90°, while they are in contrast for lower angles (Fig. 3c).

Since the reduction in gravitational torque above 90° does not accurately match
the decrease in PAM force, the shoulder pad profile has been designed to guarantee
an increase in the PAM force lever arm in that range. At the same time, a significant

Fig. 3 Shoulder pad profile (a) along with the PAM force lever arm (b) and stretching (c) for
shoulder flexion angles between 60° and 135°. The red dots are the data extrapolated from the CAD
while the black line is the result of interpolation
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reduction in the lever arm below 90° should be achieved. Unfortunately, this feature
can’t be granted by the shoulder pad. As a result, the user should make a considerable
effort to move the arms below the horizontal, thus limiting the operating range of the
exoskeleton only to flexion angles greater than 90°.

2.2 Configuration B: Rotating Cam-Based Transmission

In configuration B (Fig. 4), one end of the wire is still connected to the PAM lower
end, and the other end runs inside a sheath fixed to the exoskeleton arm through a
sheath clip (1) and then joins the cam (2). The latter, in turn, is integral with the strut
(3) that sustains the bracelet (4). Therefore, the PAM contraction causes the cam
rotation and, consequently, the elevation of the arm of the user.

The cam adoption aims to extend the exoskeleton working range. As shown in
Fig. 4c, the cam profile and its ability to rotate around the shoulder flexion axis both
contribute to a significant reduction in the PAM force lever arm. The cam profile
that minimizes the mismatch between the gravitational and assistive torque is again
identified through a graphical approach, starting from the PAM lever arm values at
45°, 90°, and 135°. Given a defined supply pressure (p= 4 bar) and initial contraction
ratio (k90 = 0%), the PAM force lever arm at 90° shoulder flexion is obtained from
the static equilibrium of the system, resulting in a 30 mm value. Then, the lever arm
at 135° is set to 50 mm to achieve the required assisting torque without obstructing
the user’s view. Finally, the PAM lever arm at 45° is selected equal to 10mm to obtain
forces and contraction values that fall within the static PAM characteristic shown in
Fig. 1.

Fig. 4 Configuration B of the transmission shown for different shoulder flexion angles: (a) θ f =
135°; (b) θ f = 90°; (c) θ f = 45°
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Fig. 5 Cam profile (a) along with the PAM force lever arm (b) and stretching (c) for shoulder
flexion angles between 45° and 135°. The red dots are the data extrapolated from the CAD while
the black line is the result of interpolation

The PAM stretching and lever arm are extrapolated from CAD design for six
shoulder flexion angles (45°, 60°, 75°, 90°, 105°, 120°, 135°) and interpolated over
theworking range. The results of thismethod for the rotating cam are shown in Fig. 5.

3 Simulations and Results

Accurate tuning of p and k90 can improve the match between gravitational (Mg) and
assistive (MPAM) torques. Values of p and k90 are varied between 4 bar and 5 bar
and between 0% and 2%, respectively. The pressure range has been identified to
ensure that the PAM traction force magnitude is adequate for the application, given
the lever arms shown in Figs. 3b and 5b. On the other hand, k90 greater than 2% is not
considered to avoid excessive stroke reduction. Among the possible combinations of
p and k90, the one that minimizes the torque error expressed by Eq. (2) is chosen.

E = 100 ·
√
√
√
√

1

N

135
∑

i=θm

(
MPAM(i) − Mg(i)

Mg(i)

)2

(2)

θm is the minimum flexion angle achieved by the exoskeleton, and it is set to 90° and
45° for A and B configurations, respectively; N is the number of samples.

As shown in Fig. 6, the influence of the parameters on the torque error for each
configuration is comparable. Regarding configuration B (Fig. 6b), the contraction
ratio must be equal to 0.6% to minimize the torque error. Conversely, the error
decreases as the contraction ratio increases in configuration A (Fig. 6a). The latter
also requires a higher supply pressure.

The optimal (p, k90) combination, one for each transmission solution, is then
considered to evaluate the system performance in different conditions: unloaded
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Fig. 6 Percentage error values between gravitational and assistive torque generated by configura-
tion A (a) and B (b), obtained by varying optimization parameters

Fig. 7 Gravitational torque for different load conditions as well as the torque exerted by the
exoskeleton at different supply pressures by employing A (a) and B (b) transmission design

condition, considering only the user’s arm weight, and two loaded conditions, in
which the user holds a tool of 1 or 2 kg in the hand (Fig. 7).

Figure 7a shows that configuration A does not allow to reach shoulder flexion
angles lower than 80° with a feasible approach. Below this value, the assistive torque
that needs to be counteracted by the user can exceed five times the gravitational
torque.

On the contrary, configuration B (Fig. 7b) allows accurate tracking of the grav-
itational torque in the unloaded condition, although the exoskeleton performance
worsens by increasing the load in the hand. The percentage error, in fact, raises from
2 to 13%− 20% of the gravitational torque when the load in the hand increases from
0 kg to 1 − 2 kg. Nonetheless, the exoskeleton support action is always higher than
80%, and the residual torque is low enough to be easily compensated by the user’s
muscle action. It is likely that an appropriate regulation of supply pressure could
further adapt the device behavior to different scenarios.

Regarding the mechanical strength of the system, some concerns are related to
the fact that, for flexion angles lower than 60°, the maximum elongation of the PAM
prescribedby themanufacturer (3%) is exceeded (3.7% if θ f =45°). Thiswould likely
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result in unsafe conditions for the system, affecting long-term stability and reliability.
However, that could be tackled by optimizing the design of the transmission or by
searching for different PAMs (commercial or custom-made) with more appropriate
features.

4 Conclusion

This work compared two different transmissions for a passive exoskeleton energized
by pneumatic artificial muscles. In both solutions, within the respective operating
ranges, the assistive torque of the exoskeleton compensates for more than 80% of
the gravitational torque.

The design solution based on a cam rotating around the shoulder flexion axis
proves to be more convenient regarding the operating range compared to the solution
based on a fixed pad. On the other hand, the cam-based solution shows less adapt-
ability to the presence of a load in the operator’s hand. Moreover, it requires placing
the cam in a lateral position with respect to the shoulder, thus requiring the creation
of a more complex and bulky structure and determining the arising of an abduc-
tion moment which is exerted on the user’s shoulder. Therefore, a future activity
will concern the in-depth analysis of this solution in order to identify a possible
ergonomic and compact configuration.

Regardless of the transmission adopted, the exoskeleton-human interaction forces
should be investigated in the future to guarantee user safety and to achieve ergonomic
behavior that helps improving the acceptance of such devices byworkers. That should
be attained by ensuring structural strength without unnecessary increase of device’s
weight and bulkiness.

Finally, a prototype of both transmissions should be developed to test their
performance in a real-world scenario. In particular, the model neglected friction
phenomena, device’s weight, pneumatic losses, and PAM hysteresis. However, all
these aspects could affect the actual behavior of the system.
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A Literature Review and Design
Considerations Towards a Gripper
for Tomato Harvesting

Dmitry Malyshev, Luigino Filice, Giovanni Mirabelli, Francesco Longo,
Bruno Bernardi, Giuseppe Carbone, and Larisa Rybak

Abstract The paper reviews current commercial and research solutions in the
field of grippers for automated tomato harvesting. The gripping devices are clas-
sified according to the method of harvesting tomatoes, namely individual fruits and
branches. The requirements that the design of a gripping device for harvesting toma-
toes must satisfy are formulated also based on preliminary laboratory tests. The
requirements include the mechanical properties of the tomatoes and the required
characteristics of the gripping device. A preliminary design concept is also proposed
for harvesting tomatoes with a specific focus on the large-size tomato varieties.

Keywords Tomato harvesting · Gripper · Harvesting robots

1 Introduction

Tomato harvesting is a very important task requiring extensive manual work. Several
companies, including Priva, Octiva, and Xihelm, are actively developing automa-
tion and robotics for tomato cultivation. Xihelm is focused on robotic solutions
for tomato harvesting, but no implementation has been documented yet. Floating
Company Robotics offers a commercial robot specifically designed for efficient
cherry tomato harvesting. However, concerns arise regarding the careful placement
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of branches, potentially impacting fruit shelf life.Metomotion provides a commercial
robot capable of harvesting various tomato varieties using scissor-shaped grippers.
Inaho has developed a unique cherry tomato-picking robot with parallel modules
resembling a soft conveyor belt, although multiple attempts may be needed for
harvesting, posing potential fruit damage. Pioneering research in tomato harvesting
emerged in Japan in the 1980s [1] with contributions fromTateshi Fujira and collabo-
rations with Naoshi Kondo [2]. Some papers present only schematic designs without
further development [3, 4]. A solar-powered robotic system using artificial balls for
experiments is condered in [5]. However, it is still an open problem to provide an
adaptable grasping solution for small productions of large size tomatoes.

2 Review of Existing Solutions

Literature review has been made as based on the procedure, which consisted of
searching for sources dedicated to robotic tomato harvesting in Scopus, Researchgate
and Google. An analysis was carried out of the source, as well as other sources on
same topic found in connection with this source (citations, references, the same
authors). Within the framework of the current paper, a filtered part of the found
sources relating to the development of entire robotic systems or their gripping devices
is cited.

Some of the earliest development of tomato grippers, along with other robotic
components, began in Japan [6]. To date, researchers from around the world have
developed several different gripping devices for harvesting tomatoes. Theymay have
a different number of fingers and a different way of grasping and tearing off the fruit.
Let’s analyze existing solutions, grouping them by the type of object being grasped.

Mobile platform chassis for tomato harvesting robots were developed in [7–9],
but these seem applicable to a broader range of fruits and vegetables. A post-harvest
device on a mobile platform for safely moving tomatoes to a basket is developed in
[9]. A system using a movable cart to control manual tomato harvesting is consid-
ered in [10]. Kinematics and workspace for manipulators considering the required
harvesting area are considered in [11].Manipulator for tomato harvesting, its simula-
tion, checking design parameters, force-torque calculations, and developing a control
system, excluding the gripping device aspect are considered in [12].

It is worth noting the competition for robotic tomato picking, which has been held
in the city of Kitakyushu (Japan) annually since 2014 [13]. The competition takes
place in a greenhouse at the Kitakyushu Research & Science Park. Its dimensions are
10× 20 m. The greenhouse is equipped with IoT sensors that measure temperature,
humidity, soil pH and light. The competition mainly involves teams from the city
of Kitakyushu, but teams from other universities also participate. To pick tomatoes,
robots need to adapt to lighting conditions, which brings the task closer to real-life
conditions. The team from the HAYAHI-LAB laboratory won the competition the
most times.Over the years of the competition, several scientific resultswere obtained,
and published in papers [14, 15].
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2.1 Gripping Devices for Individual Fruits

It is worth noting that as a result of the review, not a single commercial solution was
identified that uses individual fruit harvesting. However, most of the research work
is devoted specifically to individual fruit harvesting.

Some of the agricultural grips can be combined into a group of flexible grips,
printed using a 3D printer using flexible materials. One of these grips, designed
specifically for harvesting tomatoes, is discussed in [16]. A similar grip, but used for
various objects, including tomatoes, is discussed in [17].

A three-finger grippermade ofABS+ plasticwith force sensors, based on a crank-
slider mechanism, is proposed in [18]. The influence of gripper motor parameters
such as input current and motor speed on the shrinking process and deformation
of tomatoes was investigated in [19]. A recently popular AI tool Chat GPT, was
used during the design development in [20]. The gripper design consists of two
hemispheres, similar to the design proposed earlier in [21]. A device for harvesting
tomatoes is proposed in [22], based on drawing tomatoes with air and cutting off the
fruit. There are also many other grippers designed for tomatoes [23–33].

2.2 Gripping Devices for Branches with Fruit

All commercial solutions found for harvesting tomatoes use branch picking or other
methods of group harvesting. Descriptions of commercial solutions are described
in introduction. The number of research solutions for branch gripping is extremely
limited [34, 35].

3 Requirements and Challenges

The advancement of robotic technologies for tomato picking necessitates thorough
planning and execution of field experiments. They are based on the measurement
of the response to mechanical stresses of controlled compression and penetration
under controlled deformation conditions, i.e. the conditions to be monitored when
harvesting operations are planned to be mechanized in order not to damage the
product.

3.1 Tomatoes Properties

Table 1 shows the properties of tomatoes that should be taken into account when
designing gripping devices.
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Table 1 Tomatoes properties

Property Min value Max value Comment

Weight 14 g (Grape) 454 g (Beefsteak and
Heirloom)

Based on the size of
tomatoes of different
varieties

Size 10 mm (Cherry) 150 mm (Beefsteak and
Heirloom)

Based on the size of the
tomatoes of different
varieties

Young’s modulus 2.32 4.07 According to [18, 36–38]

Poisson’s ratio 0.55 0.74 According to [18, 36–38]

Shape Spherical Ellipsoid/irregular According to [23, 39, 40]

Stiffness 3 N/mm (mature) 30 N/mm (green) According to [23, 39, 40]

Grasping plane Horizontal ± 15° from horizontal According to [23, 39, 40]

Surface Smooth and dry Dusty and wed According to [23, 39, 40]

Pose altitude 300 mm 1500 mm According to [23, 39, 40]

Stalk orientation Vertical ± 3° from vertical According to [23, 39, 40]

3.2 Compression and Penetration Tests

To assess the firmness of the tomatoes, a series of compression and penetration
tests were carried out on different tomato varieties. The aim was to establish action
thresholds for the gripper so as not to damage the fruit. The tests were carried out at
room temperature using a TA-TX Plus texture analyzer (Fig. 1). The different culti-
vars of tomatoes chosen were: Piccadilly tomatoes, Cherry Tomatoes, Rib Toma-
toes, Oxheart Tomatoes, and Grape Tomatoes. Three ripening indices were consid-
ered: unripe tomato, medium ripe tomato, and fully ripe tomato. Compression tests
involved loading the sample between two plates, applying a force and recording the
deformation. The cycle included compression, decompression and a second compres-
sion, revealing changes in the structure of the sample. This assessedmaterial behavior
under compressive pressures, plastic flow and ductile fracture limits. Penetration tests
used cone penetrometers tomeasure stress–strain properties by inserting ametal cone
into the specimen at a constant speed and force. The probes were applied in triplicate
with a 100 mm dish and 5 mm tip, a test speed of 2 mm/sec and a trigger force of
5 g. Compression indices varied for different samples (10 mm for Piccadilly, 20 mm
for others), while penetration tests maintained a 10 mm index. The thresholds found
during the tests (Figs. 2 and 3) ranged from 9.29 to 28.13 N for penetration (on fully
ripe grape tomatoes and unripe cherry tomatoes respectively), while for compression
these values were 30.16–302.89 N (on medium ripe Piccadilly tomatoes and unripe
cherry tomatoes respectively).
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Fig. 1 TA-TX plus texture analyzer during tests

Fig. 2 Example of compressed tomato and its damage (showed by arrow) and maximum peaks
obtained during trials

3.3 Regulatory Considerations

Based on the analysis performed and the sizes of tomatoes of various varieties,
requirements have been drawn up that must be met by a tomato gripping device
(Table 2).
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Fig. 3 Example of a penetrated tomato and its damage (showed by arrow) and maximum peaks
obtained during trials

4 Possible Gripper Design

Let’s consider one of the options for the structure of a gripping device that can be
used for harvesting tomatoes. A specific design solution has been identified in this
work as the one DOF (degree of freedom) mechanism, which is represented in Fig. 4.
It is made up of two four-bar mechanisms, ABCL and EFGH. This mechanism is an
extension of a design solution that was addressed previously in [43]. This mechanism
provides a symmetrical bending of the palm around the revolute joint at point L after
adequate dimensional synthesis. The revolute joint in the L joins the palm’s two parts.
A motor is installed at point E and can actively bend the palm. However, to achieve
a passive adjustable palm bending, turn off this actuator and use the k stiffness of
a spring attached at point L. Depending on your grasping requirements, you can
choose between active and passive palm operation modes. The proposed palm also
serves as a base for three fingers that can be attached to it at positions D1, D2, and I.
The bending of the palm also results in the rotation of the fingers, which aids in the
grasping of an object. The design of the proposed gripper is shown in Fig. 5 [44].
The proposed design of the gripping device allows us to satisfy the requirements
formed above. In particular, the design allows the use of electric actuators and the
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Table 2 Gripper requirements

Metrics Value Comment

Harvesting rate 30 kg/hour To provide productivity
comparable to manual labor
[41]

Accuracy 1 mm Sufficient accuracy based on
the size of the tomatoes

Payload 500 g According to the maximum
weight of large types of
tomatoes (Beefsteak and
Heirloom)

Workspace 150 mm × 150 mm × 150 mm According to the maximum
size of large types of
tomatoes (Beefsteak and
Heirloom)

Measured force of sensor 1–30 N According to the tomato
stiffness range [23, 39, 40]

Type of sensors Piezoresistive, piezoelectric Suitable for tomatoes

Energy source of actuators Electrical preferable (other
suitable options can be used)

Compromise between
functionality and energy
consumption, enabling its
implementation in current
agricultural robotics [42]

Control Position control, force feedback Control algorithms with the
stiffness of the object for the
handling of fruits [42]

Material Non-toxic material Since tomatoes are a food
product

Fig. 4 Kinematic model of
the driving mechanism for
the proposed palm [44]

installation of the necessary sensors to implement force feedback. All-round fruit
gripping allows for stable gripping of tomatoes weighing 500 g. The gripper will be
non-toxic to products if food-grade plastic is used or has a special coating.
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(a) (b)

Fig. 5 An example of grasping configuration while holding a cylindrical object, a scheme, b real
environment

5 Conclusions

Presently, extensive research and various commercial solutions exist for robotic
tomato harvesting; however,widespread implementation remains limited.As a result,
manual labor is still widely employed for tomato harvesting. An ongoing challenge
is the effective integration of recognition and control algorithms, as well as equip-
ment, into real-world environments. Laboratory studies often fall short in addressing
all the complexities of real-life conditions. The field of tomato harvesting requires
increased automation to overcome existing limitations in the application of robotic
systems. This paper delves into current literature, conducting preliminary testing to
identify primary design requirements and constraints for achieving a human-like,
gentle, and adaptable harvesting process for large tomatoes by proposing a possible
design concept. Future investigations will center on designing a novel robotic gripper
based on the proposed human-like concept.
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Abstract This study investigates the application of passive exoskeletons in modern
industries to enhance worker well-being and efficiency, especially in tasks prone
to musculoskeletal issues. A specific protocol has been outlined to assess a pas-
sive exoskeleton (PAEXO back) through both objective and subjective analyses. The
objective analyses focused on quantification on muscle activity, kinematic move-
ments, and heart rate. Additionally, a preliminary study of skin conductance was
carried out, since this parameter can directly disclose stress and exertion levels dur-
ing task execution. On the other hand, the subjective analysis involved the use of
questionnaires to quantify users’ impressions, aiming to understand the impact of
using an exoskeleton on task performance. The results indicate that the PAEXO back
exoskeleton demonstrates promise and could prove beneficial for workers engaged
in strenuous tasks, reducing the risk of musculoskeletal injuries and enhancing
ergonomics. Nonetheless, there is the necessity to refine the protocol and extend
the familiarization period to facilitate the transition of the study into a real work-
place scenario.
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1 Introduction

The ongoing digital and technological transformation of production and logistics
systems is emerging prominently with the advent of Industry 5.0. The social role of
Industry 5.0 is placed at the centre of attention and in particular a human-centred
approach in the design and management of production systems is promoted [1, 2].
The wellbeing of employees assumes a central role, especially in industrial contexts
where manual activities remain fundamental, e.g. manufacturing industry. Many
human factors have to be taken into account as the performance of activities is
influenced by individual abilities, physical capabilities, gender, and age [3]. Fur-
thermore, proper workstation design and environmental conditions are crucial to
ensure workers’ physical and mental efficiency [4]. In the ever-evolving landscape
of technological innovation, active and passive exoskeletons emerge as a ground-
breaking solution, offering support and assistance in various fields [5]. Industrial
exoskeletons have recently gained increased attention as a form of personal pro-
tective equipment, aimed at minimizing work-related musculoskeletal disorders.
There is a clear need for biomechanical risk assessment methodologies in scenar-
ios where exoskeletons are used, so many researchers are investigating methods
to evaluate how lifting support exoskeletons can reduce muscle activity [6] and
fatigue in general. For this purpose, the authors developed a method for testing
exoskeletons by means of a laboratory trial involving eight participants and con-
sisting of objective and subjective evaluations. Currently, the most commonly used
systems are: optoelectrical systems, inertial sensors and surface electromyography
(sEMG) [7]. Beyond these conventional methods, a preliminary study explored skin
conductance (SC), also known as electrodermal activity (EDA), which is associ-
ated to internal body temperature regulation. Stimuli activate the sympathetic ner-
vous system, increasing sweat gland activity and SC. Therefore, the analysis of
this parameter can directly reveal stress and exertion during task execution [8]. The
objective analysis includes a motion test to assess joint angles and a fatigue test to
estimate exertion. The latter is combined with the perceived fatigue questionnaire,
which together with the post-experimental questionnaire accounts for the subjective
analysis.

2 Materials and Methods

To conduct this analysis, a passive exoskeleton produced by Ottobock (Duderstadt,
Germany) was used: the PAEXO back, designed to reduce the load on the lower back
when lifting heavt objects. It operates based on a biomechanical principle: it absorbs
force (from back and shoulders) during bending and releases it (to the thighs) during
lifting, thereby facilitating the burden.
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2.1 Tools for Objective and Subjective Analysis

This analysis is a combination of objective and subjective evaluations. To objectively
quantify the effects of wearing the exoskeleton, several aspects were observed. Mus-
cular activity is quantified by recording the electromyografic signals through the
surface electrodes (sEMG) of the BTS FREEEMG 1000 system. This device has
a sampling frequency of 1000Hz and it is capable of acquiring the signals in real
time and transmitting them wirelessly to the BTS EMG-analyser software. The elec-
trodes were placed on the following muscles of interest: Erector Spinae Longissimus
(ESL), Erector Spinae Ileocostalis (ESI) and the Semitendinosus (ST). The resulting
data were then processed using a 4th-order Butterworth bandpass filter (with a cut-
off frequency of 20–450Hz), rectified and normalized with respect to the maximum
contraction achieved during the task. Finally, the Root Mean Square (RMS) value
of each signal was calculated, using a 2-second moving window with 1.8-second
overlap. Using the Empatica E4 wristband worn on the non-dominant hand, heart
rate (HR) and SC were recorded with sampling rates of 1Hz and 4Hz respectively.
In particular, the SC signal was split into its two components: the Skin Conductance
Level (SCL), indicating slow changes associated with thermoregulation and individ-
ual factors; and the Skin Conductance Response (SCR), reflecting rapid responses to
external stimuli, driven by the Sympathetic Nervous System and appearing as spo-
radic peaks shortly after stimulus administration. Finally, to investigate whether joint
angles change during the performance of a task with or without the exoskeleton, hip
and knee flexion and extension angles have been analysed. Data acquisition was car-
ried out using the Optitrack Motion Capture system at a sampling rate of 360Hz. For
the subjective evaluations, two questionnaires were administered to the participants.
The first employs Borg Rating of Perceived Exertion (RPE) 0–10 scale to assess the
subjects’ perceived fatigue during task execution. The second questionnaire, on the
other hand, is filled in at the end of the execution of both trials (with and without
exoskeleton), and it consists of 16 different questions, to be rated on a 0–10 scale, and
divided into four categories: Confidence (CO), Cognitive Load (CL), Functionality
(FU) and Physical Effort (PE).

2.2 Testing Protocol

For the purpose of this analysis, eight male participants were involved, without
orthopaedic problems, being 28.0years old in average, and having a mean height of
178.4cm, a mean mass of 72.9kg and a mean body mass index (BMI) of 22.9.

The testing protocol steps are illustrated in Fig. 1. Initially, each subject is given
a period of time to become familiar with the exoskeleton and the test procedure is
explained. Subsequently, the choice of the trial is randomized, that is whether to start
with or without the exoskeleton (exo or noexo). For the objective analysis, the first
step is the fatigue test, which involves the acquisition of EMG, HR and SC signals.
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Fig. 1 Block diagram of the testing procedure: training period, trial randomization, objective
analysis (1a. Fatigue Test; 2. Motion Test) with the employed equipment, subjective analysis (1b.
Perceived Fatigue Score, 3. Post-experimental Questionnaire)

Specifically, this test involves the cyclic repetition of a task that includes lifting and
stowing a box. The initial weight of the box is 6kg, but it is gradually increased to
12kg and then to 20kg. The exercise is repeated for 5, 4 and 3min for each weight
respectively and between each stage there is a 2-minute break. On the other hand,
for the subjective analysis, the Percieved Fatigue scores are recorded during task
execution. The second step of the objective analysis is the motion test. The subject
is provided with a suit with markers on it, in order to acquire joint angles with the
motion capture system. At this stage, the previous exercise is repeated for 100s for
each weight. Once the test has been performed with and without the exoskeleton, the
subject is asked to complete the post experimental questionnaire.

3 Results and Discussion

The muscular activity related to PAEXO back exoskeleton is summarized in
Fig. 2a. The most relevant result regards the ST, since for this muscle the plot shows
a reduced muscular contraction while wearing the exoskeleton. On the other hand,
from a postural point of view, Fig. 2b shows a significant reduction in the maximal
hip flexion angle while using the exoskeleton, which indicates the maintenance of
a better posture. However, no significant influence was found on the HR. By way
of example, the SC signals acquired for the subjects s2 and s8 are shown in Fig. 3,
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Fig. 2 Box plots of muscle activity (a), where the dotted lines represent the mean and the solid
lines represent the median, stars indicate statistically significant differences resulting from Mann-
Whitney-Wilcoxon two-sided test (*p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001); hip
joint angles within a cycle of lifting and stowing the box (b)

Fig. 3 SC signals for subject s2 (a) and subject s8 (b)

where the intervals between the red lines represent the windows of 2-minute break.
Moreover, Table 1 shows, for each subject and each phase of the testing protocol,
the average of SCL component and the average of SCR peaks per minute. As sug-
gested in literature, an increase from relaxed condition to stimulation should appear
in SCL component [9] as well as in terms of SCR peaks [10]. In this case study,
an increase in the SCL component can be appreciated when proceeding from the
initial phase to the final phase of activity. In particular, the growth is noteworthy
for the subjects s1, s3, s6, s8, being at least equal to 60%. This outcome suggests
that as the weight of the lifted box is increased when passing from one phase to the
other, subjects experience an increase in sweating and, thus, in the physical effort.
The only two exceptions occur with subjects s4 and s7, showing a decline in the
SCL component during the final phase. Subject s4 stands out as an outlier displaying
a consistent gradual decrease in the SCL component. Conversely, subject s7 con-
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Table 1 Results of SC for each phase and each subject

Subject Average of SCL [µS] Average of SCR peaks/min

6kg Break 12kg Break 20kg 6kg Break 12kg Break 20kg

s1 13.59 24.03 25.71 25.47 25.52 8 6 7 5 8

s2 21.96 28.02 29.63 33.61 27.43 8 7 7 5 7

s3 0.14 0.14 0.14 0.15 1.46 0 0 0 0 4

s4 15.67 15.52 10.20 9.54 9.53 9 9 9 7 8

s5 2.75 2.97 3.35 3.16 3.22 8 8 10 8 8

s6 14.07 15.77 18.00 22.25 22.42 7 5 9 5 8

s7 3.60 5.54 6.71 7.78 2.61 4 5 7 8 6

s8 4.59 5.67 6.41 8.76 9.59 7 3 7 6 8

sistently exhibits an increasing trend in the SCL component throughout all phases,
except the last one. This may be attributed to the limited acquisition time, potentially
insufficient to induce a significant variation in SC amplitude for this specific subject.
On the other hand, the number of SCR peaks per minute during the activity phases is
compared to the number of peaks during the break phases. In fact, differently from
SCL component, SCR component can reflect a rapid response to a stimulation [8].
The increase during the activity phases in comparison to the break phases in terms
of number of peaks can be observed in the subjects s1, s2, s3, s5, s6, s8. Specifi-
cally, subjects s1, s6, and s8 consistently show more peaks during all activity phases
than during breaks. Once again, when analyzing the number of SCR peaks, the sole
exceptions are subjects s4 and s7. In conclusion, regarding the subjective analysis,
the outcomes of the Perceived Fatigue Score questionnaire are depicted in Fig. 4. The
regression line makes it evident that task execution without the exoskeleton yielded
higher scores in comparison to performing the task while wearing the exoskeleton.
This trend is consistent with the overall findings in muscle activity, highlighting a
reduction in fatigue associated with the use of the exoskeleton. On the other hand,
Table 2 shows the scores given in the 4 categories by the subjects involved in the
experiment, giving a comprehensive grade of 5.5/10. Notably, the lowest score per-
tains to Confidence (CO), registering a value of 5.0, while the highest is linked to
Functionality (FU), scoring 5.8. These findings suggest that, although participants
initially encountered some adjustments in using the exoskeleton, the perception of its
effectiveness indicates significant potential for fulfilling its intended design purpose.

4 Conclusions and Future Works

This study delves into the application of passive exoskeletons, with a specific focus
on the PAEXO back, within modern industries to enhance worker well-being and
efficiency, particularly in tasks susceptible to musculoskeletal issues. Through a
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Fig. 4 Scatter plot and regression line (95% confidence interval) of the Perceived Fatigue Score
across the three different phases (I, 6kg; II, 12kg; III, 20kg)

Table 2 Post-experimental questionnaires in four categories: Confidence (CO), Functionality (FU),
Cognitive Load (CL) and Physical Effort (PE)

Subject Post-experimental questionnaire

CO FU CL PE TOT

s1 4.5 6.0 5.5 6.0 5.5

s2 6.0 6.2 5.6 6.3 6.0

s3 6.5 6.2 5.0 6.3 6.0

s4 2.0 3.8 6.2 4.7 4.2

s5 3.0 3.8 4.7 3.3 3.7

s6 7.0 7.6 5.2 8.0 6.9

s7 5.0 5.6 4.7 5.3 5.2

s8 6.0 7.0 7.2 5.3 6.4

TOT 5.0 5.8 5.5 5.7 5.5

The last row shows the average score of the four categories

comprehensive protocol encompassing both objective biomechanical assessments
and subjective user feedback, the research sheds light on the potential benefits and
areas for refinement in the integration of passive exoskeletons into modern indus-
tries. The results shows promise in reducing injuries and improving ergonomics for
strenuous tasks. Objective analyses revealed a notable reduction inmuscular contrac-
tion, especially in the Semitendinosus (ST) muscle, and improved hip flexion angles.
This observation might be perceived as a limitation of the device, restricting freedom
of motion. However, on a positive note, this limitation promotes improved posture
and results in a reduction in torque, leading to less muscular effort. Moreover, the
inclusion of skin conductance analysis provided valuable information about stress
and exertion levels during task execution. The observed increase in SCL and SCR
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components suggests a physiological response to the weight of the lifted box, high-
lighting the potential of skin conductance as an additional parameter for assessing
exoskeleton performance. Subjective evaluations, captured through questionnaires,
consistently demonstrated a decrease in perceived fatigue scores when utilizing the
exoskeleton. Despite experiencing initial unfamiliarity, participants expressed con-
fidence in the functionality of the exoskeleton, underscoring their perception of its
effectiveness. In conclusion, the PAEXO back exoskeleton demonstrates promise in
enhancingworker efficiency in strenuous taskswithin industrial settings and reducing
the risk of musculoskeletal injuries. While the study highlights positive outcomes,
the authors acknowledge the necessity to refine the testing protocol and extend the
familiarization period to facilitate a smoother integration of passive exoskeletons
into real workplace scenarios. The comprehensive insights gained from this research
contribute to the ongoing discourse on human-centric approaches in the design and
implementation of Industry 5.0, emphasizing the importance of employee well-being
in the evolving landscape of technological innovation.
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Technological Analysis of Types
of Milking Systems and Robots:
A Review

Denis Chikurtev , Ava Chikurteva, and Elena Blagoeva

Abstract Automated milking systems are sophisticated pieces of equipment that
find a very large application on modern farms. They carry out milking processes
completely autonomously, thanks to a robotic arm that is equipped with numerous
sensors and auxiliary devices. In this paper, the components of automated milking
systems are analyzed in terms of their technological characteristics, focusing mainly
on the robots used.Typically, these systemsuse specialized robots that have adifferent
design structure from industrial robots and are equipped with attachments to perform
different operations. As a result of the technological analysis of the systems and
robots used in automated milking systems, we can summarize that the development
of robotics in the livestock sector has made a significant contribution to improving
milking and animal care processes. The main issues that need to be further investi-
gated are related to improved methods for collecting animal data and milk parame-
ters, methods and algorithms for better udder and teat recognition and localization of
cows, providing improvedmobility and control of robotic arms, improving additional
attachments and adding additional functionality and modularity to robotic arms.
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1 Introduction

The development of technology and robotics in the field of animal husbandry and
agriculture is giving a big boost to the farm sector globally. Thanks to robotic and
automated solutions, production output is increased, rawmaterial and resource costs,
energy and time are reduced. They play a key role in solving problems regarding food
security, energy efficiency and ecology. In this study, automated milking systems are
considered as an essential element in modern and technologically advanced farms.

The aim of the paper is to investigate the types of automatedmilking systems, their
main components, the technologies used and more specifically the robotic solutions
in them. This will evaluate the effectiveness and applicability of the systems in
practice and define problems for future research.

Automated milking systems (AMS) are usually composed of a milking cage, a
robotic manipulator, a vacuum milking system, an udder and teat cup cleaning and
disinfection system, a sensor system for cow and teat recognition, an information
and communication system for animal identification, and milking data collection
and analysis [1, 2]. The sophisticated design of the AMS also leads to the need to
carefully plan the logistics and installation of the facility on farms [3].

The paper is structured in the following order, Sect. 2 discusses research on the
different sub-systems of automated milking systems. In Sect. 3, the structure of the
AMS is presented in detail and the classification of the different types of AMSs
according to the technologies used is proposed. Section 4 describes the principle of
operation and the applications of AMSs. Finally, a conclusion is presented where the
current problems and topics for future research are defined.

2 Related Studies

Automated milking systems or Robotic Milking Systems (RMS) are designed to
provide autonomous and continuousmilking of cows on farms. Compared to conven-
tional milking, they have significant advantages and are clearly the better choice for
farmers [4].

In study [5], the authors made a detailed comparison between automated milking
and non-automated milking. With this they show many benefits and advantages of
automated milking systems. Milk quality is improved, cow health is monitored,
milking time and staff occupancy is reduced. There is also one major issue to
consider–the cost of automated milking systems. Furthermore, the authors define
three types of automated milking systems according to their design: integrated AMS,
AMS with industrial robot and rotary AMS. Each type of system has its application,
depending on the needs of individual farms.

In [6], factors that influence milk production are investigated. The authors applied
multivariable generalized mixed linear regressions to identify risk factors and the
interaction between these factors and the amount of milk produced, using AMC.



Technological Analysis of Types of Milking Systems and Robots … 577

The results of this study show that in terms of traffic, those AMCs with free traffic,
lead to increased milk yield compared to those with forced traffic. The study also
confirms the hypothesis that the use of one robot per pen is associated with reduced
robot production per day compared to pens using 2 robots. Retrofitted farms had
significantly less production in the first 4 years of installation compared to production
after 4 years of installation. This indicates that it takes time for both cows to adapt to
these systems and for farmers to learn to adjust milking andmanagement parameters.
In contrast, newly built farms did not see a significant change in production over
time after installation, which may indicate that these systems are sophisticated and
adaptable. Finally, the authors conclude that, overall, retrofitted farms do not produce
significantly more or less milk than newly constructed farms. Similar results were
achieved in another publication where the authors investigated milking parameters
using AMS [7].

With regard to cowadaptation, the authors in [8], investigated factors that influence
cows and respectively milk yield. It is clear from the study that stimulating cows to
voluntarily go for milking, through the use of AMS, leads to increased quantity and
quality of production. In addition, AMCs also have a positive impact on the farmers’
psyche and health [9], with a reduction in stress. In another study, the relationships
between selected psychological factors and milk parameters were investigated in
detail by using AMS [10]. Here, the authors concluded that the natural physiological
variability of udder and teat structure, as well as the course of lactation, significantly
influences individual composition and milk flow during milking. As well as that the
ability to regulate milk flow by adjusting the appropriate negative pressure during
handling, given the observed variability of the individual mammary gland lobes,
increases milking efficiency and as a result reduces the risk of mastitis in cows.

The results and research so far have been achieved thanks to another very useful
feature of automated milking systems–the collection of data on multiple parameters
for both milk and cow health. In [11], by analyzing data from AMS collected over a
period of 3 years, the authors concluded that dairy cows are affected by heat stress.
When the temperature-humidity index is increased, a decrease in milking time and a
decrease in time spent in the milking parlor is observed. Another aspect that directly
affects milking is herd formation.When cows are herded andAMS is used the human
workload is significantly reduced and milking frequency is increased [12]. Another
study looked for the relationship between milking interval and milk production rate.
Here the authors found that reducing milking interval can significantly improve milk
production rate [13].

An important factor in the milking process and the quality and functionality of
the vacuum system. In [14], the influence of vacuum milking on milk production
and udder health of cows is reviewed. Overall, the study showed that the manage-
ment of vacuum systems is important for milk quality and quantity and cow health.
These factors are also related to udder cleaning and disinfection. Different cleaning
methods and techniques are presented in [15] and it is clearly seen that AMSs achieve
better results in terms of milk cleanliness. In addition, the consumption of water and
detergents is reduced, which reduces the financial costs and leads to an improvement
in environmental parameters.
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In another study [16], the authors focus on the energy efficiency of AMSs. Their
study shows that the transition from pneumatic to electric actuators in AMS robots
results in improved overall efficiency due to a reduction in the energy consumed by
the air compressor.

According to the review,we can say that technological developments and scientific
advances are the means to improve milk yield by implementing improved devices
and methods to improve the systems and functions of automated milking systems.

3 Structure and Classification of AMS

Themainmanufacturers of automatedmilking systems covered in the study are Lely,
Gea, DeLaval, Milkomax, SAC. They produce different types of systems tailored to
the needs of the farms, in terms of the number of animals to be milked per day
[17]. Specifically, we will consider the Astronaut-A5, DairyRobot-R9500, VMS-
V310, M2ERLIN and Gemini UP Robot models. These system models are of the
integrated AMC type–systems that are equipped with all the necessary modules to
perform fully autonomous milking.

The main elements of each milking system are:

• Milking boxes: the place where the cow is milked and fed;
• Identification system: recognizes the cow and decides whether it should be

milked and what the milking parameters should be;
• Sensor system: to recognize the udder, teats and measure milk parameters;
• A robotic arm: handles the preparation, milking and cleaning processes;
• Milking and cleaning system: performs the cleaning, milking and teat disinfec-

tion;
• Softwaremanagement system: provides management of other systems, collects,

processes, analyses and visualizes data.

The proposed classification of AMS is based on the device and different techno-
logical solutions used in modern automated milking systems. The proposed classi-
fication is based on the one proposed in [18]. Here, the authors consider the type
of cow traffic, which in this case is not part of the AMS but refers to the logistics
of a farm. Regarding milking boxes for integrated AMCs, we can define single and
double, and their service is performed by one or two handlers, respectively.

The robotic arm used in these systems is usually specifically designed for them
and is of the rigid robot type. Here the classification should be made according to
whether the arm is equipped with embedded additional attachments or it is a gripper,
that grasps and operates with the equipment (Fig. 1). Attention should also be paid
to the type of actuator, as this directly affects the accuracy and control of the arm.
Regarding the position of the arm, in all systems it is laterally positioned, and hidden
so as not to disturb the cows. In all the systems considered, the robotic arm has an
upper base that translates parallel to the cow’s length, as well as translating in height,
and the other arm units are rotary (Fig. 2). In [19], an approach for automatedmilking



Technological Analysis of Types of Milking Systems and Robots … 579

Fig. 1 Robotic arm with integrated utensils–DairyRobot-R9500 (left) and robotic arm with
gripper–DeLaval VMS V310 (right)

Fig. 2 Robotic arm used in
Astronaut-A5

with a collaborative robot in a laboratory environment is presented, where due to
many degrees of freedom of the robot, complex end-effector trajectory calculations
are required.

Another different component is the cleaning and disinfection system, here the
main difference is in cleaning and milking stimulation. In some systems brushes are
used (Astronaut-A5,M2ERLIN) and in others cleaning is done by specially designed
cups (DairyRobot-R9500, Gemini UP Robot, DeLaval VMS V310). Both types use
water or soapy water. For disinfection, in some systems the robotic arm has a built-in
nozzle for spraying disinfectant, while others carry this out via the cups.

For udder teat recognition,most systems use 3Dcameraswith computer vision and
apply object recognition based on machine learning. Sensors built into the vacuum
milking system are used to determine milk parameters. In terms of the information
system for collecting and processing data for each cow, all AMSs offer a graphical
application with charts and tables, remote control and monitoring.
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The classification proposed is presented in Fig. 3. It refers to integrated AMSs, to
serve small and medium farms.

We can define the following advantages and disadvantages for the different
systems, according to the proposed classification, Table 1.

Fig. 3 Classification of AMC according to technological solutions

Table 1 Advantages and disadvantages of the different AMS sub-systems

Advantage Disadvantage

Box number

Single box Cheap price, easy install Low capacity

Double box High capacity More complex, high price

End effector system

Gripper only Simple, easy service More complex operations

Integrated equipment Faster operation Complex, advances service

Drive type

Electrical Quiet, accurate, energy efficient High price

Hydraulic Reliable Mid energy efficient

Pneumatic Reliable Low energy efficient

Cleaning

Special cups Faster cleaning Complex, advanced service

Rotating brushes Better pre-milking stimulation Complex, advanced service

Disinfection

Special cups Faster spraying Complex, advanced service

Arm integrated Simple, easy service Slower spraying
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4 Principle of Operation of AMS

In general, all AMSs operate in the same way. In Fig. 4, we have presented the work-
flow of operations for a completemilking of one cow. The process itself encompasses
multiple operations to ensure maximum yield of quality and clean production, good
cow health and optimum milking speed.

The AMS orchestrates a meticulously designed milking routine, commencing
with cow identification as the animal enters themilking station. Identification sensors
enable individualized milking processes, ensuring tailored care for each cow. The
system incorporates a robotic arm equipped with advanced sensors for teat detection,
attachment of milking cups, and the initiation of the milking process.

Sensor Integration andMilkingProcess: Key sensorswithin the system encompass
teat-cleaning sensors, facilitating pre-milking disinfection for maintaining hygiene.
Teat detection sensors enable precise cup attachment, ensuring an airtight seal for
efficient and gentle milking. The system monitors milk flow, adjusting pressure and
duration based on individual cow attributes. Additionally, sensors track milk quality
parameters such as fat content and protein levels.

Fig. 4 Workflow of milking operations
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CowWelfare andHealthMonitoring: Apart frommilking, the system continuously
monitors cow behavior, employing sensors to track activity levels and rumination
patterns. These metrics aid in detecting deviations from normal behavior, potentially
indicating health issues or heat cycles. All dairy farmers try to prevent mastitis.
Apart from causing a great deal of pain to the cow, mastitis also means a lower
milk yield, higher medical costs and more work. The milk quality control system
helps detect mastitis at an early stage. The optional MQC-C function regularly takes
measurements of each cow’s somatic cell count. This ensures constant monitoring
of cow health. Any deviations that could be of concern are shown immediately in the
management platform. By taking action at an early stage, it ensures good well-being
levels and high milk yield.

Autonomousmilking systems canbe installed indoors andoutdoors. Their outdoor
application refers to the rearing of herds outdoors. In these settings, difficulties arise
in terms of access to water and electricity, as well as maintenance of the facilities
[20]. As here the access of the cows is improved and uninterrupted, they are closer to
the AMS. In an indoor installation, problems related to access to water and electricity
are reduced, but the distance between the cows and the milking systems increases. In
this case, the cows have to be further stimulated or forced to visit the milking robot.

5 Conclusion

The general appearance of the different models of automated milking systems at first
glance looks quite the same. Going into a detailed study of the different solutions
and systems used, it is apparent that quite different solutions and methods are used. It
can be noted here that in order to find an optimized method or system, multi-criteria
analysis and performance evaluation of the different solutions must be applied.

As a major challenge we can note the need for machine learning based analysis
of the collected data in order to improve decision making. This is also related to the
improvement of sensors and data collection methods from different systems.

Future research should be directed at finding improved methods for collecting
animal and milk parameter data, methods and algorithms to better detect and locate
udders and teats of cows, provide improved mobility and control of robotic arms,
improve additional attachments and add additional functionality and modularity to
robotic arms.
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Mobile Exploration Robot with Hybrid
Locomotion System

Antonio Ioan Banabic and Mihai Olimpiu Tătar

Abstract The authors of this paper present an innovation in mobile robot modelling
utilising a hybrid locomotion technology. The advantages of both wheeled and
walking mobility are combined in the proposed locomotion system. The four-bar
mechanism of the robot leg allows for improved stability and stiffness of the entire
locomotion system without obstructing any of the three modes of mobility—on
wheels, with legs, or combined. The paper describes the conceptual model, the struc-
tural scheme of the robot and analyses the possibilities of locomotion using wheels
and legs.

Keywords Hybrid · Mobile robot · Locomotion

1 Introducere

The definition of exploration, in the field of robotic exploration extends beyond
simply traversing known terrain to include discovery in unexplored spaces, be they
remote planets, hazardous environments or confined spaces. The need for versa-
tile robotic systems is becoming increasingly evident as we approach the fron-
tiers of exploration. Wheeled robots work well on flat surfaces, but can struggle
when navigating uneven terrain. This has led to the discovery of new methods of
locomotion.

Their simplicity, adaptability to a wide range of shapes and sizes, and their high
load capacity make conventional wheels popular. However, obstacles arise when
these wheeled robots encounter uneven terrain, such as bumps, cracks and debris.
By introducing complexity into the control mechanisms, active steering and timing
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become essential tomaintain optimal robot performance. In contrast, legged locomo-
tion systems offer a solution to the limitations of wheeled robots on uneven surfaces
by providing the advantage of actively choosing position of the legs and control-
ling force distribution. However, there are significant drawbacks associated with
legged locomotion systems, such as complicated control systems and high energy
consumption [1–7].

Robotics specialists have focused on creating hybrid locomotion systems to
address these problems. These innovative systems offer a complete solution that
combines efficiency, adaptability and improved mobility, integrating the advantages
of both wheeled and standing locomotion [8–10].

The study is further organized as follows: the conceptual model of the robot is
described in the second section, and the analysis of the robot’s movement is offered
in the third section. The paper’s conclusions are given at the end.

2 Conceptual Design

Our objective was to design a robot that could operate in a variety of locomotion
modes.

It is necessary to employ a mechatronic mindset to design such a robot. The 3D
model of the robot proposed in this paper is shown in Fig. 1. It is formed of four
spatial mechanisms attached to a central platform that function as legs. At the end
of these mechanism are four wheels that are mounted independently. Two different
material types were used in the robot design: ABS and aluminium [11, 12]. A DC
motor that generates the necessary torque for motion powers each wheel. A motor
serves in achieving each wheel orientation. Each leg and each wheel’s have two
degrees of freedom thanks to the leg-wheel assembly.

A finite element simulation was carried out in order to determine the state of stress
and deformations within the robot. The obtained results allow the dimensioning of
the main resistance elements of the robot. For this purpose the total weight of the
robot was calculated. For the simulation to function properly, motors, wheels, plates
covering the robot frame and screws were removed. Knowing the total mass, 7.2 kg,

Fig. 1 The 3D model of the
robot
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the system was fixed to the wheel support and a force of 80 N was applied to the top
of the frame.

The outcome of the finite element simulation is displayed in Fig. 2. Themaximum
stresses that occur following the application of 80 N force is 1.148e + 08 N/m2,
stresses that are below the maximum value that the materials can withstand. For
aluminium these are: 2.1e + 11 N/m2 and for ABS: 2e + 09 N/m2, [11, 12].

Figure 3 shows the displacements resulting from the simulation. The maximum
displacement is 1.735mm. The values obtained are quite low considering that several
components that increase the rigidity of the structurewere removed for the simulation.

Two degrees of freedom are available to each leg (M1, M2) and wheel (M3, M4)
in the leg-wheel system. Figure 2 displays the assembly’s kinematic system and 3D
model. In Fig. 2, M1, M2 and M3 represent stepper motors and M4 represents the
DC motor [13].

Fig. 2 Von Mises simulation

Fig. 3 Displacement simulation
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For the kinematic analysis of the robot, the Denavit-Hartenberg method can be
used, using the structural diagram of the leg in Fig. 4b [14].

The robot dimensions are: min/max length 591/815 mm, min/max width 597/
821 mm, and min/max height 212/293 mm, depending on how its legs are arranged.
Total mass is 7.2 kg. Figure 5 shows the volume of the robot during normal operation
but also during transport. During operation the robot occupies a volume of 0.198 m3

and during transport it occupies a volume of 0.074 m3.

(a) (b)

Fig. 4 The leg-wheel structure of the assembly a 3D model; b structural diagram

(a) (b)

Fig. 5 Changing the volume of the robot:: aVolume during operation (815 mm × 821 mm ×
296 mm); b Volume during transport (591 mm × 597 mm × 212 mm)
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3 Robot Locomotion

The robot is capable of three different types of locomotion because of this structure:

• locomotion onwheels—this involves usingwheels tomove the robot on flat terrain
with its legs locked in place;

• walking locomotion—the wheels are locked in place, and the robot uses its legs
to move over on uneven surfaces;

• hybrid locomotion—means that the robot is capable of moving both on wheels
and with legs.

Locomotion on wheels

The drivemotorsM1 andM2 are positioned in a consistent manner to accomplish this
kind of locomotion (the joints of the legs are locked). As a result, the robot will travel
in three different directions: in Fig. 6a, b, around the CIR (Centre of Instantaneous
Rotation), as shown in Fig. 6c, and diagonally, as shown in Fig. 6d [13]. The notation
ϕ1, ϕ2, ϕ3, ϕ4 indicated the wheels orientation relative to the horizontal.

However, the robot can move in the plane with 3DOF. Thus, by holding the drive
motor’s location M2 constant, we are able to lock the joints O1, O1′, O2, O2′. . The
robot moves as a synchronous drive robot (the robot platform will be oriented in the
same direction), as can be seen in Fig. 7.

While moving, the robot must maintain its stability at all times. This is achieved
if the centre of gravity remains within the quadrilateral made by the wheels touching

(a) (b) (c)

(d) (e) (f)

Fig. 6 Modes of wheel position
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 7 Directions of motion for robot a forward–backward; b left–right; c–f diagonally; g rotation
around CIR (CG = CIR); h rotation around CIR

the ground. Thus, in Fig. 8, several ways of positioning the legs and the polygons
resulting from the contact of the wheels with the travel surface can be seen [13].

Legged locomotion

In walking mode, there are several ways to use the joints to achieve this movement.
A first method is to lock the axes of the M3 and M4 motors and use the other motors
to move the foot. Another method is to hold the M4 motor shaft steady and use the
M1, M2 and M3 motors. In these situations, the robot operates like a quadruped robot
[13].

The motor axis which drive the legs when walking is seen in Fig. 9. The motor
axisM4 remains constant and the leg canmove it to 1, 2 and 3 positions. To guarantee
the stability of the robot, it is necessary to keep the centre of gravity (CG) inside
the triangle formed by the three legs in touch with the ground when modifying the
points of contact with the walking surface (Fig. 9b).
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 8 Possible positions of the legs and the polygon made by them in X-position bwith ϕ1 = 90◦
at each leg; c, d Y-shaped; e quasi-tripod; f tripod (with one leg raised); g with legs outstretched
h with legs positioned asymmetrically

(a) (b) (c)

(d) (e) (f)

Fig. 9 Walking mode setup of the robot a diagram of robot in walking mode; b, d, e stable
configuration; c, f unstable configuration

The obstacle’s maximum height, hmax [mm], can vary depending on the robot’s
mode of locomotion. For wheeled locomotion hmax will be at most equal to the radius
of the wheel, r = 45mm. If the obstacle exceeds this value, the robot will not be
able to move forward.

If this happens, the robot can move forward in walking mode. In this case, the
distance between the raised wheel’s contact point and the plane formed by the three
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Fig. 10 Robot in walking
mode

remaining feet on the ground is the maximum obstacle height (hmax). In this mode
hmax will be 286 mm (Fig. 10).

Hybrid locomotion

In this mode, all motors will be used, combining the efficiency of travel on flat
surfaces with agility and the ability to overcome obstacles specific to locomotion
with legs.

4 Conclusions

In this paper, a model of an exploration robot with a hybrid locomotive system was
proposed. A 3Dmodel of the robot wasmade, whichwas subjected to a finite element
simulation to determine the maximum stresses and displacements. The structure of
the leg-wheel assembly was presented, as well as the modes of locomotion that the
robot can achieve. The proposed model can be considered as an effective model of
a hybrid locomotion robot designed for exploration that offers greater mobility and
high adaptability to different types of terrain. The robot will be physically built and
tested in the following phase.
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3D Printed Harmonic Drive for Legged
Mobile Robots

D. G. Buleandra, A. O. Băneasă, and R. C. Donca

Abstract This paper will present the design and construction of a harmonic drive
used in the actuation of a legged mobile robotic platform. The main advantage of this
type of application is the minimal backlash, which is important for the precise posi-
tioning of the platform, also allowing high reduction ratios, in a compact form. The
design also takes advantage of some of the latest additive manufacturing techniques,
which have become easily accessible in the last fewyears.Most components aremade
from polymer materials, constructed using commercially available 3D printers.

Keywords Harmonic drive · Additive manufacturing · Legged robotics

1 Introduction

The field of legged robotics poses a particularly interesting challenge when it comes
tomechanical drives. The drive has to be lightweight and compact enough to fit inside
the leg mechanism of a mobile robot, as well as capable of delivering the substantial
amount of torque needed for the movement of the part. It also has to be capable of
extremely precise and repeatable movements to allow for the precise control of the
motion of the legged robot.

Depending on the application, several constructive options are suitable for the
design of a drive that can meet the requirements. For this particular application, the
type of drive that was selected is the harmonic drive, also known as a strain wave gear
drive. Harmonic drives are typically made up of three main constructive elements.
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Fig. 1 Illustration of a strain wave gear

The wave generator can be found attached to the input shaft and has an elliptical
shape. This will be deforming the second element, the flexible spline. The flexspline
has teeth on its outer diameter, which engage with the teeth on the inside of the
final element, the rigid circular spline. As the flexspline is deformed by the wave
generator, its teeth will steadily engage with the circular spline in two diametrically
opposed areas, providing the revolution of the circular spline in the reverse direction
as the input shaft. The way this mechanism functions can be seen in more detail in
Fig. 1.

The gear ratio is given as the ratio between the difference between the number
of teeth of the circular spline and the number of teeth of the flexible spline and the
number of teeth of the flexible spline [1]:

gear ratio = no. teeth of the flexspline − no. teeth of the circular spline

no. teeth of the flex spline
(1)

Because of this, the closer the number of teeth of the two splines are, the higher
the reduction ratio is, meaning, it is possible to obtain very high reduction ratios by
simply designing the flexible spline with a number of teeth that is just shy of the
number of teeth of the circular spline. In fact, this is generally considered to be one
the greatest advantages of this design, as it is quite common to get gear ratios of
anywhere between 30:1 and 320:1.

Some other advantages of harmonic drives, when compared to traditional plan-
etary drives, include their reduced weight. They can also generate high repeata-
bility when repositioning inertial masses, due to extremely low backlash and the fact
that the input and output shafts are coaxial. All these make it suitable not just for
walking robotic platforms, but also for applications in industries such as aerospace
and automotive.
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In applications where high temperatures and high stress of the components is not
expected, additive manufacturing technologies based on polymeric materials can be
employed. As this is the case for most legged platforms, the design proposed here
has most of its components made using this technology. The main advantages are
the reduced weight, reduced cost and the short amount of time required to make the
finished product [2] as compared to other designs, which will be discussed in the
next chapter.

2 State of the Art

In the field of legged mobile robots, a great number of mechanisms have been used
over the years in order to increase the torque output of various electrical drives which
are constrained by size and weight limitations specific to the application.

The most obvious solution is to directly drive each joint using one motor. Unfor-
tunately, this means that there is no mechanical amplification of torque. To overcome
this, engineers need to resort to clever designs to achieve the desired leg motion. A
good example of this can be seen in the design of Minitaur, which uses a 5 bars
mechanism, directly driven by two electric motors. Although simple, robust and
lightweight, this topology only has two degrees of freedom which may prove to
hinder the platform’s performance [3].

A significant number of designs rely on various versions of the traditional plane-
tary gear drive. These can be integrated together with the motor and electronics into a
single unit, allowing for modular design. This is possible in part due to the possibility
of designing the drives to have high reduction ratios while still being compact. One
good example of this is MIT’s Cheetah [4], which takes advantage of a planetary
drive with a gear ratio of 1:5.8 that is part of a bigger module also including the
motor and an encoder. One significant disadvantage of planetary drives is that there
is inherit backlash in the mechanism, reducing the accuracy. This can be mitigated
through precise machining of the components and advanced control techniques, but
these increase the complexity of the unit [5].

Anovel approach is the series elastic actuator.Unlike traditional robotic joints, this
design includes a flexible element, such as a linear compression spring. The connec-
tion between the drivingmechanismand theflexible element is usually obtained using
a variation of a chain and pulleymechanism. This is where harmonic drives can come
in handy, as they are used as a torque multiplier, which is necessary for ensuring the
deflection of the flexible element embedded in the leg design. By pre-loading the
flexible element, the combination of harmonic drive and flexible component results
in a backlash free design. One such design has been prototyped by researchers at the
Swiss Federal Institute of Technology (ETHZ) for the ScarlETH project [6].
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3 Dimensioning of the Harmonic Drive

Starting with the gear ratio, the number of teeth of the flexible spline and the circular
spline can be chosen. For a gear ratio of 100:1, the number of teeth of the circular
spline is z1 = 101 and the number of teeth of the flex spline is z2 = 100. Choosing
a standardized module of m = 0.45, we can calculate the reference diameters of the
two components.

D1 = z1 ·m = 101 · 0.45 = 45.55 mm (2)

D2 = z2 ·m = 100 · 0.45 = 45 mm (3)

The geometry of the teeth depends on the tooth profile. From a geometric point
of view, both the involute profile and the triangular profile can be used. We chose a
triangular profile, using recommended values for the pressure angle, reference top
height coefficient and the usable height coefficient of the profile. We determined the
specific deformation of the flexible spline kD = 0.87.

To achieve a more compact design, we decided to put the wave generator on the
rotor casing of the DXW A2208 brushless motor. This is possible because, for these
types of motors, the output shaft is directly mounted on the out-runner rotor. The
width of the flexible spline and the width of the wave generator will be equal to the
usable width of the casing.

We chose a cam-type wave generator because it ensures adequate support for the
flexible spline on its entire perimeter. This helps to achieve and maintain an optimal
deformation shape. Using rolling bodies (bearing balls) between the outer surface of
the cam and the flexible spline, the sliding friction is replaced by rolling friction. We
can determine the perimeter of the cam knowing the inner radius of the not deformed
flexible spline and the distance between the two components (Fig. 2).

The elliptic perimeter can be approximated by the equation:

Lc = 2 · π ·
√
a2 + b2

2
(4)

To simplify the structure of the flexible spline, we decided to use another output
component [7]. For half thewidth of the flexible spline, it will engagewith the circular
spline and for the other half, it will engage with the output component. To generate
an output angular velocity equal to the angular velocity of the flexible spline, the
geometry of the output spline will be similar to the geometry of the circular spline. It
will have the same diameters and tooth profile, but the number of teeth will be equal
to the number of teeth of the flexible spline.

To eliminate the sliding friction between the fixed component and the output
component, we added a bearing channel on the surfaces between them. The geometry
of the entire drive can be seen in Fig. 3.
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Fig. 2 The geometry of the flexspline (left) and the cam (right)

Fig. 3 Exploded view of the harmonic drive

4 Practical Realization

The practical realization of the components was achieved using the Anycubic Photon
3Dprinter. The technology behind this type of printing is known as stereolithography.
A razor-thin layer of liquid polymer is exposed to UV light by a computer-controlled
screen. The liquid polymer is sensitive to UV light and as such, solidifies when
exposed to it. The pixels of the screen are activated in the shape of the slice it needs
to create. The print is slowly raised out of the resin tank as new layers are added [8].
The final result is shown in Fig. 4.
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Fig. 4 Final assembly of the harmonic drive

5 Results

In order to test the performance of our design, we created a simple test setup. This
is made up of a flange onto which the drive is rigidly mounted. The two shafts are
connected through a coupling to torque transducers [9]. This coupling also allows
for additional load to be placed onto the output shaft. This was used to measure the
input and output torque of the system. Both the input and output shafts of the drive
are equipped with rotary encoders with a 20-bit resolution [10], which translates to a
precision of around one and a quarter arc second, allowing for precise measurement
of the position, and therefore the speed of the two shafts. This is also useful in
determining the real backlash of the drive. Figure 5 presents a schematic overview
of the setup used.

The obtained gear ratio is equal to the desired gear ratio of 100:1. A load was
added to the output shaft in order to measure the input and output torque. The speed
of the motor was steadily increased until there was observed tearing of the flexspline.
We determined a maximum output torque of approximately 68.4 Nm. The values of
the input and output torque depending on motor speed are represented in Fig. 6.

The efficiency can be calculated by simply dividing the output torque values
to the corresponding input torque values. We obtained an efficiency of 65.04%. The
commonvalues for efficiency of commercially available harmonic drives are between
68 and82%at an ambient temperature of 200 °C,with amaximumobtained efficiency
of 89% at 500 RPM and 400 °C [11].

The backlash measured has an average value of approximately 225 arc seconds.
Comparing with commercially available harmonic drives, the backlash is approx-
imately 15 to 20 times higher [12]. Considering that additive manufacturing tech-
niques were used, which are better suited to rapid prototyping rather than mass
production, this result is to be expected (Fig. 7).
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Fig. 5 Schematic representation of the test setup

Fig. 6 Input torque depending on motor speed (left) and Output torque depending on motor speed
(right)

Due to its geometry, the main cause of destruction of the flexible element is
the variable bending stress and tooth wear. The material used must respond well to
bending and stress concentrators and elongate asmuch as possible. In order to test the
reliability of our design, the drive was driven at 1500 RPM, with no supplementary
load, for 100 h. This equates to a total of 9 million deformations of the flexspline and
about 1172 km travelled. The backlash was measured at different angular positions
both before and after the test. The obtained values can be observed in Fig. 8.

The average backlash value stayed consistent after testing and the amount of wear
is insignificant. However, it is plain to see that wear did occur, as the values of the
backlash measured around certain positions increased. This suggests that although
wear is present, it is consistent across the entirety of the flexspline. The cause for
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Fig. 7 Measured backlash of the harmonic drive

Fig. 8 Backlash before test (blue) and backlash after test (orange)

increased backlash is the wear of tooth crest and surface, while the accumulation of
debris in the wave generator and tooth slot can decrease its value [13].
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6 Conclusions

This paper presents the design of a harmonic drive which has most of its construc-
tive elements made from polymeric materials and created using 3D printing tech-
nology. This type of drive is suitable for light weight robotics applications, as part of
the driving mechanisms that allow for locomotion of legged robotic platforms. The
prototype created by the authors provides the proof of concept that such mechanisms
can be obtained using currently available additive manufacturing technologies.
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Modeling, Parameter Estimation
and Control Design of 4WIS4WID
Mobile Robot: Simulation
and Experimental Validation

Branimir Ćaran, Marko Švaco, Filip Šuligoj, and Bojan Jerbić

Abstract This paper introduces a systematic modeling approach for a mobile
robot structure equipped with four-wheel-independent steering and four-wheel-
independent driving (4WIS4WID). The mathematical model provided in this study
forms the basis for the development of conventional PID controllers for both the
steering and driving systems. Additionally, a non-linear kinematic trajectory tracking
control law is proposed for accurate trajectory tracking. To ensure the effectiveness of
the model, all relevant parameters are estimated, and the driving and steering subsys-
tems are rigorously validated through simulations. These simulations are instru-
mental in identifying the optimal controller gains required for precise trajectory
tracking. Subsequently, the chosen controller gains are implemented on a physical
4WIS4WIDmobile robot, and the paper presents the results obtained fromboth simu-
lation and experimental trials. During the experimental phase, the robot’s movements
are recorded using the OptiTrack motion capture system, enabling the verification
of kinematic parameters, and providing insights for future research endeavors.

Keywords 4WIS4WID mobile robot · Kinematic and dynamic modeling ·
Parameter estimation · Non-linear trajectory tracking · Experimental validation

1 Introduction

In the last few years, there has been a growing interest in four-wheel-independent
steering and four-wheel-independent driving (4WIS4WID) mobile robot structure
[1]. This surge is attributed to electric motors, known for their high maneuverability.
The applicationof this structure has been extensively examined across diverse sectors,
including automotive and robotics industry [2–5]. Most of the research has been
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based on automotive applications due to electrification and requirements for high
maneuverability. Robotics applications of this structure are still in research process,
most robotics applications of this structure are based on agriculture [6, 7] and service
robots [8].

Mathematical modeling and parameter estimation of 4WIS4WID structure are
crucial segments before experimental validation of robot behavior and its control
systems for driving and steering [9–11]. Despite simulations, mathematical model
gives opportunity for stability and controllability analysis, controller design and
model based control, such as the use of the model predictive control (MPC) method
to realize the robot’s trajectory tracking control.

In this paper, systematic modelling of kinematics and dynamics for 4WIS4WID
robot structures has been presented. A derived model of robot has been parsed
into driving and steering subsystems whose parameters have been estimated offline
and simulation were validated with experimental data. With the given model of the
robot, control systems for steering and driving subsystems have been designed using
conventional PID controllers and non-linear kinematic model for trajectory tracking
has been developed. With model and controllers, simulations were performed to
find the best possible gains for non-linear kinematic control law. Gain values with
fastest response andminimal overshoot were chosen for simulation and experimental
validation.

2 System Description

Mobile robot used for experimental validation is developed in Regional Center of
Excellence for Robotic Technologies (CRTA). Main purpose of this robot is to drive
on vertical surfaces and perform NDT [8, 12]. Robot is equipped with additional
actuators for performing NDT (nondestructive testing) inspection, but driving on
vertical surfaces and performing NDT are not in the scope of this paper.

As shown in Fig. 1a, mobile robot is equipped with four steering motors and four
driving motors Dynamixel XH430-W210-T found one actuator system with motor
and driver in one case [13]. Mobile robot is equiped with a single board computer
(Raspberry Pi) and communication with motors is done via USB to TTL converter.
The mobile robot is controlled with the Robot Operating System (ROS), and its
communication is primarily wireless. The single-board computer on themobile robot
transmits joint states to the master PC, which in turn calculates the required veloc-
ities for the robot to follow a predefined trajectory. Simultaneously, the master PC
communicates with an OptiTrack PC to record and analyze the ground truth pose of
the robot.
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a  b

Fig. 1 4WIS4WID experimental robot (a) and robot schematic (b) [9]

3 Kinematic and Dynamic Model

In this section kinematic and dynamic models of four-wheel independent steering
four-wheel independent driving mobile robot are presented. The kinematic model
allows controlling the robot and calculating its position, while the dynamic model is
responsible for all the forces and moments with which the actuators act on the robot.

3.1 Kinematic Model

A mobile robot configuration is shown in Fig. 1b. Global coordinates x, y and θ

represent the pose of the robot in world reference frame; 2a and 2b are length and
width between wheels respectively; wheels are denoted as wi with the radius r and
steering angle δi. Thepositionof eachwheel is defined as: (xw1, yw1)= (a,b), (xw2, yw2)
= ( −a, b), (xw2, yw2) = (−a, −b) and (xw4, yw4) = (a, −b). v and vi are respectively
robot linear speed v = √

vx 2 + vy
2 and linear speed of eachwheelvi = √

vxi 2 + vyi
2.

ω is angular velocity of mobile robot and ωi is steering velocity of each wheel.
Under the assumption that there are no motions of pitch and roll and mass is

concentrated in the centroid of the mobile robot without considering slipping condi-
tions, relationships between mobile robot velocity and each wheel velocity can
be obtained by the rigid body constraints as vxi = vi cos(δi ) = vx − ywiω and
vyi = vi sin(δi ) = vy + xwiω.

By substituting the parameters of the robot in equations for vxi and vyi the
relationship between wheel velocity and mobile robot velocity can be represented
as:
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⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

1 0 −b
0 1 a
1 0 −b
0 1 −a
1 0 b
0 1 −a
1 0 b
0 1 a

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎡

⎣
vx

vy

ω

⎤

⎦ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

cos(δ1) 0 0 0
sin(δ1) 0 0 0

0 cos(δ2) 0 0
0 sin(δ2) 0 0
0 0 cos(δ3) 0
0 0 sin(δ3) 0
0 0 0 cos(δ4)
0 0 0 sin(δ4)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎡

⎢⎢
⎣

v1

v2

v3

v4

⎤

⎥⎥
⎦ (1)

We can introduce the pseudo-inverse of matrix where K=4a2 + 4b2. Premultiply
Eq. 1. with P+ relationship can be obtained as:

⎡

⎣
vx

vy

ω

⎤

⎦ =
⎡

⎣
cos(δ1)

4
cos(δ2)

4
cos(δ3)

4
cos(δ4)

4
sin(δ1)

4
sin(δ1)

4
sin(δ1)

4
sin(δ1)

4
W1 W2 W3 W4

⎤

⎦

⎡

⎢⎢
⎣

v1

v2

v3

v4

⎤

⎥⎥
⎦ (2)

where Wi = (−ywicos(δi ) + xwi sin(δi ))/(4xwi
2 + 4ywi

2).
Combining the three states of the robot body, wheel rotating angle and wheel

steering angle, there are 11 state variables that represent the states and pose of

4WIS4WID mobile robot q = [
x y θ ϕ1 ϕ1 ϕ1 ϕ1 δ1 δ2 δ3 δ4

]T
.

After some calculations, kinematic model of mobile robot can be obtained as
velocity vector q̇ in world coordinate frame; ϕi denotes the angle of driving wheel;
ci and si are cos(θ + δi ) and sin(θ + δi ) respectivly.

q̇ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

ẋ
ẏ
θ̇

ϕ̇1

ϕ̇2

ϕ̇3

ϕ̇4

δ̇1

δ̇2

δ̇3

δ̇4

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

c1
4

c2
4

c3
4

c4
4 0 0 0 0

s1
4

s2
4

s3
4

s4
4 0 0 0 0

W1 W2 W3 W4 0 0 0 0
r−1 0 0 0 0 0 0 0
0 r−1 0 0 0 0 0 0
0 0 r−1 0 0 0 0 0
0 0 0 r−1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
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v1

v2

v3

v4

ω1

ω2

ω3

ω4

⎤
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⎦

= Jv (3)
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3.2 Dynamic Model

Dynamic model of 4WIS4WIDmobile robot has been derived in [9]. In our research
we modified and expanded the existing dynamic model with individual dynamics of
eight DC motors. In contrast, we consider friction in the model of the DCmotors but
not in the dynamics model of the robot. Thus, dynamic model is:

v̇ = − M
−1
V︸ ︷︷ ︸

A

v(t) + M
−1

N︸ ︷︷ ︸
B

τ(t) (4)

where M = JTM J , V = JTM J̇ and N = JTN .
Matrix M is mass matrix and matrix N is transformation matrix from control

variables τ = [
τϕ1 τϕ2 τϕ3 τϕ4 τδ1 τδ2 τδ3 τδ4

]T
and output variables v̇. Matrices in

Eq. 4. are defined as

M = diag
(
m,m, I, Iϕ, Iϕ, Iϕ, Iϕ, Iδ, Iδ, Iδ, Iδ

)
(5)

N =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

c1
r

c2
r

c3
r

c4
r 0 0 0 0

s1
r

s2
r

s3
r

s4
r 0 0 0 0

T1 T2 T3 T4 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

(6)

where m = mr + 4mw; mr is mass of mobile robot; mw is mass of the each wheel;
Iθ , Iϕ and Iδ are rotating moment of inertia of mobile robot, wheel and steering
system respectively; inertia of robot is defined as I = Iθ + 4mw

(
a2 + b2

)
. Dynamic

model of DC motor is also used for this purpose. Dynamic models of mobile robot
and DC motors are decoupled.

ua = La
dia
dt

+ Raia + KmωDC (7)

where ua , ia , La and Ra are armature voltage, current, inductance and resistance
respectively. Km is back EMF constant. As torque vector τ is input to mobile robot
dynamic model and current of DC motor and torque are related with constant Kt .
Torque of each motor can be presented:

τDC = Ktia (8)
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4 Parameter Estimation

To achieve effective controller design and adequate simulations, comprehensive
understanding of all parameters in the mathematical model of the mobile robot
is important. The kinematic parameters can be measured and extracted from the
computer-aided design (CAD) model of the robot. Kinematic parameters that are
crucial for this type of robot are robot length 2a = 0.225m, width of mobile robot
2b = 0.225m and wheel radius r = 0.0254m.

Not all parameters of a dynamic robot model can be simply calculated. The mass
and the inertia of the robot can be measured and calculated as well as the resistance,
inductance, and back EMF force constant. Steering and driving friction and inertia
parameters cannot be easily calculated, they need to be estimated.

In the following subsections, the results of the experiments that were carried out
to estimate the necessary parameters of the system will be given together with the
simulations in which the estimated parameters were used. Parameter estimations
were done by minimizing the sum of squared error function.

4.1 DC Motor Parameters

For a successful parameter estimation of the steering and driving systems, it is neces-
sary to know all the parameters of the motor. The motors on the robot areDynamixel
XH430-W210-T for which some of the parameters can be found in the datasheet [13].
Figure 2 shows experiment and simulation of DC motor step response. It is impor-
tant to note that output speed of DCmotor is filtered and filter that performed closest
to the DC motor filter was 2nd order Bessel low-pass filter with cut off frequency
ωc = 32.8rad/s. From experiment, DC motor parameters were estimated (Table 1).

a b

Fig. 2 DC motor response (a) and steering system response (b)
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Table 1 DC motor parameters

Parameter Ra[�] La[H ] Ke[ Vsrad ] Kt [ Nm
A ] bDC [ Nms

rad ] IDC [kgm2]
Value 9.23 3 · 10−3 0.0103 0.0067 3.6 · 10−7 5 · 10−8

4.2 Steering System Parameters

Themost important parameters for steering system are friction and inertia. Both those
parameters were estimated in a similar way as for the DC motor. Figure 2 shows
results from the experiment and simulation with estimated parameters. Estimated
friction and inertia are bδ = 1.9 · 10−7 Nms

rad and Iδ = 6 · 10−8kgm2.

5 Dynamic and Kinematic Control Design

In this section the control scheme of 4WIS4WID mobile robot is presented. The
control scheme contains non-linear kinematic controller, four PI velocity controllers
and four P position controllers for DC motors as shown in Fig. 3. In the next
subsections simulation and experimental validation of PID velocity and position
controllers.

5.1 Velocity Controller

After the DC motor parameters have been estimated and the obtained mathemat-
ical model has been verified, it is necessary to design the velocity controller. A PI
controller was selected for the speed controller, and simulations were performed for
3 sets of parameters, {P1 = 1, I1 = 10}, {P2 = 1.5, I2 = 30} and {P3 = 1.5,
I3 = 51}. The parameters that gave the best response were selected, implemented in
simulation model and verified on a real motor. Figure 2b shows simulation and real
motor responses with chosen parameters for PI controller.

Fig. 3 Control scheme of 4WIS4WID mobile robot
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a b

Fig. 4 Drive system response with PI controller (a) steering system response with P controller (b)

5.2 Steering Position Controller

Same as for velocity controller, position controller is designed for steering system of
the mobile robot. The steering system uses P controller for controlling the steering
angle of each wheel. Simulations were performed for different P gains of controller,
P1 = 7, P2 = 14 and P3 = 23.4, Controller with P2 = 14 performed best with
fast response and no overshoot which is important for steering system and thus that
parameter was used for real motor experiment. Simulation and real motor response
are shown in Fig. 4b.

5.3 Non-linear Kinematic Controller

Mobile robot reference is defined as qd = [
xd(t) yd(t) θd(t)

]T
and objective is

to let the robot track q̇d and that error between real robot state and reference state
approach zero. Trajectory tracking error needs to be rotated inmobile robot reference
coordinate frame and then can be defined as

qe =
⎡

⎣
xe
ye
θe

⎤

⎦ = R(θ)

⎡

⎣
xd − x
yd − y
θd − θ

⎤

⎦

=
⎡

⎣
cos θ sin θ 0

− sin θ cos θ 0
0 0 1

⎤

⎦

⎡

⎣
xd − x
yd − y
θd − θ

⎤

⎦ (9)

and error dynamic can be calculated as q̇e = q̇d − q̇ = [
ẋe ẏd θ̇d

]T
. After some

calculations, q̇e can be presented as
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q̇e =
⎡

⎣
yeθ̇ + ẋd − vx

−xeθ̇ + ẏd − vy

θ̇d − ω

⎤

⎦

=

⎡

⎢⎢⎢⎢⎢⎢
⎣

yeθ̇ + 1
4

4∑

i=1
vid cos δid − 1

4

4∑

i=1
vi cos δi

−xeθ̇ + 1
4

4∑

i=1
vid sin δid − 1

4

4∑

i=1
vi sin δi

4∑

i=1
vidWid −

4∑

i=1
viWi

⎤

⎥⎥⎥⎥⎥⎥
⎦

(10)

where vid = √
ẋ2 + ẏ2, δid = atan2(ẏ, ẋ), Wid =

(−ywi cos(δi ) + xwi sin(δi ))/
(
4x2wi + 4y2wi

)
, vxid = ẋ− ywi θ̇d and vyid = ẏ+xwi θ̇d .

To derive non-linear tracking controller, we define the Lyapunov function as

V = 1

2

(
x2e + y2e + θ2

e

) ≥ 0 (11)

By taking time derivative, Lyapunov function becomes

V̇ = xe ẋe + ye ẏe + θeθ̇e (12)

Control laws for velocities and angle of mobile robot motors can be defined as

vic = k1

√
a2i + b2i (13)

δic = k2 + atan2(bi , ai ) (14)

where ai = vid cos δid + kx xe − kθ ywiθe and bi = vid sin δid + ky ye − kθ xwiθe, kx ,
ky and kθ are positive constants. Constants k1 and k2 can be defined as

(k1, k2)

{
(+1, 0), |δid − δi | ≤ π

2
(−1, π), otherwise

Inserting control law from Eq. into Eq. derivative of Lyapunov functions becomes

V̇ = −4kx x
2
e − 4ky y

2
e − 4kθ θ

2
e (15)

Using appropriate kx , ky and kθ , tracking error is asymptomatically stable for all
t > 0 and qe �= 0.
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6 Simulations and Experimental Results

Before implementingdesiredPIDparameters andnon-linear controller on realmobile
robot, simulationswere performedonvarious trajectories usingMATLAB.The simu-
lation parameters are chosen to be as close as possible to the real robot. Non-linear
trajectory tracking control gains were chosen kx = ky = 3 and kθ = 1. Responses of
the mobile robot for trajectory xd = yd = 0.05t with θd = atan2(ẏd , ẋd) and for the
xd = 0.5 cos(0.15t), yd = 0.5 sin(0.15t) with θd = atan2(ẏd , ẋd) are presented in
Figs. 5 and 6. Responses and similarity of the simulation and experiment are satisfied.
Small inequality in response can be improved with better friction model, Columb,
Stribeck or LuGre friction models. It is important to note that robot response is not
the same as OptiTrack recordings, reason to that are kinematic parameters, a, b and
r which will be part of future research as different approach for calibration must be
researched.

a b

Fig. 5 Mobile robot responses in simulation using derived mathematical model and estimated
parameters

Fig. 6 Real mobile robot responses
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7 Conclusion

The robot trajectory tracking presented in Figs. 5 and 6 show a satisfactory matching
which indicates that systematic modeling of kinematics and dynamics and controller
design for the 4WIS4WIDmobile robot canbe improvedwith goodparameter estima-
tion. Given mathematical model with good parameters is basis for the future research
where kinematic model parameters needs to be calibrated and dynamic model needs
to be expanded with potential energy for driving on vertical surfaces.
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Autonomous Mobile Robotic System
for Measuring the Electrical
Conductivity of Soil

Franci Ovčak, Sebastjan Šlajpah, Marko Munih, and Matjaž Mihelj

Abstract The paper presents an innovative application for optimizing and digitizing
modern agriculture by integrating advanced farming techniques and robotic solutions.
The main focus lies in developing a mobile platform with sensors that measure
soil resistivity, a key parameter for optimizing fertilizer application. The platform
utilizes advanced localization and navigation techniques, enabling autonomous and
precise data collection. The system efficiently determines optimal sampling points
in the field while avoiding obstacles and field boundaries. The results demonstrate
the effectiveness of the proposed methodology in achieving precise and automated
agricultural operations, facilitating sustainable and data-driven farming practices.

Keywords Outdoor mobile robot · Localization · Soil analysis · ROS

1 Introduction

Modern agriculture strives for optimization and digitalization. Precision farming
includes innovative cultivation methods based on collected data. Robotic solutions
for agriculture allow the automation of demanding agricultural operations such as
picking, harvesting,weed control,mowing, pruning, sowing, spraying, thinning, phe-
notyping, monitoring, sorting, and packaging. In autonomous soil sampling, which
is typically still done manually, specific solutions already exist [1, 2]. However,
these platforms are often designed for a single task and do not include other systems
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GNSS RECEIVER

COMPONENT HOUSING

NETWORK ROUTER

DRILL FOR SAMPLE EXTRACTION

MOTORS FOR TURNING WHEELS

SAFETY MODULE

MAGNETOMETER

IN WHEEL MOTOR

RADIO MODULE FOR
RECEIVING GNSS CORRECTIONS

Fig. 1 Arrangement of elements on the mobile platform

for soil analysis. Soil composition is a pivotal factor in guiding decision-making
and optimizing various aspects of agricultural practices, such as applying fertilizers,
pesticides, irrigation, and crop cultivation. The electrical resistance of the soil, an
essential indicator for determining its physical and chemical properties (moisture,
salinity, organic matter, nutrient levels), can be accurately measured. For this reason,
we propose an approach to monitoring soil resistivity using a four-wheel mobile
robotic platform, onto which we mounted electrodes and a soil resistivity meter. We
have further upgraded the platform with the equipment for autonomous sampling.
Using the robotic operating system (ROS), we implemented algorithms for localiza-
tion and navigation. We developed an HMI (Human Machine Interface) as a web
user interface to control and display real-time data.

2 Mobile Platform

The mobile platform, illustrated in Fig. 1, is a four-wheeled vehicle with four-wheel
independent steering (4WAS). The platform is equipped with an Asus mini PC run-
ning the Ubuntu 18.04 and ROS Melodic operating systems, Beckhoff controller to
control individual motors, a network router for connecting the modules, a receiver
for Global Navigation Satellite System (GNSS) signals, a soil resistivity meter, an
Inertial Measurement Unit (IMU) and a power supply system.
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2.1 GNSS RTK Receiver

In most cases, localisation accuracy using a GNSS module is limited to a few meters
due to atmospheric conditions, signal reflections from surrounding objects, and clock
errors [3]. GNSS signal data is corrected using Real-Time Kinematic GNSS (RTK
GNSS) technology to determine the mobile platform’s position with centimetres
level accuracy.

The mobile platform includes two Mosaic-X5 GNSS modules connected to its
multi-band antenna (Fig. 1). The antennas are mounted on the platform’s rear left and
right sides. These antennas significantly improve noise resistance and increase the
maximum number of satellites the module can receive at any given moment, which
contributes to improved convergence and positioning accuracy [4].

2.2 Wheel Encoders

Each of the four-wheel motors is equipped with a dual-channel incremental encoder.
With quadrature decoding, we achieve a resolution of N = 16,000 pulses per rev-
olution. The sampling frequency of the encoders is set to 50Hz (�t =0.02 s). To
calculate the speed of the mobile platform, we take the average speed of all four
wheels.

2.3 Inertial Measurement Unit (IMU)

The unit contains a 6-axis MPU-9250 Inertial Measurement Unit (IMU), which
includes a 3-axis gyroscope, a 3-axis accelerometer and a magnetometer, enabling
the measurement of absolute orientation by detecting the Earth’s magnetic field. The
data from the sensors are processed by an integrated STM32 microcontroller, which
then sends them to the target device via a USB interface.

2.4 Soil Resistivity Meter

One of the most efficient and reliable methods for measuring soil fertility is by
measuring soil resistivity [5], as this method is fast, accessible, and reliable. For this
purpose, we developed a PCB board for measuring specific resistivity based on the
open-source projectOhmPi [6]. The measurement system consists of a measurement
circuit and electrodes mounted on the rear side of the platform. Figure2 shows the
configuration with four evenly distributed electrodes attached to holders.
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Fig. 2 Electrodes attached
to the mobile platform

The electrodes are insulated from one another, ensuring that a current only flows
between them when they are in contact with the soil. The outer electrodes impose a
current, and the generated voltage is measured across the two inner electrodes. The
specific resistance of the soil is calculated using the following equation:

ρa ≈ 2πa
U

I
, (1)

where a is the distance between electrodes, I is the injected current, and U is the
voltage between the inner electrodes.

The soil has its electrical potential, which can cause measurement inaccuracies.
We address this issue using the two-pulse method, where the first pulse generates a
current in one direction and the second in the opposite direction. Finally, the actual
voltage is obtained by averaging the two measurements:

U = 1

2
(Uk + Uk+1) . (2)
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2.5 Kinematics

The kinematicmodel of the presented platform is summarized from [8]. In the article,
the authors simplify the kinematic model as a single-track system assuming pure
rolling and a small steering angle. Additionally, we further simplified the model
by neglecting the influence of slip angles (β ≈ 0) as the mobile platform moves at
relatively low speeds. Thus, the kinematic model is of the following form:

Ẋ = vm cos(ϕ), (3)

Ẏ = vm sin(ϕ), (4)

ϕ̇ = vm

L

(
tan

(
δ f

) − tan (δr )
)
, (5)

where vm represents the speed of the platform, ϕ the orientation of the platform, δ f

the angle of the front middle wheel, δr the angle of the rear middle wheel, and L
the wheelbase. To increase the maneuverability, we employ counterphase steering
method, δ f = −δr .

3 Localization

To identify themost efficient data fusion approach,we developed a two-stage filtering
framework, illustrated in Fig. 3. Initially, anUnscentedKalmanFilter (UKF), adapted
from [7], integrates data from the IMU and two GNSS sensors. This stage aims to
provide a precise estimate of the mobile platform’s orientation, which is critical for
accurately merging GNSS positions in the subsequent stage, thereby enhancing the
overall accuracy.

In the second stage, we combine orientation data obtained from the UKF with
positions from the GNSS sensors and odometry information. This odometry data is
derived from changes in position, which are calculated based on wheel encoders and
the rotation of the wheels using Eqs. (3), (4) and (5). To assess the effectiveness of
this approach, we examined three data fusion methods: (1) the Extended Kalman
Filter (EKF), (2) Dynamic weighting, and (3) the Particle filter, evaluating their
performance in enhancing navigation and localization accuracy.

3.1 Localization Validation

Validating localization algorithmsposes a challenge in environmentswith highGNSS
signal covariances, such as when a platform moves beneath a tree, primarily because
of the absence of an absolute reference for comparison or validation. To address this
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issue, data collection was carried out in an open field where the accurate position of
the platform was known. Subsequently, noise was intentionally added during post-
processing for further analysis.

To assess the performance of theUKF in the first stage, we compared the estimated
platform orientation with the orientation calculated from the positions of two GNSS
receivers. In the absence of artificial noise applied to the data, the UKF filter demon-
strated adequate accuracy, as shown in Fig. 4 (area outside artificial noise). When
we intentionally introduced artificial noise by adding Gaussian noise to GNSS data,
(Rgps = diag([1, 1, 1]m)) between t = 110 s and t = 185 s, we observed minimal
deviation in the estimated orientation compared to the actual orientation. The accu-
racy of this filter, while not paramount, is sufficiently reliable for its primary purpose:
to achieve a reasonably accurate orientation that enables the effective combination
of both GNSS positions in the second stage.

Two testing methods were employed to validate the second stage. In the first
method, Gaussian noise with σ = 1m was introduced, while in the second method,
a unidirectional component (offset) of magnitude 0.3m was added to this noise. The

UKF

EKF

GNSS

IMU

ODOMETRY

DYNAMIC
WEIGHTING

PARTICLE
FILTER

ALGORITHM
SELECTION

FIRST STAGE SECOND STAGE

Fig. 3 Block diagram of the use of filters for the purpose of localization
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Fig. 4 UKF filter operation considering correction
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Table 1 Root mean square error of position for the three methods in the 2nd stage of localization

Method Gaussian noise position (m) Gaussian noise + offset
Position (m)

EKF 0.11 0.17

Dynamic weighting 0.10 0.25

Particle filter 0.10 0.20

GNSS left 1.25 1.29

GNSS right 1.24 1.31

Table 2 Root mean square error of orientation for the three methods in the 2nd stage of localization

Method Gaussian noise ϕ (◦) Gaussian noise + offset ϕ (◦)
EKF 0.81 0.95

Dynamic weighting 0.83 0.83

Particle filter 1.65 1.05

GNSS left/right 100.84 104.21

accuracy of the filter was assessed by calculating the Root Mean Square (RMS) error
between the actual position and position given by the filter, with results detailed in
Table 1. For orientation accuracy,we calculated themean error between the actual ori-
entation and the orientation provided by the filter results, shown in Table 2. All three
methods utilized in the second stage, significantly enhance localization compared
to direct GNSS signals, rendering them suitable for localization purposes. Notably,
the Extended Kalman Filter (EKF) exhibited slightly superior accuracy, while the
particle filter showed a higher error in estimating orientation when compared to the
other two methods.

4 Navigation

To facilitate the navigation of the mobile platform, we employ the Teb Local Planner
algorithm, which uses the Time Elastic Band method [9]. Originally, it was designed
for platforms without holonomic constraints, such as differential drive platforms.
The authors adapted the algorithm to accommodate car-like platforms, incorporating
considerations for their kinodynamic constraints [10].
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4.1 Planning Soil Sampling

To plan a path for collecting soil measurements, we developed an algorithm that
determines navigation points for guiding the mobile platform. The user initiates the
process by defining the agricultural area in the user interface and selecting the side
of the field along which the robot should move.

The algorithm then calculates navigation points using the chosen side as a refer-
ence to create a line moving a specified distance d, representing the sampling step,
towards the farthest point from the selected side. This process iterates until no fur-
ther intersections are found. Subsequently, upon user command, the action server
processes these points, considering the platform’s orientation, and sequences them
for the navigation system.

5 Measurement and Analysis of Soil Resistivity

To combine and filter multiple resistance measurements, we partitioned the field
into segments measuring 0.5m × 0.5m and assigning each measurement to the
nearest segment. Each segment may contain one or more measurements, and the
soil’s electrical resistivity within the segment is determined based on the median
of all measurements it encompasses. Linear interpolation was employed to address
missing values between individual segments.

Samplingwas conducted in fields on the grounds of theBiotechnical Faculty of the
University of Ljubljana. Due to the dampness of the soil at the time of measurement,
recorded resistivity levelswere relatively low (Fig. 5). Resistancemeasurementswere
collected along two 30m parallel strips of land, with the mobile platform’s speed
ranging from 0.1m s−1 to 0.5m s−1. Throughout the measuring process, we did not
maintain a constant speed and occasionally stopped the platform, which resulted
in some sections having more measurements than others. Electrodes were inserted
about two to three centimetres into the soil during testing, with springs mounted on
each electrode holder ensuring constant contact with the soil.

6 Conclusion

Our research demonstrates that employing a mobile platform equipped with sensors
for measuring soil electrical conductivity facilitates precise and automated data col-
lection in agriculture. Integrating localization and navigation technologies facilitates
autonomous navigation. Implementing a two-stage filter allows us to compensate for
poor GNSS data temporarily, enabling the mobile platform to navigate under trees
or near tall structures that impair GNSS signal quality. By calculating navigation
points specifically tailored to the requirements of soil resistance measurement, we
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(a)

(b)

R [] 

Fig. 5 Sampling at a field at theBiotechnical Faculty,UL:a histogramof soil resistivity distribution;
b soil resistivity (green/blue fields) and path of the vehicle (red line), black squares represent 1m
× 1m

can sample an average Slovenian agricultural land of 0.6 ha in approximately 2 h,
maintaining a speed of 0.5 ms−1 and a 2 m interval between sampling points.

References

1. Väljaots, E., Lehiste, H., Kiik, M., Leemet, T.: Soil sampling automation using mobile robotic
platform. 16 volume Agronomy Res. (2018). https://dspace.emu.ee/xmlui/handle/10492/4000

2. Schumacher, D.: Autonomous robots enter fields to collect precise soil samples, help farmers
improve yields, reduce environmental impact, save money (2019)

3. European GNSS Agency: PPP-RTK market and technology report (2019). https://www.euspa.
europa.eu/sites/default/files/calls_for_proposals/rd.03_-_ppp-rtk_market_and_technology_
report.pdf

4. Hamza, V., Stopar, B., Sterle, O.: Testing the performance of multi-frequency low-cost GNSS
receivers and antennas. Issue 21 Sensors (2021). https://www.mdpi.com/1424-8220/21/6/2029

5. Corwin, D., Lesch, S: Application of soil electrical conductivity to precision agriculture.
Issue 3 of Agronomy Journal (2003). https://acsess.onlinelibrary.wiley.com/doi/abs/10.2134/
agronj2003.4550

6. Clement, R., Fargier, Y., Dubois, V., Gance, J., Gros, E., Forquet, N.: An open source data
logger for dedicated applications of electrical resistivity imaging at the small and labora-
tory scale. Volume 3 HardwareX (2020). https://www.sciencedirect.com/science/article/pii/
S2468067220300316

7. Van Der Merwe, R.: Sigma-point Kalman filters for probabilistic inference in dynamic state-
space models. Univ, Oregon Health Sci. (2004)

8. Tan, X., Liu, D., Xiong, H.: Optimal control method of path tracking for four-wheel steering
vehicles. Volume 11 Actuators (2022). https://www.mdpi.com/2076-0825/11/2/61

https://dspace.emu.ee/xmlui/handle/10492/4000
https://www.euspa.europa.eu/sites/default/files/calls_for_proposals/rd.03_-_ppp-rtk_market_and_technology_report.pdf
https://www.euspa.europa.eu/sites/default/files/calls_for_proposals/rd.03_-_ppp-rtk_market_and_technology_report.pdf
https://www.euspa.europa.eu/sites/default/files/calls_for_proposals/rd.03_-_ppp-rtk_market_and_technology_report.pdf
https://www.mdpi.com/1424-8220/21/6/2029
https://acsess.onlinelibrary.wiley.com/doi/abs/10.2134/agronj2003.4550
https://acsess.onlinelibrary.wiley.com/doi/abs/10.2134/agronj2003.4550
https://www.sciencedirect.com/science/article/pii/S2468067220300316
https://www.sciencedirect.com/science/article/pii/S2468067220300316
https://www.mdpi.com/2076-0825/11/2/61


628 F. Ovčak et al.
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Design and Test Validation of Humanoid
Tripod-Based Limbs

Marco Ceccarelli , Earnest Ofonaike , Steven Beaumont, Léo Neves,
and Matteo Russo

Abstract A tripod-based design with linear actuators is presented with features and
performance suitable for humanoid limbs as based on a tripod mechanism architec-
ture. Design compact solutions are developed for arm and leg structureswith low-cost
Arduino-based controlled operation and market components for a revised version of
LARMbot humanoid robot. A general design is then specified in an arm structure
with a gripper on a wrist joint and in a leg structure with a foot on an ankle joint.
Performance characteristics are characterized in lab tests with suitable large motion
range, high payload capacity, and limited power consumption.

Keywords Humanoid robots · Design · Tripod design · LARMbot humanoid ·
Experimental robotics · Performance analysis

1 Introduction

Most of the current humanoid robots, both in research and applications, even with
market solutions, are designed with a mechanical that are strongly inspired to the
human anatomy. Since the first humanoid robot “WABOT-1” developed in the early
1970s at Waseda University in Tokyo, Japan [1], the limbs are designed with bulky
solutions that include actuators and sensors. Examples of today’s humanoid robots
can be indicated in ASIMO [2], WABIAN [3], HRP [4], Johnnie and Lola [5],
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HUBO [6], ATLAS [7], and BHR [8], just to cite few in a growing robot population
worldwide.

Today, humanoid robots are still investigated also in design solutions with the aim
to increase robot capabilities such as walking on various terrains, fall protection, and
interactionwith the environment,with solutions that can span fromvery sophisticated
and complex one up to very simple low-cost solutions, even in the form of toys. In
addition, a growing interest is addressed to propose solutions with low-cost and user-
oriented design even if with structure of limited capabilities. Within this research
line LARMbot humanoid has been developed since the beginning of 2000s’ up to
design a prototype in 2016 [9, 10]. The LARMbot humanoid is characterized by a
peculiar low-cost efficient design that is based on parallel mechanism architectures
[9]. The used parallel mechanism architecture in the form of a tripod is inspired to
the muscle-skeleton anatomy in nature [11].

In this paper, expanding previous designs and experiences reported in [12–15],
a tripod-based mechanism provided of specific 3-SPR joint mechanism [16] is
redesigned with solutions and features that have been adjusted for leg and arms,
in consideration of the similarity of the human limbs in term of the muscle-skeleton
anatomy The proposed prototype solutions are tested successfully to validate the
design feasibility and to characterize the operation performance as lightweighted
efficient limbs for the in humanoid LARMbot.

2 Design and Operation Requirements

Following the experiences in recent years with the humanoid LARMbot [12–15],
a reconsideration of the structure and functionality of the limbs was recognized
necessary in order to achieve a synergistic structure that overall has functional char-
acteristics and load capacity of similar magnitude in all its components. The structure
of the torso was fundamental as based on a serial-type spinal column system with a
parallel architecture cable actuation with high movement and load capacities which
were limited by the serial structures especially of the arms. After positive experi-
ences with a tripod structure for the legs with parallel architecture, the possibility is
considered feasible in developing such a structure that can be valid for both the arms
and the legs with characteristics of similar efficiency in terms of facilitating a synergy
of movement and action between all components of the humanoid LARMbot with
similar characteristics.

The conceptual idea is summarized in the sketches of Fig. 1where the functionality
of the limb extremity, either arm or leg, is represented by the possibility of movement
in space in three directions with 3 DOFs preserving the characteristic of an operation
with antagonistic and collaborative components to ensure compactness and lightness
of the limb. In the sketches of Fig. 1, the structure of a mobile platform is emphasized
with a solution that can be easily connected to the corresponding part of the trunk in
which the bases of the linear actuators are connected. The actuated tripod realizes the
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(a)                (b) 

Fig. 1 Schemes for design and operation features for: a arm b leg

translational motion of a limb point, leaving the mobile platform for the additional
wrist or ankle joint for the terminal element as hand, Fig. 1a, or foot Fig. 1b.

3 The Tripod-Base Designs

The new LARMbot humanoid limb is designed as the conceptual design in Fig. 1
with a tripod architecture whose actuated links converge in a point giving tetrahedron
shape of the full limb consisting of three links connecting the base plate (shoulder or
waist) to the mobile platform (wrist or ankle), Fig. 2 [12–15]. The link convergence
is ensured by a specially designed joint with the kinematic structure 3-SPR in the
zoomed view in Fig. 2 [16].

The linear actuated links are connected by universal joints at the frame-base plate
and revolute joints of the converging joint mechanism connect each link to themobile
platform. Figure 2 represents the kinematic scheme of the tripod structure with its
design and operation prismatic parameters. The shoulder base plate is designed with
an equilateral triangular shapewhereas thewristmobile platform is designed to host a
extremity-link frame. The tripod limb shows 3-DoFs that are operated as translational
degrees of freedom, to enable the swing of the limb.

Figure 3 shows the implementation of the conceptual design in Figs. 1 and 2 with
similar but differentiated construction solutions for the arm in Fig. 3a and for the leg
in Fig. 3b in which it can be noted how the same linear actuators are connected to the
structures that specifically create the shoulder or pelvis and the wrist or ankle joint,
respectively. It should also be noted that the prototypes are designed and obtained
also with a dimensional similarity with sizes indicated in Fig. 4.

Figure 5 shows how the mobile platform of the tripod is designed with a shape
suitable for the ankle joint, hosting the corresponding rotary actuator while main-
taining the design peculiarity of compactness and lightness. The wrist joint for the
arm is designed similarly. The prototypes are all built using commercial actuators
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Fig. 2 Kinematic design of a tripod—based structure with the extremity link-converging joint

(a)                (b) 

Fig. 3 CAD design and prototype of the tripod—based limb: a arm; b leg

and constructing the structural parts through 3D printing to create the joints and
connections necessary for the LARMbot humanoid robot body application with
correspondingly end extremities.
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(a)                (b) 

Fig. 4 Main components of the tripod–based limb arm in Fig. 3a: a base frame; b linear actuator

(a)              (b) 

Fig. 5 Foot of the tripod—based leg: a CAD design; b prototype

The prototype designs in Figs. 3, 4 and 5 are elaborated in CAD solutions in
SolidWorks software both to define the mechanical structures and to validate design
and operation features by simulation. Figures 3, 4 and 5 show CAD solutions against
prototype constructions in which the main limb tripod structure is completed by
specific revolute actuators for wrist and ankle joints, respectively.

4 Prototypes and Lab Test Results

Figures 6 and 7 show snapshots of laboratory experiments to validate and characterize
the motion and manipulative capabilities of the prototypes for the leg and arm.

In particular, Fig. 6 shows an air walking experiment in which one can appreciate
the wide range of motion up to 60 ° combined with the ankle movement to allow the
foot to exercise the typical rolling movement of human walking.

Figure 7 similarly shows a movement experiment of the arm tripod prototype
simulating extensivemanipulation with a two-finger gripper installed on themovable
body of the wrist joint. Experiments were carried out both with unloaded and loaded
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Fig. 6 A snapshot of a lab test of the walking capability of the tripod–based leg prototype

Fig. 7 A snapshot of a lab test of the manipulation capability of the tripod–based leg arm

limbs to also evaluate the ability tomove andmanipulate objects and load. The exper-
iments shown in Figs. 6 and 7 were also characterized from a numerical point of view
by acquiring motion characteristics using IMU sensors installed on the extremities
on the foot or gripper body together with a monitoring of the power consumed in the
execution of the motion. Illustrative results are displayed in Figs. 8, 9 and 10.

Figure 8 reports results acquired in the performance analysis via simulation
and during tested movement of the robotic arm acquired in terms of values of the
angles of the manipulation movement, showing that the movement is performed as
prescribed with adequately smooth movements and small variations essentially due
to the backlash assembly tolerances.
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Fig. 8 A numerical result in terms of acquired angles of the gripper extremity of the tripod-based
arm prototype during a test like in Fig. 6. (rotation around X: blue line is from test and grew line is
from simulation; rotation around Y: orange line is from test and yellow line is from simulation)
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Fig. 9 Anumerical result in terms of acquired acceleration of the foot extremity of the tripod-based
leg prototype during a test like in Fig. 7 (in blue is x-component; in orange is y-component)
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leg prototype during a test like in Fig. 7



636 M. Ceccarelli et al.

Figure 9 shows the accelerations acquired during the walking in the air exper-
iment of Fig. 6, showing that the tested movement was performed with the due
cyclicality and adequate smooth movement while presenting peaks probably due to
the of inversion of the movement. Finally, Fig. 10 shows the power consumed in
terms of supply current during the movement of the experiment in Fig. 7 with an
overall power consumption of approximately 5.0 W.

In addition, it is to note that both prototypes are built with a total weight of about
750 g at a cost of about 230 euro, including all the components, with a capability to
handle about 2.5 kg of payload as grasped object or locomoted body, respectively.
All the tested features well fit the expected outcomes of the designed tripod-based
limbs for application on the structure of a new LARMbot humanoid.

5 Conclusions

The tripod structure inspired by the human musculoskeletal nature of the limbs
was used to redesign the legs and arms of the LARMbot humanoid robot with a
common structural feature that are particularized only in the terminal element as
ankle and wrist joints, respectively. The parallel structure used in the design of
all modules for the humanoid LARMbot has structural and functional advantages
compared to the usual serial structureswhich canbe summarized in high load capacity
and wide mobility. Prototypes were built with the same commercial components for
the actuators, sensors, and control unit using specific structural parts produced via
3D printing in PLA. The functionality of these prototypes was successfully tested
satisfying the expected functional characteristics in terms ofwidemovement capacity
and load capacity with low energy consumption managed by nano-Arduino based
control for user-oriented operation towards potential users with no specific skills in
Humanoid Robotics.
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Soft Grasping Delicate Parts by Robotic
Effectors

Stefan Havlik and Jaroslav Hricko

Abstract This paper deals with the problem of reliable grasp of delicate objects by
robotic effectors when handling or any physical interaction with the environment.
The principal condition for such a task is to prevent any damage to the object by
contact forces. The brief comparison of hard and soft contacts/grasps with regard to
the load capacity of a gripper is discussed. In the case when contact forces are limited
a more reliable grasp be reached if all contacts between grasp elements/fingers and
object surface are soft. This condition should be respected in the design of effectors
for manipulation with biomaterials or living organisms e.g. inmedical operations, for
handling fragile objects in optoelectronics, or in agriculture for harvesting soft fruits
or plants. The grippers for these purposes are usually task-oriented tools and should
be designed as relatively simple devices. An illustrative example of the gripper with
an artificial “soft contact surface” is shown.

Keywords Grasping objects · Soft contact · Modelling contact · Robotic gripper

1 Introduction

The standard task of robotics is performing manipulation operations with mostly
rigid objects [1]. New and further widespread applications of robotics in service
areas include a wide class of operations where it is necessary to handle various
soft or delicate objects. There are activities in several domains, for example: robot-
assisted medical surgeries [2, 3], harvesting fruits [4] or handling foods in the food
industry. The common requirement for all these applications is that specific effectors
for grasping objects are needed e.g. that are able to perform operations without
damaging objects.
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There are several approaches to grasping delicate parts. The most frequently used
is approach based on using soft fingers [3], or rather soft actuators, directly as fingers
[4, 5]. Most frequently used are pneumatic actuators [4] or actuators using shape
memory alloys. For some operations are specific grippers with proximity and force
sensing capabilities that enable them to avoid hard impact at the moment of the
first contact with the environment [6]. The gripper control system processes sensory
data in order to detect post-grasp potential slip and to achieve grasp stability. The
specific example, where sensors extend the capabilities of the robot control system
in surgeries is in [2]. Another possible solution is a fusion of visual and tactile data
processing by a convolutional neural network [7, 8].

However, the complex solutions are not applicable in cases of small/micro grip-
pers, where integration of various sensors is hardly possible and not adequate from
technical or economic reasons. The aim of this article is to point out the possibilities
of achieving a stable grasp of the object by creating soft contact between the gripper
and the object surface. One of the solutions is creation of flexible surfaces on parts
of gripping elements that are in contact with the object. Solutions of such contact
layers built on mechanical metamaterials/structures come into consideration when
designing dimensionally small/micro effectors.

2 Soft Grasp of Objects

2.1 The Reliable Grasp

The basic problem when handling or performing any operation with an object is
its reliable grasp by grippers. The kinematic structure of a gripper depends on the
shape of the objects considering gravitational and inertial forces, as well as possible
external load (force/moment) acting on the object. In general, the shapes of objects
require solutions of the structure and geometry with several contacts and gripping
elements—fingers. The gripping elements ensure the required accuracy of a grasped
object with respect to the defined coordinates of the object positioning system.

Consider a shape-complex object grasped by a gripper with several contact/
gripping elements, as shown in Fig. 1. Introduce the common O(x, y, z) gripper
reference system for expression vectors of forces acting on the object and positions
of contacts. Denote external load acting on the gripper that includes the external load,
gravitational and possible inertia forces by common symbols: Fex = [ f x, f y, f z]T

the 3 × 1 vector of external force components and Mex = [mx, my, mz]T the 3 × 1
vector of moment components. Positions of the particular contact points Ci, i = 1,
… n, is given by position vectors ri = [rxi, ryi, rzi]T (see Fig. 1). In each i-th contact
point between the gripper fingers and the grasped object denote the contact force that
represent the three-component vector Pi = [pxi, pyi, pzi]T . Rem.: We are tentatively
considering “hard” and the one-point contacts between the object and fingers, i.e.
the friction is very small/negligible.
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Fig. 1 Grasping a shape-complex object

As obvious, the grip stability determines the number and spatial arrangement of
grip points in relation to the shape of the object. Expressing the cumulative effects
of contact forces created by action of all fingers/gripping elements will be in vector
form

Fint =
n∑

i=1

P i ; M int =
n∑

i=1

r i × Pi (1)

Then, for the reliable grasp of an object when acts an external load (force and
moment) it must be still valid (1)

Fex < Fint ; Mex < M int . (2)

Rewrite the cumulative effects of contact forces in (1) by the common equation
in form

Lint =
[
Fint

Mint

]
=

∑

n

[
Pi

Ri0.Pi

]
, where RiO =

⎡

⎣
0 rzi −ryi

−rzi 0 rxi
ryi −rxi 0

⎤

⎦ (3)

When introduce absolute values of contact forces Pai in each contact point and
arrange them into the vector of contact forces Pa = [Pa1,… Pai, …Pan]T , the above
relation leads to rewriting into form

Lint = H .Pa (4)

where H is the 6 × n grasp force matrix which represents cumulative effect of
all fingers. The columns of this matrix transform effects/contributions of particular
contact forces into O(x, y, z) reference system. Rem.: The possible (pseudo)inversion
of H gives actual values of contact forces when acts an external load.



642 S. Havlik and J. Hricko

Then, when maximal forces in contact are given, the condition (2) and (4) deter-
mine maximal external loads that the gripper can bear. Thus, the allowable load/
capacity is the relevant characteristic for construction of a gripper.

2.2 Soft Grasp

Consider now the case when the contacts of finger elements and object surface are
soft. As shown below, the soft/elastic contact of two bodies in addition to the normal
force transmits tangential/frictional forces as well as moments.

For the following analysis we introduce the contact reference systems Ci(x, y, z)
in each contact of the gripper element (see Fig. 2). The mechanical interaction of
two bodies are expressed as vectors of force and moment components Pi = [px, py,
pz, mx, my, mz]T , where component pz represents normal force with respect to the
object surface. As previously, ri are position vectors of contacts. Then, in the case of
soft grasp, the capacity of a gripper will be

Lint =
n∑

i=1

T io.P i (5)

where: Tio is the 6 × 6 matrix, which transmits acting of contact force and moment
components expressed in the Ci(x, y, z) reference system into common O(x, y, z)
gripper references in form

T i0 =
[

Si O ∅
RiO .Si O Si O

]
(6)

SiO is the (3 × 3) rotation matrix of the contact reference system in Ci into O
gripper references, ∅ is the 3 × 3 zero matrix.

z1

Environment

x

y

z
y1

xi

yi

zi

xn

yn

zn

iTO

ri

x1

Detail

Fig. 2 A graphical illustration of the grasp with soft contacts



Soft Grasping Delicate Parts by Robotic Effectors 643

2.3 Modelling Soft Contacts

Modelling contacts of twobodies is the subject of extensive studies in various research
areas. The majority of studies are based on general Hertzian and Hunt-Crossey
models, as most suitable for viscoelastic cases [9, 10]. Thesemodels describe contact
geometry and physical interactions between specific forms of two bodies.

Our main goal in connection with grasping of delicate objects is the creation of
such a contact between the gripping element and the object that ensures the required
transfer of other contact forces at the limited normal force acting on the object. Three
types of soft contacts were studied: soft object-rigid finger, soft object-soft finger
and rigid object-soft finger surface. As a general tool for performing mechanical
interaction, i.e. calculations of force-deflections the COMSOL Multiphysics was
used. Two marginal types of soft contacts with deflections and forces are shown in
Fig. 3.

For calculation the following data of materials are given: rigid parts—aluminium
E = 70 GPa, soft parts—rubber like material E = 2.5 MPa, both parts are flat
materials of 10 mm of thickness.

Compare nowboth types of soft contacts from the point of viewof possible tangen-
tial forces that the contact is able to keep. The contact in Fig. 3a represents a rela-
tively flat contact surface and tangential/slip resistance gives only friction between
two materials. For given materials, this friction force is approximately 20% of the
normal force (the friction coefficient µ = 0.2). In contact Fig. 3b, the relatively
rigid body is partially buried inside the surface of the opposite soft body and the
corresponding friction force is highly increased by the form of elastic deflection.
Simulation shows that the value of friction within the range µ = 0.4 ÷ 0.5 can be
reached. See some similar experimental results in [10].

(a) (b)

Fig. 3 a Contact of the soft object-rigid finger, b contact of the rigid object-soft finger
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3 Design of the Gripper with Soft Contact Area

Following the above study, one possibility is the creation of an elastically compliant
surface on the inner side of grasping elements/fingers that come into contact with a
grasped object. This new perspective concept was adopted in the design of the exper-
imental gripper for grasping small delicate objects. In principle, the additional elas-
tically compliant surface represents the deposition of layers in the form of artificial
meta-material (AMM)with the required flexural characteristics. Such a layer consists
of higher number of small mechanically flexible cells arranged into a more complex
structure according to the shape of the grasping element/finger. The properties of
the surface thus determine the deflection characteristics of particular cells. When
talking about grasping objects with a limited contact force, the suitable solutions
are flexible structures of the mechanisms that exhibit approximately constant force
within a given range of elastic deflection. The compliant constant force mechanisms
are widely applied in building various devices [11].

To create the AMM layer we decided to use the compact structure of flexible cells
in Fig. 4. As to flexural properties, two principal requirements given for the cell are
satisfied:

• The deformable structure exhibits dominant compliance in the direction of normal
force; the cross-deflection effects in other directions are minimal.

• The change of normal force is minimal within a given range of deflection.
According to the performed flexural analysis, the value is approximately stable
within the range of elastic surface deflection of 0.5–1.25 mm; as shown in Fig. 4.

As depicted above the research includes solving and elaborations of following
tasks:

• Study, analysis and tests of properties on enlarged physical models. Designs of
suitable structures for flexible cells and layers are part of the solution.

• Specific solutions and task-oriented design of grasping devices. Part of the
research is the design of a suitable AMM technology for the creation of flexible
layers.

Fig. 4 Compliant constant force cell of the layer (left), force to displacement curve (right)
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Fig. 5 Experimental compliant gripper, displacement field (left), photography of the physical
sample (middle), the contact pressure and friction forces in the case of grasping object (right)

For further elaboration of the proposed concept of an experimental gripper with
soft layers on fingers we decided to use the previously designed and manufactured
gripper with the flexural structure [12, 13], as shown in themodel in Fig. 5. The phys-
ical sample is made from nylon (polyamide) by 3D printing technology in magnifi-
cation scale 20:1, comparing to our original design. Its main dimensions are 154.2
× 80 mm2 and the minimal thickness of compliant joints is 1 mm. An actuator for
this laboratory sample the linear card motor will be used. The maximal dimensions
of grasped objects will not be more than 4 mm.

4 Conclusion

This article shows the conditions that must be met for reliable grasping of delicate
objects by robotic grippers when the contact forces on the grasping object are limited.
The main attention is paid to development of grasping methods through the so-called
“soft contacts”. For this purpose, the solution with soft layers on the surface of the
gripping elements that come into contact with an object is proposed. It indicates
possible solution of the soft cell with specific flexural properties that can be arranged
into layers, as the artificially created meta-materials (AMM).

The proposed solution presents the initial stage of elaboration employing calcu-
lations and simulations. The physical models of grippers on an enlarged scale are
prepared. As a part of future research, the design of specific AMM and appropriate
technologies will be addressed.

The contribution points to the possibilities of solving relatively simple gripping
devices/effectors suitable for handling delicate objects.
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A 3D Printed Reconfigurable
Multi-fingered Gripper

Boštjan Baras and Miha Deniša

Abstract This paper presents a novel reconfigurable gripper designed for versatile
and cost-efficient automation. The gripper is characterized by its under-actuated
fingers and modular design, enabling it to adapt to a wide range of objects and tasks.
Central to our design is the robotic fingermodule,which utilizes a singlemotorwithin
a 3D-printed frame, ensuring both efficient functionality and ease of assembly. The
gripper’s adaptability is further enhanced by a reconfigurable board that supports
multiple finger configurations, such as two-finger and three-finger setups. Evaluation
tests were conducted to assess the gripper’s adaptability and durability. Using a series
of 3D-printed objects, the tests focused on the finger’s response time and ability
to withstand repetitive use, highlighting its capability to efficiently handle diverse
objects. Its adaptability and open-source nature make it a valuable asset for a wide
range of uses.
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hardware · Mechanical design · Under-actuated systems

This research has received funding from the program group P2-0076 Automation, robotics, and
biocybernetics supported by the SlovenianResearchAgency and fromDIGITOP funded byMinistry
of Higher Education, Science and Innovation of Slovenia, Slovenian Research and Innovation
Agency and European Union—NextGenerationEU.

B. Baras · M. Deniša (B)
Humanoid and Cognitive Robotics Lab., Department of Automatics, Biocybernetics,
and Robotics, Jožef Stefan Institute, Ljubljana, Slovenia
e-mail: miha.denisa@ijs.si

B. Baras
e-mail: bb1625@student.uni-lj.si
URL: https://abr.ijs.si/

B. Baras
Faculty of Electrical Engineering, University of Ljubljana, Ljubljana, Slovenia

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
D. Pisla et al. (eds.), Advances in Service and Industrial Robotics, Mechanisms
and Machine Science 157, https://doi.org/10.1007/978-3-031-59257-7_64

647

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-59257-7_64&domain=pdf
mailto:miha.denisa@ijs.si
mailto:bb1625@student.uni-lj.si
https://abr.ijs.si/
https://doi.org/10.1007/978-3-031-59257-7_64


648 B. Baras and M. Deniša

1 Introduction

To address the challenges posed by evolving market demands, the manufacturing
sector must transition from classical production lines, which traditionally rely on
standard automation approaches. These conventional methods often involve repeti-
tive, fixed tasks using specialized machinery. However, the shift towards high-mix
low-volume production [1] requires more adaptive and flexible systems. This is par-
ticularly crucial as approximately 80% of EU manufacturers are small and medium-
sized enterprises (SMEs). For these SMEs, new manufacturing paradigms that are
cost-effective and easily integrable are vital for maintaining competitiveness and
efficiency.

One of the key areas of automatic production lines is grasping, which is greatly
affected by the need to shift towards high-mix low-volume production. The main
areas of research in the field of robotic grippers focus on enhancing their capabilities,
versatility, and integration into various industrial and non-industrial applications.

Our approach focuses on a cost-efficient reconfigurable gripper. With this in
mind, under-actuated fingers [2] preset themselves as a viable solution, as they
enable grasping of various objects while opting for a low number of actuators. Two
main approaches are used in an under-actuated finger design: tendon driven [3] and
mechanical linkage systems [4]. While under-actuated fingers with a mechanical
linkage systems are more complex, they provide more functionality and can exert
a higher force. The main design used for adaptive grippers in a three-finger design
with actuated reconfiguration [3, 5]. These grippers offer actuated adaptation of fin-
ger poses, but their span of reconfiguration is limited while having a more complex
design with additional actuators.

To keep the cost low, we opted for amanual reconfiguration, as the reconfiguration
is done sporadically in a high-mix low-volume manufacturing scenario. The gripper
design allows for the integration of two key elements: a mounting board and robotic
fingers. Each robotic finger is designed as single module that includes finger joints
and an actuator to alter the angles between them. These modules encompass a system
for attachment to the board along with other auxiliary elements. The board design
permits the attachment of at least three robotic fingers simultaneously, with the
capability to position the fingers in a variety of orientations. The robotic gripper
facilitates configurations of basic standard grippers, such as the classic two-finger
and three-finger grippers.

The various configurations of the gripper complement each other. If one config-
uration cannot grasp a certain object, another configuration is capable of doing so.
This versatility allows the same gripper to handle different objects that would typ-
ically require separate grippers. The gripper design emphasizes cost-effectiveness
and simplicity in manufacturing, aligning with the goal of creating an open-source
gripper. It is designed for 3D printing, utilizing cost-effective materials, and can be
assembled using basic workshop tools.

Evaluation was carried out on individual fingers and on the reconfigurable gripper
design as a whole.
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Fig. 1 Exploded view of the finger model with the marked main components

2 Robotic Finger Module

As mentioned, our design calls for configurations with varying numbers of fingers.
This means that each finger should be able to function as an individual unit. Another
aspect we wish to attain is the affordability of the gripper. With these restrictions in
mind, we opted for a under-actuated finger design with a single motor.

As the open source gripper model from Robotiq [5] includes fingers close to our
desired specifications, their design was used as a starting point. While their model
[6] was used as a basis, our finger was modeled from scratch. 3D modeling was
conducted using the Autodesk Fusion 360 software. The under actuation design
could be transferred, but the rest of the finger needed a different design, i.e. the base
of the finger with amotor, the base for attaching the finger to the gripper plate, torsion
springs, etc. The exploding view of the model can be seen in Fig. 1.

The frame, which is a central element of the 3Dmodel, supports the finger, motor,
and the gear connection between the motor and the finger. The gear transmission
utilizes a worm gear and wheel system, chosen for its simple axis of rotation alter-
ation, compact size, substantial torque enhancement, and suitability for 3Dmodeling
and printing. The worm wheel was customized based on a standard design from the
McMaster-Carr catalog, with modifications including teeth placement only where
needed, appropriate thickness adjustment, and the addition of a mechanical guide.
A corresponding worm gear was also chosen from the catalog and modified to be
shorter than its original version, along with a mounting system for direct motor
attachment. The frame is designed to precisely fit the gear pair and the motor, ensur-
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ing proper component alignment and integration. It underwent various modifications
to accommodate two different motor models and to adjust for assembly tolerances.
Torsion springs are incorporated in the model to enable the fingers to return to a fully
extended position. The design includes designated areas for installing these springs,
contributing to the effective and realistic movement of the fingers.

The chosen motor is the Dynamixel XL430-W250-T [7], selected for its ideal
mix of maximum torque, size, and cost. This motor has a maximum torque of 1.5
Nm, dimensions of 28.5mm × 46.5mm × 34mm, an absolute 12-bit encoder, and
costs approx. e50. Its various mounting options were effectively used for integrat-
ing the motor into the frame and for creating a mechanism to change the model’s
configuration.

Dynamixel XL430-250-T motors have a resolution of 4096 pulses per revolution,
with operations based on pulse counting. Motor rotation is represented by the count
of pulses from the origin. Torque is read in the motor program using Present Load,
returning a value between−1000 and 1000. This number indicates the current torque
as a fraction of the maximum torque, calculated as M = x

1000 · Mmax where x is the
returned value and Mmax = 1.5 Nm. The sign of the value indicates the direction of
the torque.Most control functions accept desired torque as a percentage.When 100%
is input, the function waits for a Present Load value of at least 250, representing a
quarter of the maximum torque. However, it’s noted that this torque reading is an
estimate based on other internal motor variables [7].

Fig. 2 Robotic finger and its
fundamental components
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Fig. 3 Three basic configurations: a two-finger, b classic three-finger, and c circular three-finger.
Main components of the gripper are marked in (a)

The fully assembled finger module can be seen in Fig. 2. Compared to the design,
seen in Fig. 1, additional rubber strips can be seen, which were added to increase the
friction while grasping objects.

3 Reconfigurable Modular Robotic Gripper

To enable various configurations of the finger modules, a reconfiguration mounting
board was designed. The board should have a large number of holes, through which
screws would be inserted and then screwed into the threads of the robotic finger
motors. Considering the dimensions of the robotic fingers and the expected loads,
the board dimensions selected were 10cm × 10cm with a thickness of 6mm. From
the motor specifications, we determined that the aforementioned threads should be
arranged in a rectangle with the shorter side being 12mm, the longer 16mm, and the
diagonal 20mm (distances measured between the axes of the threads). The greatest
common divisor of these values is 4, so we arranged the holes on the board in a
square pattern, with the distance between adjacent holes always being 4mm. The
board also enables the gripper to be mounted to a robot arm.

The board provides a mechanical connection between the robotic arm and the
robotic fingers. However, it is still necessary to create a plate that will be located
between the fingers and the object that the gripper will grasp. Without this top plate,
gaps can appear between the fingers, weakening the quality of the gripper’s grasp.

In some configurations the robotic finger is attached through the board with only
two screws instead of four, which could lead to overloading of the threads inside
the motor. By adding auxiliary components, we enabled an additional option for
attaching the fingers to the board, thereby relieving the load on the motor threads
and allowing the assembly of new configurations. All the gripper components can
be seen in Fig. 3.

Different auxiliary components were printed to allow for different configurations.
Some configurations, typically used in robotics, can be seen in Fig. 3.
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Fig. 4 Seven different test objects used for evaluation

4 Evaluation

We focused on measuring characteristics of the robotic finger that are ascertainable
through motor-provided data, specifically angle and torque, due to the difficulty in
measuring many parameters and the need for special equipment [8]. Our primary
interests were assessing the finger’s durability, to evaluate the quality of 3D printed
elements, and its adaptability and response time during grasping.

Seven different 3D printed test objects were used to assess the adaptability of
the robotic finger, seen in Fig. 4. These objects, selected to test a wide range of
finger positions during grasping, were attached to the threads of the robotic finger,
originally designed for base attachment. From Fig. 4, it is evident that the robotic
finger adequately adapted to all 7 test objects. During the grasp of the first test object,
the worm gear moved to its extreme angle relative to the first finger joint, but this
did not affect the finger’s shape during grasping. However, we infer that the finger
would not have adapted to an object smaller than test object 1. In grasping the other
six test objects, the finger performed within our expectations.

For each test object, we repeatedly closed and opened the robotic finger a hundred
times at 100% torque. We measured the average time the finger need to clasp the
object, denoted as closing time, and the average time needed to fully extend again,
denoted as opening time. The results of this measurement are shown in Table1. As
expected, the closing timewas longer for objects requiring themotor to rotate through
a larger angle.

We also recorded the torques and differences inmotor rotation between the finger’s
open position and its position when gripping the object.

While evaluating with the test object 1 and 2, the worm gear wore out to the
point where the finger no longer moved when the motor rotated. This can be seen in
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Table 1 Average closing and opening times for each test object

Object # 1 2 3 4 5 6 7

Opening time [s] 6.92 4.39 3.62 3.16 2.61 3.43 1.65

Closing time [s] 7.00 4.43 2.67 3.21 2.65 4.49 1.67

Fig. 5 The motor’s torque and rotation during the grip test

Fig. 5, which shows the motor’s torque and rotation during the grip test, measured
in values from 0 to 1000 for torque, as described previously, and in counted motor
pulses for rotation. The figure indicates that while torque stayed relatively stable,
motor rotation decreased greatly. This change suggests worm gear deformation, as
each 360◦ motor rotation moves the worm gear by one tooth. The inspection of the
gear confirmed its deformation.

To validate our overheating hypothesis, we modified the test to include a 30s
cooling period after every ten cycles. Using a new worm gear, we repeated the test
across all seven objects. Figure6 shows the motor’s torque and rotation during the
adapted evaluation for the first two test objects.After 700 cycles, the finger functioned
correctly with only minor, non-critical wear on the gear teeth. This outcome, much
improved from the original test, supported our overheating hypothesis.
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Fig. 6 The motor’s torque and rotation during the grip test with a cooling period

5 Conclusion

This research introduces a reconfigurable gripper that enhances the adaptability and
cost-effectiveness of automation in various sectors. Our design’s primary feature is
the under-actuated finger module, which efficiently achieves versatility in grasping
different objects while maintaining simplicity and affordability. The use of a single
motor per finger, combined with a 3D-printed framework, exemplifies our commit-
ment to creating a gripper that is both functional and accessible.

The modular nature of the gripper, facilitated by the reconfigurable board, allows
for adjustments to various finger configurations, such as two-finger and three-finger
setups. This adaptability is vital in meeting the diverse needs of high-mix low-
volume production environments. Furthermore, compared to actively reconfigurable
grippers, we opt for a manual reconfiguration to lower the cost and increase the
adaptability. While manual reconfiguration is slow, it is appropriate for high-mix
low-volume production, where changes are not needed each cycle, but rather every
few days at most.

Through testing with multiple 3D-printed objects, we have demonstrated the fin-
ger’s ability to adapt to a range of shapes and sizes, confirming its effectiveness and
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reliability. The evaluation also highlighted areas for improvement, such as gear wear,
overheating, and relatively long clasping times providing valuable insights for future
development.
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