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Preface 

The development of Industry 4.0 (also known as the fourth industrial revolution) and 
the accompanying digitisation of processes in enterprises cause structural, organisa-
tional, and technological changes. This concept primarily concerned manufacturing 
processes in the initial stage of development, and researchers and managers concen-
trate their attention on creating intelligent factories. However, smart factories cannot 
be limited to smart manufacturing. Hence, there was a natural need to implement 
Industry 4.0 solutions also in the processes supporting the manufacturing process. 
This resulted in accelerating digital transformation, primarily in internal logistics 
processes, particularly in handling materials and finished products. These processes 
significantly affect the efficiency and continuity of production processes and are 
important for automated production. 

Digital transformation in logistics has been going on for many years. It has become 
a significant trend aimed at improving information flows in integrated supply chains. 
In the initial transformation phase, digitisation was identified with the electronic 
version of documents exchanged between partners in the supply chain [1]. However, 
this concept is now perceived from a much broader perspective as the manifold 
sociotechnical phenomena and processes of adopting and using digital technologies 
in a more overall individual, organisational, and social context [2]. It introduces 
changes in the functioning of logistics systems comprehensively, as they concern 
[3]:

• Technical capabilities and technological infrastructure supporting material flows
• Organization strategies and directions for the development of logistics systems
• Human factor potential. 

These changes enable monitoring of material flows in real-time, better handling 
of units, increased efficiency and effectiveness of logistics operations, accelerated 
and uninterrupted flow of information, and shortening the system’s response time 
to emerging demands. To achieve these goals, the fourth industrial revolution must 
cover all company assets, including physical, information, and human resources. 

Digital transformation and automation related to the development of the fourth 
industrial revolution affect the management of primary resources in the enterprise.

v
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Therefore, it is also necessary to note that these resources are sources of hazards, the 
activation of which may cause adverse events that disrupt the operation of logistics 
systems. For this reason, it is necessary to analyse the impact of the implementation 
of Industry 4.0 solutions on the nature of all adverse events and, in particular, on 
their frequency, type, and consequences related to their occurrence. Assessing the 
existing risk in Industry 4.0 systems that support material flows (including internal 
transport) becomes a critical requirement for designing and operating solutions that 
are effective, safe, and resistant to interference. Its absence may limit the potential 
of implemented solutions or may also lead to situations that threaten the stability of 
internal logistics processes and the continuity of operation of entire supply chains. For 
this reason, developing a risk assessment method that considers the new dimension of 
logistics systems becomes a significant challenge for researchers and an expected tool 
by many managers who face the effects of adverse events that disrupt the operation 
of logistics processes. 

The monograph aims to present a new risk assessment paradigm for Logistics 
4.0 systems, particularly the internal transport system. This paradigm is concerned 
with the operational level of risk management. Technological development driven by 
Industry 4.0 solutions forces the need to look at systems supporting internal logis-
tics by assessing their safety and technical reliability. It is an engineering approach 
that focuses primarily on the operation of mechanical systems. However, the fourth 
industrial revolution is also accompanied by organisational and process changes. 
These changes make managers focus primarily on achieving the goals set for logis-
tics systems. They are assessed through the prism of performance measurement, 
i.e., indicators such as effectiveness, timeliness, completeness, and flexibility. The 
method presented in this monograph is intended to respond to these needs in an 
interdisciplinary way. 

This book is composed of 6 Chapters. The aim of Chap. 1 is to introduce the 
reader to the most critical issues concerning the concept of risk assessment and 
management in modern organisations. Therefore, the concept of risk management, 
the most important concepts related to it, and the contemporary development trends 
intensely influencing the growth of interest in research on risk assessment methods 
in the scientific and industrial communities will be presented. The Author will also 
provide a rationale for choosing the research area described in the introduction of 
this book. 

Chapter 2 presents the two dominant approaches to risk in contemporary scientific 
research and the proposed interdisciplinary approach. Therefore, the structure of the 
Chapter includes the investigation of business and engineering approaches to risk 
assessment. Based on the characteristics presented, the Author presents the need for 
an interdisciplinary approach to operational risk assessment in top technical systems. 

Chapter 3 brings the reader closer to the changes in logistics systems. Therefore, it 
is necessary to describe two mutually complementary trends: the concept of Industry 
4.0 and the digitisation of business processes. These phenomena and their impact 
on the contemporary development of logistics systems become the subject of the 
investigation presented in this Chapter. The obtained results allow to outline the
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background for the modern transformation we observe with the development of the 
concept of Logistics 4.0, which the Author also characterises. 

The development of Logistics 4.0 and the automatic and autonomous solutions 
it uses in internal transport resulted in the emergence of new hazards and increased 
demand for analysis and management of existing risks. In Chap. 4, the Author 
presents the results of a systematic literature review in this area, considering two 
selected transport systems. The current research gap described by the Author in 
previous publications [4–7] will be confirmed. 

Chapter 5 attempts to fill the identified research gap by presenting a new approach 
to risk assessment in Logistics 4.0 systems, focusing on material transport systems. 
The Author first compares the traditional material handling system (a human-
technical system) with cyber-physical systems, described as cyber-human-technical 
(CHT) systems. Based on this comparison, the primary developmental changes and 
specific features characterising internal transport systems in Logistics 4.0 are iden-
tified. The Author developed a risk assessment framework for the system defined in 
this way, incorporating an interdisciplinary approach to risk identification and anal-
ysis, considering the specificity of the CHT system functioning in logistics processes. 
The proposed analytical approach was then implemented in a selected CHT system 
supporting internal transport, and the results obtained were presented in the form of 
a comparative analysis of the evaluation results carried out for human-technical and 
cyber-human-technical systems. 

The last Chapter defines and discusses the main conclusions and directions 
for further research. The Author summarises the leading scientific and practical 
contributions of this monograph. 

The research mainly used articles found in the Web of Science and Scopus 
databases. Articles in Polish were found using Google Scholar as a search engine. The 
Author primarily searched the relevant literature based on keywords, abstracts, and 
titles. Moreover, she also searched the articles for relevant references. The following 
principal terms and a combination of them were used for searching the literature: 
risk, risk assessment, risk analysis, risk identification, risk management, Logistics 
4.0, Industry 4.0, Warehouse 4.0, digitalisation, industry revolution, autonomous 
vehicle, and automated vehicle. The literature overview was also supplied with rele-
vant books and proceedings available for the Author (e.g., based on the AccessEn-
gineering e-book resources database, Springer Link, or Taylor & Francis eBooks 
databases). 

Although the Author has tried to give a reasonably complete survey, the reader 
may note that some papers still need to be included. The literature review was limited 
to publications available primarily in English and supplemented with publications 
in Polish. Thus, the Author apologises to readers and the researchers if they have 
omitted any relevant papers in the analysed research area. 

This monograph is a response to the challenges currently faced by the management 
staff and engineers responsible for controlling enterprises’ material flow handling 
systems. It is a valuable source of knowledge on the changes in modern internal trans-
port systems and the associated risks. It was written based on research conducted by 
the Author, many discussions conducted during business training for logistics staff,
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and interviews and analyses prepared in cooperation with suppliers of Industry 4.0 
solutions and clients implementing these solutions in their logistics processes. The 
results presented in the monograph combine the research and practical knowledge of 
the Author, who is an academic researcher, trainer, and business consultant. For this 
reason, the presented material will be helpful to many people, including logistics 
managers and engineers, graduates and senior undergraduate students, and scien-
tists interested in the problems of risk assessment and management in Logistics 4.0 
systems. In addition, this monograph will allow scientists to look at the concepts 
they teach more practically. Thanks to this, as part of the classes, they will be able to 
better prepare their students for the challenges that await them in modern logistics 
systems, which are currently characterized by high volatility and a growing risk of 
decision-making. 

Wrocław, Poland Agnieszka Tubis 
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1.1 The Risk Concept 

The concept of risk has been widely known for centuries, but as an area of scien-
tific research, the idea of risk assessment only emerged in the twentieth century. 
Depending on the scientific discipline, individual researchers will view risk differ-
ently. Thus, engineers, designers and constructors will view risk from a technological 
perspective; managers and economists will focus on its economic and financial side, 
while medical, environmental, occupational ergonomics and chemical engineers will 
adopt a perspective on health and life safety and environmental protection [1]. There-
fore, numerous definitions of risk can be found in the literature. A significant body 
of research in this area belongs to Aven, who, in a series of articles, has published 
the results of his numerous analyses relating to the concept of risk, how it is defined, 
assessed and managed, but also the prospects for further development of concepts 
related to it (e.g. [2–7]). In one of his publications, Aven distinguished seven domi-
nant approaches to understanding the concept of risk, which is usually referred to as 
[2]:

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
A. Tubis, The New Paradigm of Risk in Internal Transport Supporting Logistics 4.0 
System, Lecture Notes in Intelligent Transportation and Infrastructure, 
https://doi.org/10.1007/978-3-031-64920-2_1 

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-64920-2_1&domain=pdf
https://doi.org/10.1007/978-3-031-64920-2_1


2 1 Introduction

• The possibility of an adverse event occurring.
• The possibility of undesirable (negative) consequences of the analysed event.
• The possibility of being exposed to negative consequences of an event whose 

occurrence is uncertain.
• The consequences of the action taken and the associated uncertainty.
• Intensity of consequences and uncertainty of action concerning something that 

humans value.
• The occurrence of specific consequences of the action under consideration and 

the associated uncertainty.
• Deviation from the reference value and associated uncertainty. 

The analysis of the above approaches indicates that uncertainty is a critical concept 
in terms of risk. An overview of the discussions dedicated to understanding uncer-
tainty in the context of the risk concept was compiled by Aven in [2]. COSO states 
uncertainty is “the inability to determine/calculate the exact probabilities or effect 
of future events” [8]. Van Asselt and Rotmans [9] distinguish two primary sources 
of uncertainty: (1) epistemic (due to lack of knowledge) and aleatoric (due to the 
variability of nature). Epistemic uncertainties may relate to a lack of measurements/ 
observations and inaccurate or mutually exclusive evidence. In contrast, aleatoric 
uncertainties may arise from the variability of human behaviour, value diversity or 
the randomness of natural phenomena. 

Uncertainty thus refers to the lack of knowledge (information) concerning the 
phenomenon under investigation (event, condition, scenario). This level can be 
assessed in terms of the difference between the information possessed and that 
required to make a decision. Referring to the level of knowledge held, researchers 
indicate that uncertainty can be [10]:

• measurable, in which case uncertainty can be quantified and is then referred to as 
risk;

• non-measurable, in which case it is referred to as strict uncertainty. 

Real-world data collected or derived from a specific calculation model are used 
to quantify uncertainty. Therefore, probabilistic analysis is the predominant method 
to reduce random (representing variation) and epistemic uncertainty in prepared risk 
analyses [2]. However, it is worth noting that in analytical proceedings, uncertainty 
can take different forms and refer to various aspects concerning [11]: the event 
itself, the constraints on the parameters adopted in the model, the structure of the 
model, but also the effects of model inadequacy from indeterminacy or ignorance. A 
literature review indicates that the issue of uncertainty relating to the analysis model 
is becoming a critical research question [2]. Aven et al. [12] equate this uncertainty 
with the uncertainty relating to model error, which determines the quality of the 
analysis results obtained. 

Based on these findings, risk is usually described in the literature as one of three 
approaches [2]:

• Risk as a measure of the probability of actions and their associated adverse effects.
• Risk as a combination of the probability and effect of a given adverse event.
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• Risk as described by the triple (Si, Pi, Ci), where Si is the i-th scenario of a 
particular event/action, Pi is the probability of this scenario occurring, and Ci is 
the consequences associated with the occurrence of the ith scenario, for i = 1, 2, 
…, N. 

It should be noted that risk in its fundamental dimension is always related to 
three elements describing it through the characteristics of the identified event, the 
estimated probability of its occurrence, and the associated consequences. Therefore, 
the risk is formally written in the form [2]: 

R = {E, P, C} (1.1) 

where R—stands for risk; E—represents the events under analysis (adverse events, 
specific actions, scenarios); P—describes the probabilities of the analysed event E 
occurring; C—defines the consequences of the event E. 

Besides identifying events, a critical element of the analysis becomes the esti-
mation of the probability and the definition of a measure of the consequences of its 
occurrence. Recommendations on estimating the likelihood and valuing the conse-
quences can be found in the guidelines formulated in ISO 31010:2018. According 
to this standard, there are three basic ways to calculate the probability of an event. 
These are [13]: 

(1) Based on historical data, events or situations that have occurred in the past are 
identified. The data used should be tailored to the type of system, facility or 
process being evaluated, as well as to the operational standards of the organisa-
tion. Based on an analysis of the frequency of past occurrences of an event, the 
probability of future occurrences is estimated. However, it should be noted that 
in the case of a limited number of past occurrences of an event, the estimated 
probability may be incorrect. 

(2) The use of predictive techniques (e.g. fault or event tree analysis) to forecast 
the probability of an event occurring. These methods are typically used when 
historical data are unavailable or insufficient. It is then necessary to derive 
probabilities by analysing the system, process or facility and the associated 
failure or success states. 

(3) Without reliable quantitative data, risk estimation can be done by gathering 
expert opinions (expert opinions). This approach can be used in a systematic 
and structured probability estimation process. Expert opinions should be based 
on the relevant and available information (including historical data) specific to 
the system or organisation. 

The final element that makes up the outcome of a risk analysis is the estimation 
of the consequences of an adverse event. Consequence analysis can range from a 
simple description of effects through quantitative models estimating the value of 
consequences to complex vulnerability analyses. The scope of the analyses depends 
on the decision-maker’s information needs, which determine the range of impacts
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to be assessed and the stakeholders involved. Therefore, it is worth pointing out that 
consequence analysis can refer to [13]:

• the controls in place to address the consequences, together with all the factors 
influencing the consequences;

• the relationship of the consequences occurring to the original objectives;
• the direct consequences and the indirect impacts that may arise over a specified 

period according to the scope of the assessment;
• consider secondary consequences, i.e., those that affect related systems, activities, 

equipment, or organisations. 

Risk assessment methods can use quantitative, qualitative and quantitative–qual-
itative models. The choice of model to be analysed depends on the availability of 
quantitative data, knowledge of the analytical techniques and tools used to assess the 
risk of the method, and the decision-maker’s information needs. In the literature, the 
different approaches are classified into various groups. Qualitative techniques are 
used when experience and knowledge are available, while risks cannot be calculated 
(e.g. insufficient specific data). Quantitative methods are used primarily in more 
complex situations requiring much reliable information [8]. 

The dominant approach in research is to define risk in terms of an adverse event. 
The event is undesirable because it involves the activation of a specific hazard, the 
occurrence of which will negatively affect the achievement of stated objectives or 
cause a loss (e.g. financial, health, life). This approach is predominant primarily in 
engineering contexts, as indicated by the findings of Aven [4]. 

This is also supported by the fact that most risk management articles focus 
on measuring the effectiveness of different risk management systems, examining 
only the effectiveness of risk management in protecting against adverse events [14]. 
However, in economics and management, risk refers to events with a fixed uncer-
tainty of occurrence (described by probability), the effects of which may be negative 
or positive on achieving a set objective. Therefore, ISO 31000:2018 defines risk 
as “the impact of uncertainty on objectives” [15]. At the same time, the approach 
proposed by the Committee of Sponsoring Organization of the Treadway Commis-
sion (COSO) [16] details that it is “the possibility that events will occur and affect 
the achievement of strategy and business objectives”. As can be seen, these defi-
nitions do not specify the type of consequence resulting from the occurrence of an 
event (positive or negative) but only identify the significance of the event’s impact on 
the achievement of the objective. However, it should be noted that ISO 31000:2018 
details the scope of the proposed definition with some comments in the description, 
namely [15]:

• The uncertainty indicated may cause deviations from the expected state, either 
positive or negative.

• The objectives addressed by risk may relate to different aspects (financial, process, 
environmental, health and safety) and various levels of management (strategic, 
tactical, operational, project).
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• Risks should refer to potential events and their consequences but also to 
combinations of them.

• Risk is often expressed as a combination of the consequences of an event 
(including changes in circumstances) and the accompanying probability of 
occurrence.

• Uncertainty is the state of complete or partial lack of information related to the 
understanding or knowledge of the event under analysis, its consequences and 
probability. 

Different classifications and types of risk can be found in the literature, which 
is grouped according to specific division criteria. COSO recommends dividing the 
risk into four groups [8]: strategic, operations, reporting, and compliance. These 
categories are referred to by most of the classifications described in the literature. 
The most common risk categories described in the literature are shown in Table 1.1. 

However, Razali and Tahir [18] note that most of the studies reported in the 
literature focus on financial, operational and strategic risk.

Table 1.1 Risk categories (based on [17]) 

Risk category Characteristics 

Strategic risk • Influences the strategic direction and survival of the organisation; 
• Relates to macro-economic risks generated, for example, by government 
fiscal policy, and the impact of disruptive technologies such as the internet; 

• Involves poor business decisions and includes activities such as mergers 
and acquisitions 

Business/financial 
risk 

• Affects an organisation’s business operations in terms of overall financial 
health; 

• Includes risks related to the market in which the organisation operates 
(known as market risk), as well as the ability to finance growth through 
borrowing (known as credit risk); 

• Is well realised, and many financial instruments and techniques support its 
management 

Program/project 
risk 

• Refers to initiatives related to implemented changes in the organisation; 
• In the case of the implementation of significant changes in the 
organisation, this risk can be closely linked to strategic risk; 

• Today, managing this type of risk is considered an essential managerial 
skill 

Operational risk • A broad category that includes failures in the area of any aspect related to 
an organisation’s operations; 

• This includes operational management disruption, system or software 
failure, human error, process inefficiency, and procedural errors 

Technological 
risk 

• May relate to the launch of new technology products; 
• May refer to implementing new technologies into the organisation or its 
environment 
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1.2 The Concept of Risk Management 

Although some authors claim that every business decision contains an element of 
risk [19], the literature distinguishes three decision-making situations occurring in 
connection with business activities [10]: 

(1) Decisions made under conditions of certainty 

When all the possible outcomes of the chosen actions are known, or the state of 
nature consists of only one element, the decision maker has certainty as to which 
state of nature will occur. 

(2) Decisions made under conditions of risk 

The decision maker is aware of the probability distribution of the various states of 
nature, which may result from theoretical assumptions or be an empirical distribu-
tion observed in the past. It may also result from the decision-maker’s subjective 
assessment of the chances of particular states of nature occurring. They are the most 
common type of decision made. 

(3) Decisions made under conditions of uncertainty 

Occur when the decision-maker has no information about the probability of the 
realisation of states of nature or when, for example, a decision problem is being 
considered for the first time and previous experience cannot be used. 

The majority of modern managerial decisions relate to decision situations 2 and 
3. However, the objective adopted by managers should be to reduce the number 
of decisions made under conditions of uncertainty in favour of transforming them 
into decisions made under risk conditions. Indeed, for this group of decisions, it is 
possible to implement the concept of risk management. 

Risk management is the formal process of assessing risk and making decisions 
based on its results. Risk assessment can relate to the various activities, processes, and 
resources used to achieve an organisation’s objectives. Therefore, risk assessment 
results should appear at all levels and stages of planning and be an integral part of the 
decision-making process. It should be noted that the inclusion of risk analyses as a 
formal part of corporate decision-making processes dates back to the mid-twentieth 
century [20]. However, in the first decades, risk management was primarily associated 
with purchasing market insurance to protect individuals and businesses from various 
accident-related losses [21]. Therefore, risk analysis was seen as a tool dedicated 
to the financial and insurance markets. The continuous development of concepts 
concerning the transfer of risk through the purchase of insurance or derivatives to 
hedge financial risks is now an important research strand in risk management [22]. 
A second important research strand on enterprise risk is the approach derived from 
general management thinking on contingency planning. According to this concept, 
contingency planning should be part of preparing an organisation’s strategy, which 
aims to identify activities exposed to disruptions and formulate solutions to limit 
losses caused by the activation of a hazard. Over the years, the concept of contingency 
planning based on risk analysis results has been continuously developed, and now, it is
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an essential part of the business continuity management approach [22]. A revolution 
in risk management came with the development of the concept of Enterprise Risk 
Management, which will be described in more detail in Sect. 2.1. This concept was 
presented in the document “Enterprise Risk Management—Integrated Framework”, 
published by COSO in 2004 [8]. According to this approach, risk management aims to 
create a reference framework that allows an organisation to deal appropriately with 
the risks associated with its activities and processes [20]. This framework should 
describe an integrated approach to assessing, monitoring and controlling all risks, 
which should be identified at the strategic and operational levels associated with 
an organisation’s activities. As noted by Pierce and Goldstein [23], the framework 
developed by COSO has been recognised by US companies as a good practice to 
guide risk management in the organisation. 

Based on the ERM framework described by COSO, the ISO 31000:2018 standard 
was developed. This standard recommends an 8-step risk management procedure, 
as shown in Fig. 1.1. This procedure is the dominant approach to risk management 
in contemporary academic publications and industry recommendations. The risk 
assessment and management models currently described use the core framework of 
this procedure as the basis for proposed modifications. 

The risk management procedure consists of five primary stages, which are inter-
dependent, i.e. the effect of the previous stage becomes an element in the input of 
the next stage, and two supporting processes, which are implemented continuously. 

The first phase of the process concerning identifying the context of the analysis 
is treated by some managers without due diligence, and it is a critical element of the 
analysis. This is because it is in this phase that the framework for the analytical and 
managerial investigation is defined. A crucial aspect of this phase is establishing the

Fig. 1.1 Stages of risk management (based on [15]) 
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scope of the analysis to be carried out, setting objectives and developing evaluation 
criteria. On this basis, techniques and tools for the analytical process and priorities 
for the risk management process are selected. The main stage is the risk assessment, 
which consists of three phases: (1) identification of events, (2) analysis of these 
events, and (3) risk evaluation. 

The risk identification phase sets the scope for further analysis. Therefore, it is 
necessary to identify all the risks the organisation should manage, even if it has no 
control over their occurrence and impact [1]. Within this phase, analysts look for 
answers to the questions (Q1): What could happen?; (Q2): When and where could it 
happen?; (Q3): How and why will it happen? The next stage of the investigation is 
risk analysis. In this stage, the researchers estimate the risk parameters (primarily the 
probability and consequences of the assessed events). Qualitative, semi-quantitative, 
or quantitative methodologies are used in risk analysis. 

The procedure aims to estimate the risk of occurrence of the analysed events in 
the form of a so-called risk indicator. These indicators provide input information for 
the next assessment stage—risk evaluation. Risk levels are first determined in this 
phase, guiding further risk management. The fundamental question the decision-
maker answers is, therefore, what level of risk is acceptable or unacceptable to him 
or her. These two extreme ranges allow the appropriate priority to be given to actions 
aimed at risk mitigation. The risk indicators estimated at the analysis stage are then 
positioned according to the accepted limits of the designated acceptance levels. On 
this basis, priorities are indicated for actions to deal with the assessed risks. Risk 
management, as the last stage of the procedure, is already significantly linked to 
decision-making. This is because it concerns the selection of appropriate treatment 
alternatives to ensure that the risk is maintained at an acceptable level and that 
possible losses are avoided [24]. The monitoring and information-sharing processes 
support activities for the functioning of the risk management system; however, their 
implementation is critical for properly executing the primary phases discussed above. 

1.3 Trends Increasing Interest in the Concept of Risk 
Management 

Risk management in organisations has become increasingly important and famous, 
both academically and in business. Its development in recent years has been 
significantly influenced mainly by four phenomena, shown in Fig. 1.2.

1.3.1 Development of the Project Management Concept 

Risk is now an integral part of the project management process, and its descrip-
tion is one of the crucial and mandatory elements of the project documentation
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Fig. 1.2 Phenomena influencing the growing interest in the risk concept in companies

being prepared. According to the 7th edition of the PMBOK®Guide [25], the Project 
Management Institute defines risk as: “An uncertain event or condition that, if it 
occurs, has a positive or negative effect on a project’s objective”. Similar to ISO 
31000:2018, the focus of the definition presented here is also on uncertainty that 
affects the achievement of the organisation’s objectives. However, it is worth noting 
that the authors explain that there are many uncertainties in any activity, but only 
uncertainties that will affect the project will be considered risks. It is also important 
to note that uncertainty can refer to the event and the conditions under which the 
project is implemented. The developers of the PMBOK®Guide also point out that 
risk assessment should address both potential and actual opportunities or threats that 
will affect the project’s objective during construction, commissioning or at the time 
of use. 

As Elkington and Smallman [26] note, project delivery is less predictable in nature 
than routine business activities, increasing the uncertainty of decisions. Many authors 
emphasise that projects are characterised by greater organisational and technological 
complexity, which can generate additional risks and increased levels of risk [27–29]. 
Today, risk analysis has become a standard part of the project management process. 
As highlighted by many authors, risk management is one of the critical processes of 
project management [30]. This process should address every implementation stage, 
as it is essential to achieve the required project success rates [31, 32]. In addition, 
risk management helps project managers anticipate disruptions and delays that occur, 
which may result in the expected deliverables not being delivered within the required 
timeframe [33]. 

Project risk management should involve the same handling phases shown in 
Fig. 1.1. However, some researchers define it as a continuous and interactive process 
of identifying possible sources of risk at different stages of project development and 
execution [34]. For this reason, Elkington and Smallman [26] recognise that the most 
critical stage of risk assessment is the risk identification phase. This is because risks 
not identified early enough cannot be managed. Therefore, the risk identification 
should continue throughout the process [35]. Based on a literature review, Dandage 
et al. [36] identified categories of risks occurring in projects and their fundamental 
causes. These categories are shown in Fig. 1.3.
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Fig. 1.3 Categories of risks and their causes (based on [36]) 

Because, in modern companies, most investments, process improvement activi-
ties, as well as the expansion of product offerings or the conquest of new markets, 
are based on project management, there is a growing interest among organisations 
in methods and tools for risk assessment and solutions aimed at dealing with risks 
effectively. This fact drives the continuous development of risk analysis methods and 
systems to support their implementation. 

1.3.2 The Effect of the Covid-19 Pandemic 

The COVID-19 pandemic was a humanitarian emergency caused by Coronavirus 
SARS-CoV-2 (later referred to as COVID-19), which began in Wuhan, China, in 
December 2019 and by the first quarter of 2020 had already affected the entire globe 
[37]. This pandemic is primarily a public health emergency. Still, it has highlighted 
the need for a transdisciplinary view of its impact, including from the perspective of 
global governance, technology development, and risk management and communi-
cation [38]. Indeed, the COVID-19 virus caused not only a health crisis but also an 
economic and geopolitical one [37]. The consequences of its transmission included
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significant disruptions to supply chains serving various sectors of the economy. In 
their research, Mankowski et al. [39] emphasise that the world has never faced a 
scale of impact such as that caused by the COVID-19 pandemic. The critical effects 
of the occurrence of this pandemic most commonly include [40]:

• Disruption of continuity of service due to changes in demand and supply of various 
goods.

• Reduced transport of goods.
• Changes in the conditions of production and distribution of finished goods and 

materials.
• Changes in consumer behaviour and preferences.
• Inadequate or limited emergency response plans of the organisation.
• High employee absenteeism; new systems are needed to schedule work crews.
• Reduced availability and delays in product deliveries.
• Difficulties in information management and inability to use historical data. 

During COVID-19, the importance of analyses focused on risk assessment and 
management increased. Indeed, the detection of potential adverse events and the 
predictive determination of the consequences of their occurrence became critical. 
Risk analysis has become a valuable source of information on the incentives affecting 
businesses due to pandemics—their identification and understanding of cause-and-
effect relationships provide the necessary knowledge required in managers’ decision-
making processes. The results of several studies indicated that proper informa-
tion management was critical to the correct corporate response to the effects of 
the COVID-19 pandemic [40]. The availability of required information facilitated 
the early reaction from supply chains to emerging adverse events [41] while also 
contributing to the resolution of complex problems [39]. 

Critical to the survival of individual companies and entire supply chains became 
their response to emerging threats, occurring adverse events and their impact, the 
scale of which took most people by surprise. This response involved adapting ways 
of operating to the new socio-economic conditions, redefining objectives, and realis-
tically estimating the time needed to achieve them. Maintaining organisational busi-
ness continuity became the most crucial issue during the pandemic. The response 
of companies and supply chains to the impact caused by the COVID-19 pandemic 
has been analysed in the literature from different perspectives [40]. Some studies 
have focused primarily on companies’ responses to emerging stimuli, such as the 
change in the pace of organisational processes or the frequency of product and service 
innovations generated during the pandemic [42]. Klockner et al. [43] identified five 
categories of business responses to the crisis caused by the COVID-19 pandemic, 
which are shown in Fig. 1.4.

Much research has focused on identifying effective and efficient strategies for 
responding to emerging socio-economic conditions. An interesting review study 
was conducted by Margherita and Heikkilä [44]. They aimed to identify response 
strategies that 50 large companies implemented to ensure their business continuity 
during a pandemic [44]. In the recommendations made by the authors, particular 
emphasis was placed on issues concerning risk assessment, at least on issues such
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Fig. 1.4 Business responses to the occurring impacts of the COVID-19 pandemic (based on [43])

as the risk of infection inside and outside the organisation, the risk of limited tech-
nical and financial resources, and the risk of sales due to changing customer needs. 
Many authors have analysed specific supply chain management strategies and their 
impact on countering the adverse effects of a pandemic. An example of the results of 
such research is the publication [45], in which the authors evaluated the impact and 
effectiveness of strategies such as goal alignment, reliable leadership, use of inte-
grated digital infrastructure, implementation of continuous learning and resilience 
development concepts. 

Unfortunately, several studies suggest that plans to deal with the impact of 
pandemics on supply chains have been put in place with too much delay [40]. Remko 
[46] shows in his research that in the preparation phase to deal with the impact of 
a pandemic, businesses were insufficiently actioned, which influenced the delayed 
response of companies and their lack of resilience. This was mainly because the 
COVID-19 pandemic was a unique crisis with an unprecedented course and impact. 
Many researchers even considered this event to be a so-called “black swan” [47, 48], 
i.e. an event with a high level of uncertainty of occurrence (almost improbable) and 
impacts of critical importance for the economy and the world [49]. Therefore, the 
traditional approach to risk analysis proved insufficient for the new decision-making 
conditions managers face. Klockner et al. [43] also highlight in their research that 
the crisis management literature published before the pandemic focused exclusively 
on the different types of strategic responses to the crisis and their consequences. At 
the outbreak of the COVID-19 pandemic, there was thus a lack of interdisciplinary 
research on tactical responses, understood as short-term actions taken to implement 
solutions in response to an emerging crisis. It was only in the subsequent phases 
of the pandemic that researchers looked for solutions that would increase the effi-
ciency and effectiveness of the actions taken to reduce the risk of adverse events.
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Hohenstein [50], for example, pointed to the need to implement concepts such as 
agility, robustness, and learning from experience to improve the risk management 
process in times of crisis. The pandemic has also made managers realise that digital 
transformation is essential to their growth strategy and daily operations [51] rather 
than a solution dedicated to large corporations. Research presented in [52] demon-
strates that the disruptions occurring in supply chains during the pandemic strongly 
motivated companies (regardless of their size) to implement digital business models. 
Giotopoulos et al. [52] also pointed out that implementing and accelerating digital 
transformation in organisations is widely considered a strategic priority related to 
building the resilience and competitiveness of modern businesses. 

1.3.3 Digital Transformation 

Digital transformation in various social and industrial areas has been observed for 
many years but was initially identified only by creating electronic versions of docu-
ments previously available in paper versions [53]. Nowadays, digitisation and its 
impact are much broader, as it refers to various socio-technical phenomena and 
processes related to implementing and using digital technologies in individual, organ-
isational, and societal contexts [54]. Therefore, digital transformation is described as 
a change concerning the digitisation and digitalisation of processes in the economy, 
society, and different types of organisations. These changes take advantage of the 
continuous development of information technology, which enables the collection and 
processing of information from multiple sources to provide decision-makers with 
the required knowledge of processes and resources [55]. However, it is essential to 
emphasise that this change is not just about ITC systems supporting process execution 
but about implementing fundamental changes to the socio-technical-organisational 
system, including the organisation’s strategy and culture [56]. Therefore, transforma-
tion must encompass the internal and external elements of the organisation and their 
interrelationships so that the effect of digitalisation is the expected improvement in 
the performance of the entire enterprise. Digital transformation must be multidisci-
plinary in nature to ensure the development and maintenance of the competitiveness 
of a given enterprise [57, 58]. 

Research on the areas that should be covered by digital transformation is often 
linked to models for assessing an organisation’s digital maturity. These models make 
it possible to determine the current level of digital maturity in an organisation and 
steer its transformation in such a way as to achieve the desired goal. They can also 
benchmark and position the company in the market [59]. Numerous publications on 
digital maturity assessment models can be found in the literature [60]. In terms of 
identifying areas of digitalisation in an organisation, the results of the study presented 
by Hein-Pensel et al. [57] are noteworthy. The authors of this publication analysed 
24 digital maturity assessment models and, based on the results, distinguished nine 
recurring assessment areas, shown in Fig. 1.5.
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Fig. 1.5 Areas of digital transformation in companies (based on [57]) 

Many publications indicate that the acceleration of digital transformation has been 
significantly influenced by the development of the Industry 4.0 concept [61] (which  
will be described in detail in Chap. 3) and the COVID-19 pandemic [52, 62]. As 
the McKinsey Global Survey [63] of executives indicated, the pandemic accelerated 
digital transformation within companies by 3–4 years, both in external interactions 
(with customers and supply chain partners) and internal operations. At the same time, 
the share of digital or digitally-enabled products in companies’ product portfolios 
offered to the market has increased impressively. This is mainly because many studies 
indicate that digitally mature companies are more resilient to crises [64, 65]. 

From the point of view of the topic of this book, it is important to note that digi-
talisation supports enterprise risk management processes, as modern organisations 
cannot manage risk without managing their data and knowledge. Indeed, since the 
goal of risk management is to understand the nature of risk and the effects of its occur-
rence to try to take proactive and preventive actions for mitigation, it is crucial to have 
access to comprehensive and timely information from various sources. Many authors 
(including [66, 67]) point out that the development of information technology has 
been a critical factor in supporting the development of the risk management concept 
by enabling organisations to:

• creating improved registries that collect data on different types of risk;
• modelling complex cause-and-effect analyses of different risks in an organisation;
• measure enterprise risk more accurately;
• a better understanding of the interdependencies between the various factors 

influencing the identified risks in an organisation.
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As noted by Kang et al. [68], modern information and communication technolo-
gies provide opportunities to collect, store and analyse diverse risk-related data from 
heterogeneous data sources. For this reason, many organisations have started to use 
automated risk management frameworks to understand better their processes and the 
risks involved [69, 70]. An example of such a framework is proposed in [71], in 
which the developed framework provides comprehensive guidelines for the system-
atic capture, collection, analysis and monitoring of risk data, which may come from 
various data sources and be unstructured. Developing and implementing these frame-
works supports managers in making intelligent risk management decisions. However, 
the organisation needs to reach an appropriate level of digital maturity to realise the 
full potential of these frameworks. Accordingly, the concept of “Risk Intelligence” 
has emerged in the research space, which can be defined as an organisation’s ability 
to identify, predict, measure and assess risk based on collected data and experience 
[72]. 

However, to develop risk intelligence defined in this way, it is necessary to support 
managers with the right analytical tools to improve the decision-making process’s 
efficiency, accuracy and timeliness. Therefore, there is a growing interest among 
researchers and managers in Business Intelligence (BI) and Data Mining (DM) tools 
[73]. BI systems are important in company decision support and risk management 
[74]. The system transforms raw data into useful information for risk assessment 
and management by accessing databases and using appropriate analytical tools and 
methods. At the same time, Liu et al. [74] emphasise that the implementation of BI 
in risk management must be based on an in-depth understanding of supply chain 
processes, management controls and sources of risk in individual companies and 
the supply chain. DM techniques are used at various stages of risk management 
to create proactive and reactive systems [70, 75]. They support gathering critical 
information on potential risk factors, their sources, impacts and inter-relationships 
[76]. Data Mining algorithms can also discover previously unknown but beneficial 
information and patterns of analysed phenomena from large data sets [77]. For this 
reason, these solutions are increasingly popular, and their use in enterprise risk assess-
ment processes is growing [71]. Most commonly, DM solutions are used to extract 
information regarding [78]:

• prediction of risk events;
• discovery of risk patterns;
• relationship among risks and between risks and their triggering factors;
• classification of different items according to risks;
• clusters of different items based on risk factors;
• summarisation of the risk data;
• visualisation of the risk data. 

However, it is important to note that the digital transformation has also resulted 
in the emergence of risks that were absent or very limited in traditional systems and 
are today becoming high-risk events. Such events include cyber-attacks, collisions 
between autonomous devices and people in a shared workspace, and dependence 
on digital technologies. Therefore, the digitisation and digitalisation of processes
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generate critical changes to the operating environment and the functioning of 
antropotechnical systems. This necessitates modifications in the various stages of 
assessing, handling and monitoring identified risks and in defining the context of the 
analyses to be carried out and their methods. 

1.3.4 Development of the Concept of Building Resilience 
in Supply Chains 

The growing interest in the concept of building resilience in supply chains stems 
from the high variability of the conditions under which modern chains operate, 
including the impact of the COVID-19 pandemic and other concurrent crises, the 
effects of which have been felt not only locally but also globally (e.g. the Russia– 
Ukraine war; the 2021 blockade of the Panama Canal; the winter of the century in 
Texas). However, researchers note that a formal definition is still lacking despite the 
observed development of the concept of building supply chain resilience [79, 80]. In 
the literature, this concept is usually identified as:

• property of being adaptive and capable of sustained [81];
• adaptive capability of the supply chain [82].
• ability of the supply chain to return/react/recover [83].
• inherent property to absorb shock and the ability to adapt to changes [84]. 

One of the more comprehensive definitions can be considered the proposal put 
forward by Ponomarov and Holcomb [83], who described resilience as the adaptive 
capacity of the supply chain to prepare for unexpected events properly, react quickly 
to emerging disruptions, but also to recover and return to the pre-disruption state 
while maintaining continuity of operations and control over structure and functions. 
Some authors even go a step further by indicating that the ensuing change should 
result in a return to the pre-disruption state and an increase and improvement in 
supply chain performance [85, 86]. Based on a literature review, Kamalahmadi and 
Parast [80] defined three supply chain resilience phases, shown in Fig. 1.6.

A critical element of the formulated definitions of supply chain resilience is 
the occurrence of a disruption. This concept is defined in most publications as an 
unplanned and unanticipated event that disrupts the normal flow of goods and mate-
rials in a supply network [79, 87]. From the point of view of the research being carried 
out, it is crucial to determine where this disruption occurs and the extent of its impact. 
When describing disruptions, some authors focus on the so-called vulnerable places 
in the supply chain, thus referring to the level of a single company or logistics system, 
while in the analyses prepared, the perspective of the entire network is adopted (e.g. 
[87, 88]). In some publications, the concept of disruption mainly refers to the occur-
rence of financial and operational risks [79], which can concern the level of a single 
organisation but also the entire network. For this reason, it is legitimate to clearly
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Fig. 1.6 Phases of supply chain resilience (based on [80])

define the type and nature of the disruptions analysed, as this will precisely define 
the scope of the research to be conducted and the level of risk analysis to be prepared. 

Chopra and Sondhi, in their research on supply chain resilience, clearly indicated 
that managers should [89]:

• formulate a common cross-organisational understanding of the concept of supply 
chain risk and conduct stress testing;

• identify ways of adapting the overall approach to risk impact appropriate to the 
requirements of the individual company while considering the potential of the 
entire supply chain. 

Consequently, when investigating supply chain resilience to disruptions, 
researchers often turn to the concept of supply chain risk management (SCRM) 
as a tool to support their analyses. Therefore, the development of the idea of supply 
chain resilience has led to a parallel increase in research interest in SCRM. This can 
be confirmed by Figs. 1.7 and 1.8, which show the number of publications identified 
by the document search in the Web of Science database. Only one restriction was 
adopted in the search procedure on publications that appeared from 2000 onwards, 
while the search itself was conducted according to the queries shown in Table 1.2.

Through risk assessment models, it is possible to examine and characterise the 
probability of a given disruption and the effects of its impact on the functioning of the 
entire supply chain and its single links. At the same time, many authors emphasise that
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Fig. 1.7 The number of papers on supply chain resilience published in the Web of Science database 

Fig. 1.8 The number of supply chain risk management papers published in the Web of Science 
database 

Table 1.2 Search query for documents on supply chain resilience and supply chain risk manage-
ment 

TITLE_ABS_KEY (supply chain resilience) AND PUBYEAR > 1999 

TITLE_ABS_KEY (supply chain risk management) AND PUBYEAR > 1999
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appropriate risk management in the supply chain determines the sustainability of the 
relationship between links and the competitive position of the entire system [90, 91]. 
Kara [71] notes that increasing globalisation processes, shorter product life cycles 
and rising customer expectations increase internal and external risks. Emerging new 
risks to the functioning of supply chains arise from various sources, among which 
the literature mentions:

• demand uncertainty, disruptions to on-time delivery, political instability, currency 
fluctuations, dynamic changes in consumer markets, but also cyber-attacks, 
terrorism and natural disasters [92], and

• product characteristics, information systems, transportation, financial factors, 
manufacturing facilities, source process, make process, deliver process, return 
process, plan process, human resources, and external environment [93]. 

Therefore, there is a need to continuously examine the nature of disruptions 
occurring in the supply chain and the ways and extent of their impact. 

The importance of the concept of risk management in building supply chain 
resilience is highlighted in numerous publications. Christopher and Peck [82] defined 
SCRM culture as one of the fundamental principles for ensuring supply chain 
resilience. The importance of this principle was further confirmed in the research 
described in [80]. In their further study, Christopher et al. [94] substantiated that 
creating a risk management culture and global sourcing reengineering are the two 
most popular approaches to mitigate the risks and ensure supply chain resilience. 
Soni et al. [95] also demonstrated that a risk management culture is a critical factor 
in determining the level of supply chain resilience to disruptions that occur. Waters 
[96] even argues that risk management should be an integrative part of the corpo-
rate culture in any organisation. Such conclusions are also confirmed in Mandal’s 
research [97]. This author emphasises that risk management must be implemented 
by the supply chain leader and its partners. The results of this research confirm 
that a risk management culture should be implemented at all levels of supply chain 
management, i.e. it should not be limited to the strategic level only but should also 
apply to the operational level. 

1.4 Purpose of the Monograph and Justification 
for the Choice of Research Area 

The trends outlined in Sect. 1.3 have not only increased interest in the concept of risk 
management but have also changed managers’ attitudes towards risk. Risk assessment 
and its use in decision-making processes is becoming a good practice that is applied 
not only by large financial corporations but also by SMEs. This is because they are the 
majority of actors in logistics networks supplying manufacturers in various sectors, 
and the fluidity of goods that flow along the supply chains they serve depends on 
their resilience to disruptions. At the same time, risk analysis is no longer the domain
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of strategic management. The disruptions recorded in supply chains in recent years 
have made managers realise the need to bring the concept of risk management down 
to the operational level. However, a change in the approach to establishing and oper-
ating a risk management system, which includes operating procedures, organisational 
culture, information systems and employees with specific competencies, is required. 
These changes must take into account the new conditions in which businesses are 
operating so that the risk management systems created to support the processes of 
identifying, assessing and dealing with risks that are appropriate to the economic, 
social and technological situation. 

The risks associated with the operation of supply chains, as described in the liter-
ature, focus primarily on the collaborative aspects of the partners, and the building 
of resilience is based on the development of partner relationships, improved commu-
nication between links and increased flexibility of service, the effect of which is to 
maintain the continuity of the entire supply chain. However, the resilience of chains 
is strongly dependent on the reliability of the technical logistics systems handling 
the flow of goods and their operational readiness to perform their tasks. Industry 4.0 
and the associated digitisation and automation of logistics operations have signifi-
cantly influenced the changing nature of the risks associated with executing processes 
within internal logistics. Implementing this concept in logistics processes has a wide-
ranging impact not only on the technical systems used but also on the human beings 
who play a new role in them [98]. Many publications emphasise that the implemented 
solutions of Industry 4.0 affect changes regarding socio-environmental norms, the 
labour market, the required qualifications and skills of the workforce and, therefore, 
the setting of new educational priorities [99, 100]. This necessitates the formulation 
of new guidelines and frameworks for creating risk management systems and devel-
oping dedicated rules for their operation that align with the requirements of Logistics 
4.0. 

The comprehensive literature review conducted, based on publications registered 
in the two largest journal databases (Web of Science and Scopus), indicates the 
existence of a significant research gap in methods for assessing and managing risk 
at the operational level in modern companies implementing Industry 4.0 solutions. 
This gap concerns, in particular, risk assessment methods for complex cyber-human-
technology systems operating logistics processes in enterprises, the results of which 
would provide a basis for building the resilience of Logistics 4.0 systems. In the 
following chapters of this book, particularly in Chap. 4, the Author will prove the 
existence of such a formulated research gap. 

At the same time, the industrial research carried out by the Author proves that 
many companies, when deciding to implement Industry 4.0 solutions, are not well 
prepared for this process. Managers do not have full knowledge of the risks asso-
ciated with operating complex cyber-physical systems and their collaboration with 
employees. Thus, they cannot consider them in their decision-making processes 
during the planning phase. Focusing too much only on the technical aspects does 
not allow them to see other risks affecting the efficiency and effectiveness of the 
implemented processes. Therefore, managers are increasingly looking for solutions 
that will allow them to comprehensively (holistically) and multi-variantly assess
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the risk of possible adverse events occurring in various phases of the realisation of 
processes for which they are responsible. This is because most of them are aware that 
the implementation of Industry 4.0 changes not only the technical side but also the 
organisational and cultural side of the processes subordinate to them, and the results 
of the risk assessment can help them better prepare not only the system but also the 
people to work in the new operational conditions. 

Therefore, the monograph aims to present a new risk assessment paradigm for 
Logistics 4.0 systems, particularly the internal transport system. This paradigm is 
concerned with the operational level of risk management. It combines two approaches 
to risk assessment for anthropotechnical systems supporting process execution in 
modern companies—the business approach and the engineering approach. In the 
book, the Author proposes a new approach to risk assessment in Logistics 4.0 
systems based on the author’s concept of an interdisciplinary process approach to risk 
assessment, digital transformation and automation of logistics processes, including 
internal transport in material handling. The proposed method is concerned with risk 
assessment at the operational level. However, the framework for proceeding must be 
embedded in the company’s strategy to provide an effective and efficient mechanism 
for implementing the formulated process assumptions. It is also worth noting that 
the analytical approach adopted in the proposed method assumes that the primary 
objective of implementing an operational risk management system is to support the 
decision-making processes of managers in the enterprise. This approach aligns with 
the decision analysis manifesto presented by Howard [101]. 
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Chapter 1 presents the fundamental concepts of risk and managing it. Many authors 
point out that even if individual teams within an organisation understand the concept 
of risk and its management, their understanding and risk assessment will vary signif-
icantly between different parts of the organisation and the type of organisation [1]. 
Managers in finance will hold a different approach to risk, where the risks assessed 
can have positive and negative impacts, and the analyses are primarily quantitative. 
A markedly different perception of risk will be held by managers in the supply 
chain area, where risk has a mainly negative and often unquantifiable dimension that 
will compel the use of qualitative rather than purely quantitative analyses. For this 
reason, at the operational level, it makes sense to adapt risk assessment methods to 
the specific functioning of the area under analysis, thus considering the conditions 
of the processes and systems supporting the operations performed. In responding 
to these needs, however, it is necessary to comprehensively recognise the various 
approaches to risk management, which will help to formulate assumptions for the 
model to be developed. 

Research conducted by the Author [2–6] indicates that developing a new approach 
to risk management for logistics processes requires an interdisciplinary view of the 
analysed research aspects related to implementing selected operational processes. 
Above all, analyses of the risks of internal transport operations in a given enterprise 
require the integration of two analytical trends, namely business and engineering
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approaches. Therefore, it is necessary to formulate new guidelines for risk assess-
ment based on the concepts of business process management and operational risk 
in the enterprise while considering the safety and reliability of technical systems 
supporting the realisation of logistics processes. The answer to this need is the 
concept of a holistic risk assessment system for logistics processes, which integrates 
the needs indicated above. The framework for this concept is formulated based on 
the assumptions of the four organisational risk management strategies outlined in 
Sects. 2.1 and 2.2. 

2.1 The Concept of Risk in the Business Approach 

According to the definitions given in Chap. 1, risk in business terms refers primarily 
to the impact of uncertainty on the achievement of objectives defined for the organi-
sation. However, this approach does not indicate the manner (direction) of impact on 
goal achievement, i.e. risk refers to events that can affect goal achievement in both 
positive and negative ways. In their research, Bromiley et al. [1] highlight that papers 
published in the ‘90s already emphasise that risk management should go beyond the 
traditional goal of exclusive “variance minimisation”, focusing on the negative sides 
of risk. Stulz [7] even states that an organisation should reduce risk exposures in 
those areas of its business where it does not have a comparative advantage while 
exploiting risk where there is an advantage. This recommendation indicates the dual 
nature of the concept of risk found in the business approach. 

2.1.1 Enterprise Risk Management and Standard ISO 31000 

The traditional approach to risk management in organisations was based on the 
assumption of the need to separate the management of individual risk categories 
between separate organisational units [8]. This resulted in a high disaggregation of 
risks, which were managed separately by individual units in the organisation. This 
approach created so-called risk silos, which were analysed in a disconnected manner 
without examining the interconnecting relationships and interactions between them. 
Financial organisations managed credit, market, operational and liquidity separately 
so that these risks were assessed and managed within individual silos. Non-financial 
companies also followed a similar approach to managing financial, strategic and 
operational risks [8]. Based on criticism of this approach to risk, the concept of Enter-
prise Risk Management (ERM) was proposed, which was defined as “a structured 
and disciplined approach to help management understand and manage uncertainties 
and encompasses all business risks using an integrated and holistic approach” [9]. A 
framework was developed for the concept, articulated in the document “Enterprise 
Risk Management—Integrated Framework”, published by the Committee of Spon-
soring Organization of the Treadway Commission in 2004. This document proposed
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a framework for the ERM concept in the form of a cube presenting eight components 
critical to the success of ERM implementation, which should relate to the four risk 
areas that may exist at the four levels of the organisation. The components embedded 
in the ERM framework include [10]:

• Internal environment, which determines attitudes towards risk, shapes risk appetite 
among managers and formulates ethical values.

• An objective setting consistent with the identified risk appetite based on correctly 
realised risks.

• Risk assessment is prepared based on a correctly mapped probability and impact 
of risk occurrence and identifying inter-relationships between risks.

• Risk response that is appropriate to risk appetite and tolerance.
• Control activities, which ensure the effectiveness of the risk response through 

implemented policies and procedures.
• Information and communication systems enable data to be identified, collected, 

and communicated in a format that is tailored to the needs of managers and 
employees.

• A risk monitoring process that is implemented continuously or periodically so 
that it can be modified when necessary. 

In an updated document entitled “Enterprise Risk Management. Integrating with 
Strategy and Performance”, published in 2017, COSO has reduced the number of 
components constituting the ERM framework to five items. However, implementa-
tion principles have been formulated for each of them. In doing so, COSO emphasises 
that it is necessary to implement all 20 defined principles to integrate enterprise risk 
management with strategy and performance effectively [11]. The components and 
the principles assigned to them are shown in Fig. 2.1.

An interesting comparison of the two frameworks (2004 and 2017) is presented 
in [12], among others. 

ERM is a concept focused on the systematic and integrated management of 
the total risk faced by a company [13]. Harrington et al. [14] further emphasise 
that a company should identify, measure (assess) and manage all its exposures to 
different types of risk (financial, strategic, operational) in a single, integrated system 
as opposed to the siloed approach used to date. Thus, unlike the traditional approach, 
ERM recognises that each highlighted risk category is part of an organisation’s overall 
risk portfolio, which is managed holistically [8]. It should also be noted that the tradi-
tional approach to risk management focused primarily on protecting the company 
from adverse financial consequences. In contrast, in the ERM concept, risk manage-
ment becomes an important strategic element, enabling the organisation to make 
better decisions considering the different types of risks involved [15]. In the ERM 
concept, risk management must be linked to the organisation’s business strategy, goal 
setting and managerial decision-making [16]. Therefore, many authors recommend 
moving away from a fragmented, ad hoc and narrow approach to risk management to 
a comprehensive and unified system as defined in the ERM concept [1]. In this way, 
the risk management strategy can support the competitive advantage of the company 
being built and support its growth [17].
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Fig. 2.1 Components of the 2017 ERM framework (based on [11])

The ERM concept focuses on assessing and responding to the different risk cate-
gories. At the same time, these categories relate to business objectives formulated 
for the organisation, which relate to [18]:

• Strategy—the achievement of the organisation’s global objectives that reflect the 
adopted direction of the organisation.

• Operations—effective and efficient use of resources and asset management.
• Reporting—ensuring an efficient reporting system that provides reliable and 

timely information to support decision-making processes.
• Compliance—ensuring that the organisation’s operations comply with applicable 

laws and regulations. 

Implementing such an integrated and, at the same time, comprehensive approach 
to risk management in an organisation is a major strategic challenge for managers 
but also an operational challenge as it affects all members of the organisation. This 
is because adopting the ERM approach brings about changes in the organisation’s 
culture and forces a change in how decisions and actions are taken. It is the respon-
sibility of the company’s management to determine the so-called risk appetite influ-
encing managerial decisions and to develop a risk management policy that will affect 
the management of the organisation’s activities. Arguments in favour of this chal-
lenge are the benefits of implementing an ERM approach, which is widely reported 
in reports and academic publications. According to [19], companies implementing 
ERM across the organisation can achieve several benefits, most notably:
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• Increasing the range of opportunities by identifying new challenges and risks.
• Identify risks in different parts of the organisation and manage them from an 

enterprise-wide perspective to improve performance.
• Identify risks and select an appropriate response that reduces surprises and 

associated losses while reaping the benefits of the changes.
• Reducing variability in performance through risk estimation translates into 

minimising disruption and maximising the exploitation of opportunities.
• Improving resource utilisation by prioritising and improving resource allocation 

based on risk assessment.
• Increasing the resilience of the business based on better anticipation and response 

to change. 

A study by Renault et al. [20] indicates that the following benefits of ERM 
implementation are most frequently cited in the literature on ERM: 

• reduce costs and losses, 
• improved decision-making, 
• increased profitability and earnings, 
• better risk reporting and communication, 
• increased management accountability 

• greater management consensus, 
• competitive advantages, 
• improved owners’ satisfaction, 
• better resource allocation, 
• improved control of an enterprise on its projects, 
• reduced earnings volatility 

Liebenberg and Hoyt [8] found additional rationale for implementing the ERM 
concept in the internal and external factors shown in Fig. 2.2. 

Identifying the benefits of ERM implementation and promoting them within the 
organisation is essential for management to gain the necessary support for the ERM 
programme and reinforce positive outcomes. However, identifying obstacles that 
may occur during the implementation of this approach remains equally important. 
Knowing the potential obstacles enables management to identify the implementation 
challenges clearly and take preventive and corrective actions in advance to reduce the 
undesirable effects of these disruptions. Based on a literature review, Renault et al.

Fig. 2.2 The rationale for implementing the ERM concept (based on [8]) 
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defined the most commonly reported obstacles occurring in ERM implementation 
[20]:

• insufficient knowledge of managers regarding risk management in the organisa-
tion;

• compromising attitudes of managers hindering risk discussions;
• management priorities not promoting risk management issues;
• reluctance to discuss sensitive information across business units;
• uncertainty about how to add value to the company by implementing ERM;
• the complex nature of risk management, which requires specialist knowledge, 

skills and experience relating to specific areas of the business;
• the lack of alignment of the risk management strategy with the organisation’s 

overall business strategy;
• the lack of integration of risk management into the organisation’s processes;
• the lack of a common risk language, which is required in discussions to fully 

understand the phenomena occurring and their impact on the organisation’s 
operations;

• the high level of difficulty in quantifying risk levels and the lack of understanding 
by managers of simple assessment tools;

• Lack of data required to perform risk assessments: (a) inadequate data quality; 
(b) limited access due to insufficient integration between systems; (c) lack of risk 
mapping and modelling tools;

• segmented (siloed) approach to the different types of risks in place in the company. 

Alijoyo et al. [21] emphasise that risk management is different for each organ-
isation due to their operations’ internal and external contexts. Indeed, the risk is 
not universal and varies depending on the enterprise’s sector but also on its busi-
ness processes, the level of digitisation, the products produced and the target market 
of customers. Therefore, when implementing the ERM concept, each organisation 
has its own perspective, priorities, and needs when dealing with risks. Of course, 
the primary objectives and principles recommended by ERM are the same, but the 
degree and nature of the risks companies face are quite different [21]. 

Bromiley et al. [1] found in 2015 that academic research on ERM appeared mainly 
in accounting and finance journals and far less frequently in management journals. 
However, it is worth noting that finance and accounting research focuses on tools 
only applicable to risks with well-defined statistical properties. These tools are also 
mathematically complex, often have limited applications outside of finance, and 
may not be understood by managers. Today, such a narrow perception of the scope 
of application of ERM concepts has changed. A literature review by Anton and Nucu 
[22] indicates that although the most significant number of papers, the most cited, 
appear in journals such as the Journal of Risk and Insurance, Accounting Organ-
isations and Society, and Contemporary Accounting Research, equally popular in 
recent years are papers placed in journals such as International Journal of Production 
Research, Journal of Construction Engineering and Management and Production 
Planning Control (citation index h > 30). Based on a review of 101 papers, Anton
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Fig. 2.3 Research areas on the ERM concept (based on [22]) 

and Nucu [22] also identified four main research areas on the ERM concept, shown 
in Fig. 2.3. 

Bromiley et al. [1] also argue that there are many ambiguities and misunderstand-
ings in ERM research, which can make it difficult to fully understand the concep-
tual assumptions and hinder the implementation process in an organisation. For this 
reason, these authors have formulated the basic assumptions of the ERM concept 
[1]:

• Managing the risk of the entire enterprise portfolio is more effective than managing 
the risk of each area (department).

• Every decision made by managers in an enterprise should be linked to the risk 
management process. Even a single decision can be linked to multiple risks at 
different stages of its implementation.

• ERM encompasses traditional risks (product liability and accidents) and strategic 
risks (product obsolescence, competitive actions). Often, the most significant 
risks lie in strategic areas where there is a lack of historical data to estimate 
the likelihood of their occurrence.

• ERM assumes that companies should not view risks as a problem to be reduced or 
eliminated. If a company can manage a particular risk, it should build a competitive 
advantage. 

Based on the ERM concept, the ISO 31000 standard, first published in 2009 
and updated in 2018, was developed. According to the standard, risk management
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should be defined as the coordinated activities to guide and control an organisa-
tion concerning the emerging risks associated with its activities [23]. The stan-
dard describes a risk management architecture comprising principles, structure, and 
process. At the same time, Alijoyo and Norimarna point out the relationships between 
the distinguished elements of the architecture of ISO 31000 Standard [24]:

• The indicated core elements are interdependent, and their implementation cannot 
be disconnected.

• The defined risk management principles are critical to a successful implementation 
process and must be considered in the other two elements.

• The framework developed formulates the critical findings that, if implemented 
effectively at all levels of the organisation, can ensure the success of risk 
management.

• The risk management process should be an integral part of the business processes 
and corporate culture and should be tailored to the needs and specifics of the 
company. 

The risk management process recommended in ISO 31000 is presented as a proce-
dure in Fig. 1.1. For the procedure so defined, ISO 31000:2018 [23] also defines eight 
risk management principles that should be followed to effectively and efficiently 
achieve the objectives defined for the organisation. These principles are shown in 
Fig. 2.4.

Research confirms that applying the methodology recommended in the standard 
is conducive to reducing financial and operational losses, reducing inventory losses, 
reducing reliance on external capital and improving supplier relationships [25]. Of 
course, the organisation’s maturity level in implementing the risk standards defined 
in ISO 31000 is an important issue. Various models for assessing risk management 
maturity can be found in the literature [26], including a model referring exclusively 
to ISO 31000[23]. 

In conclusion, it should be noted that many authors consider the framework 
proposed by COSO and recommended in ISO 31000 as a highly abstract conceptual 
framework that does not allow the formulation of control objectives at the required 
level of detail [27]. In addition, many popular standards describe general phases 
of the risk management process, often omitting detailed aspects related to process 
management and the formulation of the required procedures [12]. Even such impor-
tant terms as risk culture or risk appetite are not defined clearly and unambiguously. 
At the same time, all frameworks are characterised by a similar approach and distin-
guish comparable activities about the risk management process. Thus, based on the 
two frameworks presented above and the AS/NZS 4360 standard, Rubino proposed a 
consensus framework for implementing the risk management process, which includes 
the four stages of the procedure shown in Table 2.1.

The company’s objectives are strongly correlated with the environment repre-
sented by customers, suppliers, the government and other organisations. This envi-
ronment strongly influences the enterprise’s core business (e.g., the customer and 
its needs shaping its offer) and the supporting processes (suppliers’ competitive-
ness, business regulations). Therefore, this environment thus affects the company’s
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Fig. 2.4 Risk management principles (based on [23])

objectives and becomes a source of potential risk [25]. Soltanizadeh et al. [18] note, 
however, that the ERM concept focuses on risks assessed from the point of view 
of a particular organisation. Therefore, risks relating to relationships with suppliers, 
distributors, and customers are analysed only in the context of the business environ-
ment. In this approach, the external risks identified by the company consist of the 
risks generated by other actors to the company and the risks faced by the company’s 
relationships with other actors in the business environment [25]. Therefore, this 
approach lacks a broader view of risk assessment that looks beyond the individual
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Table 2.1 Stages of implementing a risk management process (based on [12]) 

Stage name Stage characteristics 

Stage 1: 
Understanding 
the 
organisation 
and its internal 
and external 
context 

• The organisational environment—the philosophy of the top management in 
the risk and its levels of acceptability, the culture of risk and behaviour of 
people operating at all levels of the company, the managerial style, the 
integrity and ethical values, skills, definition of areas of authority and 
responsibility, the existence of appropriate policies and procedures; 

• The external context—the social and cultural, political, legal, regulatory, 
financial, technological, economic, natural and competitive environment, 
whether international, national, regional or local; key drivers and trends 
having an impact on the objectives of the organisation; and relationships 
with, perceptions and values of external stakeholders; 

• The objectives setting—establishing the organisation’s vision, goals, 
principles, resources required, responsibilities and authorities, and the 
records to be kept 

Stage 2: 
Risk 
management 
activity 

• There is a need to identify internal and external events that positively or 
negatively affect the organisation’s objectives 

• Conducting a risk assessment of the identified events—depending on the 
likelihood and impact of the assessed events, managers prioritise actions 

• Responses to the occurring risks are assessed for the prioritised events, and 
actions are taken to align the identified risks with the risk tolerance and 
appetite. The risk response may include one or more risk modification 
options 

Stage 3: 
Control 
activities and 
monitoring 

• Develop, in the form of procedures, controls to mitigate operational risks and 
identify actual risks 

• Control activities should make it possible to identify possible events or risk 
factors; implement changes in policies and procedures and adopt new control 
procedures; monitor the effectiveness of the controls already implemented; 
continuously monitor the effectiveness of the functioning of the risk 
management process 

Stage 4: 
Information 
and 
communication 

• Continuous communication with external and internal stakeholders 
• Frequent reporting of results. The information system reports internal data 
related to events and the external situation 

• Identifying, collecting and distributing information in the proper form and at 
the right time so that all units can fulfil their responsibilities 

• High-quality communication processes that depend on the quality of the 
information system

enterprise and includes the perspective of a group of organisations operating within 
the chosen supply chain. Therefore, when discussing the business approach to risk, it 
is necessary to change the analytical perspective and elevate it to the level of supply 
chain management. This perspective is presented in the concept of supply chain risk 
management (SCRM). This concept was identified in Chap. 1 as one of the pillars 
of the current trend towards supply chain resilience. From the point of view of the 
subject matter of this book, SCRM takes on particular importance because supply 
chain risk consists, among other things, of risks occurring in individual logistics 
systems, including internal logistics service processes. 

However, before the SCRM concept is presented, it is worth considering the idea 
of supply risk itself. In publications at the beginning of the twenty-first century,
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this concept was equated by many authors with risks concerning the Buyer–supplier 
relationship [28, 29]. Zsidisin looked at the issue more broadly and defined supply riks 
as “the probability of an incident associated with inbound supply from an individual 
supplier failure or the supply market occurring, in which its outcomes result in 
the inability of the purchasing firm to meet customer demand or causes threats to 
customer life and safety [30]”. This dichotomy was later developed by Peck adding 
that it is “anything that disrupts or impedes the information, material or product 
flows from original suppliers to the delivery of the final product to the ultimate end 
user [31]”. However, Ho et al. [32] pointed out that all the definitions of supply risk 
focus on a selected function or part of the supply chain and do not cover the entire 
flow. Therefore, these authors defined supply risk as “the likelihood and impact of 
unexpected macro and/or micro level events or conditions that adversely influence 
any part of a supply chain leading to operational, tactical, or strategic level failures 
or irregularities [32]”. 

Supply chain risk is not a new phenomenon. Companies have constantly been 
exposed to the possibility that a supplier will fail to deliver within the required 
timeframe, will deliver against quality requirements or in a different quantity than 
expected, or will adjust the price at the last minute. However, the new approach to 
supply chain risk is characterised by two features:

• Firstly, even if the risk of a particular event for a single member of the supply 
chain is small, the cumulative effect for all members already becomes significant.

• Secondly, in developing ways of mitigating the risks involved, reference can be 
made not only to the resources of an individual organisation but also to the potential 
of the entire supply chain. 

Supply chain risk management is defined in many ways in the literature. Some defi-
nitions focus on the risk management process [32, 33], often described as 4-stages: 
identification, assessment, treatment and risk monitoring. Other authors primarily 
focus their definitions on the objectives set for SCRM [34, 35]. Among these objec-
tives, the following are most commonly distinguished [36]: ensure profitability, cost 
saving, reduce vulnerability, and continuity. Based on these different approaches, 
Fan et al. formulated a proposal for a comprehensive definition of the term SCRM, 
including “the identification, assessment, treatment, and monitoring of supply chain 
risks, with the aid of the internal implementation of tools, techniques, and strategies 
and external coordination and collaboration with supply chain members to reduce 
vulnerability and ensure continuity coupled with profitability, leading to competitive 
advantage [36]”. What is central to developing the SCRM concept is the need for 
organisations to understand that their vulnerability to risk depends mainly on the 
other supply chain participants [37]. 

Supply chain risk analysis aims to identify the most significant adverse events that 
may affect the execution of critical business processes, such as product and service 
development, production control, customer and supplier relationship management, 
and sales and operations planning [25]. Therefore, the first stage of risk assessment 
related to identifying potential adverse events requires special attention and knowl-
edge not only of individual organisations but also of the relationships between them
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Fig. 2.5 Two types of risk occurrence (based on [32]) 

affecting the functioning of the entire supply chain. A literature review by Ho et al. 
[32] indicates that most study authors identify two types of risk occurrence, as shown 
in Fig. 2.5. 

It is worth noting, however, that some authors dealing with SCRM recognise the 
division into three groups:

• Internal risk includes events related to disruptions occurring at the level of the 
organisation;

• External risk—events related to the environment;
• The third group consists of risks related to the functioning of the supply chain, the 

so-called network-related risks. These risks are external from the point of view 
of the supply chain participant but internal from the point of view of the supply 
chain network. Christopher and Peck [38] include supply and demand risks in this 
group. 

Based on their literature review, Ho et al. [32] proposed a classification of risk 
factors into macro and micro factors. They then identified the most commonly 
reported risk factors in the literature, ranking them according to the proposed classi-
fication. The framework of the proposed classification and examples of risk factors 
is shown in Fig. 2.6.

Qualitative and quantitative methods are used to assess risk, and we distinguish 
between analytical and empirical methods. Qualitative risk assessment methods esti-
mate the loss incurred based on the knowledge and judgement of the expert respon-
sible for preparing the risk analysis rather than precise financial values, whereas
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Fig. 2.6 Classification of risk factors (based on [32])

quantitative methods of analysis measure risk based on a monetary or discrete value 
[39]. In doing so, Kendrick’s research [40] demonstrates that quantitative methods 
are more precise and provide more information about each identified risk. It is also 
worth noting that quantitative risk analyses are now strongly supported by numerous 
computer software models. The research presented in [32] also confirms that quanti-
tative analytical methods are becoming increasingly popular, and their use is growing 
yearly. Among the most popular methods in this group are mathematical program-
ming, followed by newsvendor model and simulation. More interest needs to be 
placed on the use of quantitative empirical methods by researchers. However, as Ho 
et al. note, this may be primarily due to the limitations in the collaboration between 
researchers and industry, which prevent the implementation of empirical studies and 
access to the required data [32]. However, it is worth noting that the most popular 
method in this group is the multiple regression model. 

Fan et al. [36] note that for the risk assessment process to deliver the expected 
results at the supply chain level, it is necessary to incorporate the factors shown in 
Fig. 2.7 into the analysis.

Concerning supply chain risk, it should be noted that some risks involve more 
interrelationships than others, so their impact strength is definitely higher. This is
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Fig. 2.7 Factors assessed in the risk assessment process at supply chain level (based on [36])

why some authors (e.g. [41]) focus on identifying critical risks, which can trigger 
many other events and have a knock-on effect. Sarker et al., in their study [42], 
proposed to divide the types of dependencies between different kinds of risks into 
(a) a positive dependency, meaning that the removal of one risk mitigates the effects 
of one or more other events); and (b) a negative dependency meaning that the removal 
of one risk generates one or more other. 

Much of the research on the SCRM concept focuses primarily on establishing the 
relationship between disruptions occurring and performance [43, 44]. In contrast, a 
second critical area of research is selecting an appropriate risk mitigation strategy and 
its importance in enhancing supply chain performance. Talluri et al. [45] even empha-
sise that the selection of risk mitigation is a critical component of a risk management 
strategy. Analysing various factors influencing buyer–supplier relationships, Bode 
et al. [46] found that trust and dependence between partners strongly influence miti-
gating supply chain disruptions. Mishra et al. [44] developed a theoretical model to 
explain how to select an appropriate strategy to reduce the risk in the buyer–supplier 
relationship and improve supply chain performance. Bode et al. [46] also highlighted 
in their study that selecting a firm’s response to supply chain disruptions is based on 
information processing and resource-based theory. Talluri et al. [45] argued that the 
adequacy and effectiveness of the selection of risk mitigation strategies depends on 
the conditions present in the external and internal environment. Considering these 
arguments, many researchers distinguish two basic risk mitigation strategies:
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(1) Buffering is the most commonly used risk mitigation strategy by companies. 
This strategy protects the supply chain from disruptions by maintaining adequate 
backup buffers. Chattopadhyay et al. [47] recommended a buffering strategy as 
a hedge to minimise the risks associated with supply by the incumbent supplier 
in their study. According to Sinha et al. [48], this strategy should be aimed at 
identifying where stocks should be held and the appropriate level of stocks to 
ensure continuity of supply. According to this approach, the buffering strategy 
acts as a shield for the organisation, protecting it from disruptions occurring at 
different levels and locations in the supply chain. However, this implies gener-
ating free resources to be activated when a disruption occurs. Some authors 
point out in this regard that a buffering strategy should respond to the risks 
associated with the occurrence of events that cannot be eliminated by process 
improvement [44]. 

(2) Bridging strategy—protects the organisation from the risk of adverse events by 
establishing strong relationships with exchange partners. It involves developing 
relationships with relevant partners up to full integration. In their research, Bode 
et al. [46] argued that this is an internal approach to managing uncertainty by 
engaging in activities related to crossing or pushing boundaries with supply 
chain partners. These activities may involve creating a common risk manage-
ment system or integrating and improving information systems. For this reason, 
Premkumar et al. [49] analysed the concept of building bridges between partners 
through the lens of information theory. They found that easy access to authentic 
and timely information regarding the occurrence of supply chain disruptions is 
a way to process the way associated risks are managed. 

Based on a review of 126 publications on SCRM, Rajagopal et al. [50] distin-
guished five risk mitigation strategies, shown in Fig. 2.8. A critical analysis of 
the research on all strategies allowed the authors to conclude that robust/resilient 
SCND and RPA are the most commonly used and described risk mitigation strate-
gies. Second in terms of popularity is the reliable facility location/fortification and 
inventory management strategy followed by SSOA.

The level of trust and dependency between partners is crucial in selecting an 
appropriate mitigation strategy. Based on these, the strategy that will bring the most 
significant benefit to the company in terms of minimising risk and improving the 
results obtained is selected. Wang et al. [51] argue in their research that trust plays 
a critical role in risk mitigation by reducing uncertainty arising from partner actions 
and opportunistic behaviour. At the same time, Yeung et al. [52] demonstrate that 
trust additionally facilitates overcoming social difficulties and conflicts and fosters 
the strengthening of long-term relationships between supply chain links. The inter-
dependence of partners is also an essential part of business relationships in supply 
chains that help to achieve desired outcomes. Handley and Benton [53] argue that 
dependencies as an inter-organisational phenomenon are strategically crucial to the 
success of any business, including in the area of achieved benefits from mitigating 
the effects of adverse events occurring in the supply chain.
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Fig. 2.8 Risk mitigation strategies (based on [50])

The growing interest in SCRM has resulted in several publications on systematic 
literature reviews in this area in recent years. Rajagopal et al. [50] distinguished 
the main research trends described in literature reviews on SCRM. These trends are 
shown in Fig. 2.9.

However, supply chain risk management is primarily a business issue, so the 
research described in [54], which presents a more practical approach, deserves atten-
tion. As a first step, the authors of this publication recommend categorising the risks 
present in the supply chain into two types [54]:

• known risks—these are risks that can be identified and measured based on quan-
titative and qualitative analysis. The probability and impact of these events can 
be estimated or quantified using information systems from the data provided for 
analysis. Interdisciplinary teams are set up to provide a risk management frame-
work to identify the full range of these risks. This team can also identify areas 
where risks are difficult to understand and define;

• unknown risks—these are risks that cannot be predicted. Even the most experi-
enced managers cannot predict the impact and possibility of occurrence scenarios.
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Fig. 2.9 Research trends analysed in literature reviews from the SCRM area (based on [50])

Increasing the speed of response to such risks is critical. For this reason, organi-
sations are building layers of safeguards with a culture of risk awareness that can 
give them a competitive advantage.

Categorising risks into a specific group recommends different procedures for 
managing them. Figure 2.10 shows the pathways for known risks, and Fig. 2.11 for 
unknown risks.

2.1.2 Operational Risk Management 

ERM is a strategic approach [18]. A similar point of view applies to most publications 
on the SCRM concept. However, from the point of view of the scope of the research, 
the risk management model at the operational level is relevant. Particular attention 
should be paid to the fact that, in the case of ERM and SCRM, the assessed risks can 
have a positive and a negative dimension. In the case of operational risk, the analysis 
carried out concerns only negative deviations [55]. 

The concept of operational risk is usually identified with the document produced 
by the Basel Committee of Banking Supervision, in which “operational risk is defined 
as the risk of loss resulting from inadequate or failed internal processes, people and 
systems or from external events. This definition includes legal risk but excludes 
strategic and reputational risk” [56]. The development of Basel II set out the require-
ments for operational risk management, which was seen as a new era in the devel-
opment of the concept, and the definition of operational risk presented above has 
been accepted as a standard by financial organisations [57]. Based on this document, 
an operational risk framework was formulated based on the three pillars shown in 
Fig. 2.12.
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Fig. 2.10 Procedures for managing known risks (based on [54])

An operational risk policy is critical to effective risk management. It can form 
part of an overall risk management policy or stand-alone. Regardless of the form of 
drafting adopted, the policy should include [57]:

• The applicable definition of operational risk.
• The organisation’s approach to operational risk management.
• The description of the main activities, including the roles and responsibilities of 

employees and managers. 

It should also be noted that the implementation and promotion of an opera-
tional risk management culture should enable the achievement of the following 
organisational objectives as a minimum [55]:

• Members and internal stakeholders of the company understand the concept of 
operational risk.

• Employees know the procedures for dealing with operational risk.
• Managers recognise the benefits of good operational risk management.
• Managers are aware of the risks that occur without operational risk management.
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Fig. 2.11 Procedures for managing unknown risks (based on [54])
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Fig. 2.12 Operational risk framework (based on [57])

• Key supporters of operational risk management have been identified, and a plan 
is in place to utilise their support. 

In the document developed, the Basel Committee [56] has also distinguished four 
risk factors that can be present in any organisational unit and whose occurrence can 
cause losses of varying magnitudes. These factors are shown in Fig. 2.13.

Considering the risk factors highlighted by the Basel Committee as indicated 
above, seven categories of operational risk adverse events are usually distinguished 
in the literature. These categories are shown in Table 2.2.

In the financial services sector, operational risk is often referred to as non-financial 
risk, as opposed to credit, market or liquidity risk. This is because the risk factors can 
be people, systems or processes, so the sources of adverse events must be traced back 
to non-financial causes. In contrast, operational risk management primarily involves 
stabilising business outcomes, preventing incidents and accidents, and achieving the 
organisation’s objectives in non-financial sectors. 

Operational risk in non-financial organisations is also defined within the SCRM 
concept. When assessing operational risk in the supply chain, researchers focus 
primarily on disruptions that can negatively affect the performance of the entire 
supply chain. Among the causes of such disruptions, [59] is most often indicated:

• frequent changes in demand and supply along the chain;
• the impact of external factors or events on a supply chain partner, which then 

spreads to other partners;
• lack of transparency in the dependencies between chain partners.
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Fig. 2.13 Operational risk factors (based on [55])

A recommended approach to counteract the consequences of such disruptions 
is for supply chain partners to manage operational risks proactively. A proactive 
attitude in operational risk management means that each supply chain partner is 
focused on anticipatory detection of the occurrence of adverse events that may affect 
not only the operations of their organisation but also the functioning of the entire 
supply chain [59]. Partners detect disruptions occurring in internal processes and 
external phenomena, determine the probabilities of these disruptions and share this 
knowledge before developing plans to manage them. 

Based on a literature review, Rajagopal et al. [50] proposed 11 categories of 
operational risk identified in the supply chain. These categories are characterised in 
Fig. 2.14.

The operational risk management model is similar to the models presented in ERM 
and SCRM. However, it is noteworthy that, according to [60], the starting point for 
the actions taken is the risk appetite. The critical issue in this case is translating
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Table 2.2 Operational risk categories (based on [58]) 

Operational 
risk category 

Examples of adverse events 

Internal fraud Losses result from inappropriate internal intentional or unintentional actions, 
such as non-compliance or violating laws, applicable procedures and 
regulations, and organisational policies. A minimum of one internal 
stakeholder must be involved 

External fraud Losses result from external intentional or unintentional actions, such as misuse 
of property, cybercrime, and infringing actions by third parties 

Employment 
practices and 
workplace 
safety 

Losses result from non-compliance with health and safety regulations or 
procedures in the processes carried out by the organization 

Customers, 
products and 
business 
practices 

Losses resulting from failure to meet obligations to customers, interference 
with mutual cooperation, as well as those caused by the nature or design of the 
product delivered to the market and business practices used 

Damage to 
physical assets 

Damage to physical assets caused by natural disasters, acts of terrorism or 
other events resulting in material loss 

Business 
disruptions and 
system failures 

Losses resulting from disruptions occurring in connection with business 
activities or system failures 

Execution, 
delivery, 
process 
management 

Strategies resulting from mismanagement of internal or external processes, 
including those related to disruptions in cooperation with business contractors

the appetite defined at the level of the organisation into the appetite of the business 
units. It should be remembered that risk appetite establishes the level of tolerance and 
acceptable risk limits, which influences the decision-making processes of business 
unit managers. Some authors even go a step further, stating that the desired risk 
appetite should be the basis of considerations for formulating organisational goals 
[61]. Therefore, the defined risk appetite initiates the operational risk management 
process shown in Fig. 2.15.

Risk managers in financial and non-financial organisations know that every 
disaster starts with an operational failure. Therefore, implementing a framework 
that provides transparency into the causes and consequences of potential adverse 
events at the operational level facilitates risk management decisions transparently 
and consistently across the enterprise. For this reason, several authors point to four 
core activities on which an effective operational risk management model framework 
is based. These activities are shown in Fig. 2.16.

These activities include [57]: 

(1) Loss data collection 

Operational risk management requires access to up-to-date data on events in and 
around the enterprise. Data from within the company refers to so-called internal
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Fig. 2.14 Categories of operational risk in the supply chain (based on [50])

Fig. 2.15 Operational risk management model (based on [60])

losses, while industry data usually refers to external losses. A critical element of 
this activity is developing a compelling set of internal and external data. In the 
case of internal data collection, it is necessary to consider the organisational culture 
and risk awareness, which can affect the quality of the data provided. Operational 
risk events outside the organisation (in the industry or supply chain) are significant 
in understanding the risks the business faces, which it can influence minimally.
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Fig. 2.16 Core operational risk management activities (based on [57])

Therefore, external data will be critical when creating scenario analyses and is integral 
to an effective reporting system. 

(2) Risk and control self-assessment (RCSA) 

Loss data refers to what has already happened, while RCSA is intended to help 
understand what potential risks may still occur. Its task is to assess all risks, not 
just those that have already occurred. The RCSA also aims to analyse current and 
future levels of risk, as its role is to predict future phenomena. It is considered 
by many authors to be the most critical part of the model, as it actively takes into 
account risk management requirements and, on this basis, determines how to mitigate 
unacceptable risks and control all risks. 

(3) Scenario analysis 

Scenario analysis focuses exclusively on rare events that have catastrophic conse-
quences for the company. In RCSA, risk teams discuss the adverse events encountered 
and the controls in place. Scenario analysis, on the other hand, requires participants 
to consider situations where controls have failed or risks with a combination of 
parameters that have never been recorded before have occurred. Therefore, scenario 
analysis pushes team members to step outside the control zone and take a broad view 
of possible adverse events. 

(4) Developing key risk indicators 

Key risk indicators play a critical role in the risk monitoring process. They support the 
loss recording process and allow the individual RCSA stages to be actively supported. 
Their appropriate selection and the way they are recorded influence the effectiveness 
of the entire risk management process.
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Developing a risk management model framework is critical, but its implementa-
tion within the company is equally important. For this reason, the research presented 
by Crouhy et al. [62] is noteworthy, as they highlighted eight key elements necessary 
to implement an operational risk management model successfully: 

(1) Developing well-defined operational risk policies—defining the operational risk 
appetite; establishing minimum requirements for the internal control obliga-
tion that mitigate or reduce operational risk; identifying good practices identi-
fied from industry studies or in a group of comparable organisations; initiating 
empirical analyses to identify cause-and-effect relationships. 

(2) Establish standards for a common risk language—a common risk language 
is necessary when conducting a qualitative or quantitative self-assessment by 
business management; it is essential for mutual understanding of the participants 
in different processes and for making operational risk decisions consistently and 
transparently across the enterprise. 

(3) Development of business process maps—analysis of the organisation’s products 
and services from the point of view of what is being done to manage operational 
risk; identification of causes of incidents and their detailed location in business 
processes; use of business process maps as input to the operational risk catalogue 
for all business in the organisation; categorisation and definition of the various 
operational risks including people, processes, systems and technology. 

(4) Develop a comprehensive set of operational risk indicators—develop a quanti-
tative methodology for measuring risk based on historical loss data and scenario 
analysis to identify the frequency distribution and severity of losses. 

(5) Define ways to manage operational risk exposure and mitigating actions— 
analyse the cost–benefit ratio of taking targeted risk management actions, 
including risk transfer to another entity (insurance buy-outs); decisions should 
be supported by a portfolio that recommends solutions that maximise risk 
mitigation within available resources. 

(6) Identify ways to report risk exposures—define operational risk numbers rele-
vant to management and the board; create appropriate infrastructure to support 
reporting to relevant business units. 

(7) Develop analytical tools and procedures to determine when to apply these 
tools—develop exposure measures; up-to-date databases of internal and industry 
operational loss data, scenario analyses, and ways to gather knowledge of crit-
ical causes of risk; establish risk frequency as a function of the degree to which 
a company’s initiatives or evolving environment are expected to change risk. 

(8) The appropriate allocation of capital to each business. 

In conclusion, operational risk management must be based on a robust approach 
and a systematic process of integrating risk information and control into business 
decisions at the strategic and operational levels.
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2.2 The Concept of Risk in the Engineering Approach 

In the technical sciences, risk is seen only in negative terms, and its assessment refers 
to estimating the probability and consequences of a specific adverse event. The result 
of its occurrence can be loss or damage, the characteristics of which are shown in 
Fig. 2.17. 

In the engineering approach, the concept of risk is linked to the orientation of 
safety management for the operation of technical systems. The development of the 
safety management concept was significantly influenced by the industrial revolu-
tions, which changed the nature of work and increased the complexity of technical 
systems supporting human activities [64]. The first significant step in the evolution 
of the safety concept was the industry’s attention to the need to provide adequate 
working conditions. The changes during the first decade of the Industrial Revolu-
tion highlighted the pressing need for a safe workspace for workers, the acceptance 
of which was ensured through the innovations of modern management pioneers. 
Industrial safety was also reinforced by the finding that it was more cost-effective 
and morally obligatory [65]. For this reason, many researchers in their publications 
emphasise that ensuring the safety of each person at home, at work, in transport, and 
throughout the surrounding environment is the shared responsibility of individual 
businesses, communities and government (e.g. [65]). Therefore, safety should be 
considered an aspect of the value system to be sought and nurtured [66].

Fig. 2.17 Qualification of the consequences of an adverse event (based on [63]) 



2.2 The Concept of Risk in the Engineering Approach 53

Safety can already be considered positively and negatively, although the engi-
neering approach views risk only negatively. Petterson and Deutsch characterised 
the two types of safety in their study as follows [67]: 

(1) Safety—I. What goes wrong? This approach assumes that organisations conduct 
root cause analysis using various techniques. These analyses aim to identify 
factors that combine to lead to a specific adverse effect. Consequently, it is 
necessary to take action to identify the factors that contribute to an adverse 
outcome. 

(2) Safety—II. What goes right? This approach is based on the principle that we 
should seek to understand and support more frequent occurrences of positive 
behaviour patterns. According to this approach, positive outcomes will occur 
as people adapt their behaviour to actual favourable working conditions. 

In safety engineering, the first approach is predominant. This is why we can 
observe such a strong link between the concept of risk management in the engineering 
approach and research into the causes of hazardous situations. Hazard analysis is the 
heart of the developed safety systems [65]. However, it is worth pointing out that, in 
the case of anthropotechnical systems, the concept of hazard should not be restricted 
to the occurrence of failure (damage, error) alone. This is because a failure (error) 
describes a situation in which an object (human, machine, or other technical device) 
functions in an unintended manner (contrary to the intention of the decision-maker). 
At the same time, failure is not always accompanied by loss. 

On the other hand, it is worth noting that undesirable events (accidents) may 
also occur during the correct operation of the object—i.e., without a failure. For this 
reason, it should be stressed that the concept of hazard is much broader in the context 
of risk assessment. It is defined as a potential condition or set of internal and external 
conditions for a system, product, facility or operator that, when activated, transforms 
the hazard into a series of events that end in loss [65]. Thus, it is essential to state 
that the term describes a state that can result in fatalities, injuries, destruction or loss 
of equipment/property, as well as harmful environmental effects. 

Identifying and mitigating risks in the subsequent stages is a crucial cornerstone to 
support safety systems. Effective risk analysis throughout the life cycle of a technical 
system is the backbone to which all elements included in a safety programme are 
attached [65]. The concept of safety management thus calls for its analysis and 
monitoring of risk throughout the life cycle of a technical system, beginning with the 
conceptual phase of the system, continuing through the design, production, testing, 
operation, and finally, the disposal and discontinuation phases [65]. Different types 
of risks may be present in each phase of the system’s life, and various characteristics 
and frequencies of their activation may be observed for the same risks, which also 
depend on the phase of the cycle. This is why it is crucial to continuously monitor 
technical systems for the risk of hazardous events and anticipate the risk-activating 
factors in a given phase of their life cycle. 

Many authors emphasise that a safety system should be based on process and 
functional safety. According to the systematics presented in [68], process safety 
refers to all issues relating to the operation of technical systems in industrial sectors.
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Fig. 2.18 Systematics of the relationship between process and functional safety (based on [68, 69]) 

On the other hand, functional safety is an engineering discipline that prevents hazards 
by appropriately designing safety features with specific functions. These systematics 
are illustrated in Fig. 2.18. 

Process safety forms the basis for building a safety management system in an 
organisation. However, it is essential to remember that this system must be more 
than just a ‘paper collection of policies and procedures’ [70]. Safety management 
systems should be integrated mechanisms within an organisation designed to control 
hazards that affect the health and safety of workers [71]. For this reason, Fernandez-
Muniz et al. in their research state that an adequate safety management system must 
include the following key areas [69]:

• The development of a safety policy, which includes a commitment by the organ-
isation to provide an adequate level of safety and formally defines the objectives, 
principles, strategies, and guidelines to be followed in health and safety matters. It 
aims to create a climate that ensures that people from all levels of the organisation 
participate and contribute to building safety.

• Encouraging employees to engage in activities to enhance health and safety at 
work and promote safe behaviour.

• Creating a training and competence development system for employees to inform 
workers about risks and available prevention procedures. Its primary objective 
should be to change the attitudes of managers and workers so that they understand 
that safety is an essential part of doing the job properly and engage in continuous 
updating of their safety knowledge.

• Creating communication systems to efficiently communicate information about 
possible workplace hazards and the best ways to mitigate them.

• Distinguish between preventive and emergency planning. Preventive planning 
identifies possible hazards in the process environment, analyses the risk of their 
occurrence and proposes precautions to prevent accidents and losses. Contingency 
planning consists of preparing the human and material resources necessary to 
respond quickly and effectively in any emergency, limiting its potential effects as 
much as possible.
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• Introducing a system of control and review of activities aimed at continuous 
improvement. The system distinguishes between two types of control—internal 
control and benchmarking analysis. Internal control will occur by analysing 
operations and working conditions (inspections and safety audits) and identi-
fying and investigating incidents (accidents, incidents, near misses) occurring 
in the organisation. Benchmarking allows companies to compare their accident 
rates with other companies in the same sector and to evaluate the management 
techniques used (e.g. inspection procedures, accident investigation techniques, 
training programmes) against other organisations in any industry. 

An analysis of the guidelines for the security management system reveals a 
high degree of correspondence between the highlighted elements and the guidelines 
for risk management systems in business terms. Therefore, for company processes 
supported by technical systems, integrating the safety management system with the 
risk management process is absolutely necessary. 

2.3 The Interdisciplinary Approach to Operational Risk 
Assessment for Logistics Processes 

The focus of the research presented in this book is operational risk concerning internal 
logistics processes (especially internal transport) supported by anthropotechnical 
systems. Using the approach to risk described in the concepts of ERM, SCRM and 
ORM, the Author has defined the concepts of operational risk to be used in the 
research described later in this book. The definition is presented in Table 2.3. 

Internal logistics is responsible for handling material flows in the so-called internal 
supply chain. The scope of its service is shown in Fig. 2.19.

When assessing operational risks for internal logistics systems, it is crucial to 
consider the management perspective of the business processes that are the subject 
of the logistics service. The process approach compatibly involves managing material 
and information flows handled by logistics processes [73]. The main advantages of 
using BPM in the area of logistics include [74]:

• Real-time monitoring of the status of the business system.
• Ability to automate processes.
• Ability to change and improve the processes “on the fly”.
• Ability to delegate rules to the process stakeholders.
• Benchmarking analysis of the processes.

Table 2.3 Definition of operational risk for the interdisciplinary approach (based on [72])

 “Operational risk is the risk of an undesirable event happening, the occurrence 
of which disrupts the normal course of a process or reduces the 

achievement of an accepted operational objective.” 
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Fig. 2.19 Scope of service of internal logistics

The BPM approach also supports the risk management process itself. It identifies 
the risks associated with the activities undertaken and the resources required to carry 
them out. Adopting the BPM approach in assessing the risks associated with the 
operation of internal logistics systems allows a holistic perspective to be adopted for 
the analyses prepared. It combines elements of the business approach discussed in 
Sect. 2.1 with the engineering approach presented in Sect. 2.2. 

The primary objective of internal logistics processes is to ensure the high effi-
ciency and effectiveness of the company’s goods flow handling processes. Therefore, 
although logistics processes are seen as so-called cost centres in most companies, 
risk management must not focus solely on cost aspects. These processes should be 
evaluated according to typical business process evaluation criteria based on time, 
cost and quality of results. Consequently, the risk management process should also 
refer to the triad defined in this way. The indicated parameters are shown in Fig. 2.20 
concerning the evaluation of logistics processes in a company.

The indicated three criteria for improving internal logistics processes can be a 
starting point for risk management at the strategic level. However, above all, they 
are key measurement indicators for risk at the operational level. Those responsible 
for the risk assessment process will be referred to at the stage of analysing the 
potential impact of adverse events occurring, and the effectiveness of the risk miti-
gation measures implemented will be determined based on them. Also, these three 
criteria have a solid relationship, and a change in one of these parameters entails a 
simultaneous change in the others. 

When carrying out a risk assessment for internal logistics processes, it should 
be noted that their implementation involves numerous trade-off relationships. These 
relationships should be an important part of the risk analysis but can also be used in 
mitigation. However, for this to be possible, it is necessary to balance the risks at the 
level of the entire logistics system at the assessment stage, as was done in the ERM 
concept at the company level. A high level of risk associated with stock availability 
may arise from the need to mitigate risks related to continuity of supply at another 
point in the process. This is why an integrated process approach to operational risk 
management for internal logistics is so important.
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Fig. 2.20 Criteria for assessing internal logistics processes as a benchmark for operational risk 
management

An important feature of internal logistics processes is the overlap between move-
ment and storage processes. Therefore, a critical aspect of their implementation is the 
proper coordination of material and information flows along the entire internal supply 
chain and their coordination and integration with other interdependent internal and 
external processes. This coordination should be carried out at the operational and 
managerial levels [75]:

• At the operational level, it means the coordination of processes, i.e. the agreement 
of mutual relations between activities or performers of activities, resulting in 
a dependence between them that is accepted by the performers, enabling the 
achievement of a specific defined objective or at least the improvement of the 
conditions for the performance of tasks resulting from this objective.

• At the managerial level, this means achieving a specific intended ordering of 
objectives, activities and processes, resulting from the adoption of an overarching 
business concept and specification of the desired results. 

The final aim of coordination is to achieve unanimity and the required efficiency 
in implementing the activities that make up the process. To achieve this objective, 
it is necessary to define the relationships between the activities that make up the 
logistics processes. According to the classification presented in [76], it is essential 
to identify two basic types of relationships linking activities:

• Causal relations (causal)—the realisation of one activity is necessary for initi-
ating the other; the result of one activity thus becomes the input resource of the
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other activity, e.g. the supply of material to the production station initiates the 
manufacturing process.

• Conditional relations—the realisation of one activity and the result obtained in it 
significantly influence the determination of the conditions for the commencement, 
realisation or termination of the other activity, e.g. the selection of a supplier 
determines the conditions for the realisation of the purchase of materials. 

The lack of adequately identified core relationships results in the need for time and 
material buffers between activities and can generate disruptions in the implemented 
logistics flows. Therefore, their identification is critical from the point of view of 
operational risk management in internal logistics systems. 

An important aspect of modern internal logistics processes is the need for them 
to be supported by technical systems. These systems may be of varying degrees of 
complexity and automation. However, their participation in the implemented opera-
tions generates the need to consider human–machine collaboration in the risk assess-
ment (whereby the machine may be a device, robot or vehicle). Therefore, it is 
necessary to integrate an engineering approach into the risk management system for 
internal logistics and strongly orient the analyses carried out to the safety aspects of 
the operation of anthropotechnical systems. Therefore, the subject of the study will 
be incidents concerning damage to equipment supporting logistics operations and 
risks relating to abnormal human–machine interactions. 

Taking into account the adopted BPM approach and the characteristics of the 
logistics processes, the Author developed a holistic approach to risk assessment for 
the internal logistics system in line with the framework presented in Fig. 1.1. Taking 
a holistic view of risk assessment at the stage of identifying adverse events requires 
a detailed analysis of the operations performed as part of the logistics service and the 
resources needed for their implementation. Identifying the process environment in 
which these operations are carried out is also essential. This environment can affect 
the results obtained. Therefore, the first risk assessment stage requires knowledge 
of the applicable procedures and internal regulations governing the manner (rules 
of execution) and sequence (relationships) of activities undertaken. The proposed 
process approach plays an important role here. One of the BPM procedure steps is 
mapping the current process flow and analysing its status, which forms the basis for 
further as-is assessment. At this stage of the process analysis, the critical role is played 
by managers and employees, whose knowledge and experience often determine the 
level of analysis carried out. Sources of information about the process will be the 
procedures in force (e.g. resulting from the implemented ISO standards), the scopes 
of responsibilities assigned to individual positions, document and information flow 
diagrams, and the comments, observations and habits of employee teams. 

Managers should answer the questions presented in Fig. 2.21 when preparing 
process maps. An adequately prepared process map is the starting point for identi-
fying interdisciplinary risks in internal logistics processes. It indicates the operations 
that make up the process and the resources involved in their implementation. This 
makes it possible to identify risks relating to the process and the systems supporting 
achieving the planned results.
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Fig. 2.21 Basic questions posed to managers at the stage of analysing the current state of the 
process 

The questions formulated in Fig. 2.21 indicate that an important issue at the risk 
identification stage in anthropotechnical systems is knowledge of the technical solu-
tions that support the execution of individual operations. From the point of view of 
risk assessment, information on their functionality, availability, and performance is 
essential, as operational objectives for the technical system supporting the logistics 
processes will be formulated based on these parameters. From the point of view 
of safety and continuity of operation, it is also important to know the technical 
equipment’s accepted service standards and operating conditions. Modern logis-
tics processes are increasingly supported by complex cyber-physical systems whose 
operational reliability guarantees the continuity of process execution. For this reason, 
identifying risks associated with disrupting the machinery, equipment, and vehicles 
in use is essential to the analysis prepared for logistics processes. 

Among the resources required for implementing activities in anthropo-technical 
systems, teams of employees and their managers play a crucial role. Therefore, for
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risk assessment purposes, knowing what human resources are available and consid-
ering their number, qualifications, and experience is necessary. Deficiencies relating 
to these three parameters will generate disruptions in the logistical processes and may 
affect the occurrence of deviations from the formulated target results. The working 
conditions and their current psycho-physical state must also be taken into account 
when identifying adverse events involving people. Many errors made by people 
involved in processes are due not only to a lack of knowledge or experience but also 
to stress, fatigue or poor health. Managers should carefully analyse all these elements 
when identifying adverse events. This is because human errors can lead to incorrect 
results of the performed action but also cause damage to technical systems. 

Available information is also an important resource affecting the occurrence of 
adverse events. Their absence or inadequate quality is a critical source of possible 
disruptions. Therefore, at the risk identification stage, it is necessary to know the 
available databases and how they are collected, processed and distributed to imple-
ment logistics operations. It is also worth characterising the IT systems supporting 
the planning of logistical processes and the implementation of selected operations. 
Concerning logistics processes, in addition to integrated planning systems (MRP, 
ERP, WMS), companies are keen to use systems that support quantitative analyses, 
e.g. simulation programmes, business intelligence systems, and automatic data iden-
tification systems. These systems are so widely used that even a temporary reduction 
in their availability causes critical disruptions in the implementation of logistics 
processes. Therefore, at the risk identification stage, verification of handling systems 
and safeguards that protect collected data and guarantee continuity of information 
handling of processes becomes an important aspect. 

When preparing the list of possible events, it is essential to remember to include 
both historical data from the company’s internal information systems, phenomena 
occurring in similar supply chains and events not yet recorded but whose probability 
of occurrence increases due to changing internal and external conditions affecting 
process execution. The list of potential risks should include all events that, if they 
occur, will result in the failure or limitation of achieving the defined objectives for a 
given logistics process. 

The second stage of work focuses on risk analysis. The aim of this stage is 
primarily to estimate measures of risk—the probability and consequences of an 
adverse event—and to determine the value of a risk indicator. The study of cause-and-
effect relationships may also complement this stage, the detailed analysis of which 
allows for a better understanding of the phenomena characterising a given adverse 
event and, thus, a better assessment of the potential consequences of its occurrence. 
The ISO 31000:2018 standard recommends quantitative and qualitative methods used 
at different risk assessment stages. A critical aspect of the analyses performed is the 
availability of quantitative and qualitative data that meet the requirements defined for 
the inputs of the analytical model. Quantitative or quantitative–qualitative methods 
are recommended to estimate measures of known risk. These methods will determine 
the level of risk in quantitative terms based on historical data. Scenario analysis is 
recommended to assess the level of unknown risk. Its results can be expressed in 
terms of a risk index and a linguistic variable describing the level of risk.
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The final stage of risk assessment is risk evaluation. A critical element of this stage 
is determining risk acceptance levels based on the managers’ risk appetite as defined 
for a given logistics system. Distinguishing between different risk acceptance levels 
allows diversification of the actions taken to mitigate risk and the time–space of 
their implementation. Based on the formulated risk acceptance levels, a risk matrix 
is created to prioritise implementing mitigation actions and prepare proactive and 
reactive risk handling plans. 

The results of analyses of the causes of adverse events are also used in the risk 
evaluation stage. This is because their identification allows an organisation’s degree 
of control over a given risk to be determined. Such a classification is essential from 
the point of view of the risk management process because [72]:

• the level of control exercised determines the choice of risk control mechanisms;
• the extent of control exercised over a given element defines the potential 

for process improvement by the enterprise within the concept of continuous 
improvement;

• the level of control exercised defines the possibility of influencing the factors that 
activate a given risk. 

Internal resources and operating procedures are mainly supervised and controlled 
by the enterprise. As a result, they can be developed and improved in line with 
the organisation’s change implementation plan, and the risks involved can thus be 
effectively mitigated. From the perspective of logistics process management, these 
events also take on particular importance. By identifying and classifying them, it is 
possible to introduce continuous improvement programmes aimed at:

• more efficient use of company resources;
• elimination of existing wastage;
• increasing the level of logistics services provided while optimising the associated 

costs;
• eliminating internal disruptions that affect the process results. 

Concerning risks that originate from external factors, the level of control exercised 
by the organisation, and therefore the possibility of influencing the risk, is limited. 
For this reason, at the operational risk management level, managers can implement 
reporting systems that allow them to continuously monitor environmental situations 
to consider changes in the prepared action plans [72]. 

The risk evaluation results should form the basis for operational planning of the 
logistical handling of internal material flows but also provide input for the preparation 
of change programmes and improvements to the organisation’s internal processes.
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2.4 Summary 

The concept of risk is understood differently, and many approaches to risk assessment 
and management can be found in the literature. The aim of this chapter was to present 
the most popular risk management concepts described in the literature and applied 
in practice over the last 20 years, which also formed the basis for the developed risk 
management approach for internal transport. However, the scope of the concepts 
described has been limited to those solutions used in industry, which aligns with the 
research perspective adopted in this book. 

In Sect. 2.1, three leading research trends on business approaches to risk manage-
ment are characterised. The most crucial concept in this case is the Enterprise Risk 
Management strategy, which has transformed how risk is approached in companies 
and its use in decision-making processes. Thanks to the standards developed by the 
COSO organisation, the notion of risk culture and risk portfolio management has 
been reinforced in business terminology, and the processes involved in assessing 
and dealing with risks have been given due prominence. The ERM concept has 
allowed organisations to move away from the siloed approach to risk assessment and 
management and highlighted the need to integrate it at the enterprise level. Also crit-
ical is the dual approach to risk promoted by the ERM concept, in which the impact 
of uncertainty on objectives can be assessed both positively and negatively. In the 
traditional approach to risk management, managers’ attention was mainly focused 
on protecting the company through the adverse financial consequences associated 
with the occurrence of risk. In the ERM concept, risk management is an important 
strategic element, and using the results of the risk analyses is expected to influence 
more effective and efficient decision-making processes in the organisation. 

Based on the ERM concept, the ISO 31000 standard was developed and imple-
mented in industry, which recommends a framework for managing risk in organisa-
tions based on four basic processes including (a) risk identification, (b) risk analysis, 
(c) risk evaluation, (d) risk treatment; and two supporting processes: (a) monitoring 
and review and (b) communication and consultation. For the process structure defined 
in this way, principles have also been developed to effectively and efficiently manage 
risks to improve organisational performance. The standards proposed in the ISO 
31000:2018 framework are now being implemented in different types of organisa-
tions and all sectors of the economy. The developed framework also provides a basis 
for further developing the concept of risk management in companies. The framework 
recommended by ISO 31000:2018 also forms the basis for the concept described in 
this book. 

A second significant research trend that needs to be considered is the concept of 
Supply Chain Risk Management. Its assumptions are based on the approach presented 
in the ERM strategy and the ISO 31000 standard. However, its analyses consider the 
level of individual organisations and the risks associated with the functioning of the 
entire supply chain. For this reason, risk assessment targets micro or macro events 
whose occurrences affect individual links or the entire supply chain. At the same 
time, most researchers in this area stress that, when identifying adverse events in the
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supply chain, they should be classified into internal, external, and network risk. This 
classification will determine the level of control exercised over the identified adverse 
events and, consequently, identify potentially feasible actions to mitigate the risk. 

A critical aspect of the SCRM concept is adopting an individual enterprise (SC 
link) and an entire supply chain perspective in risk assessment. Indeed, the success 
of its implementation is determined by managers’ understanding that the risk vulner-
ability of an enterprise is not only a question of risk management at the level of the 
individual organisation but is also highly dependent on the risks of other supply chain 
participants. Therefore, it is necessary to strengthen the logistics systems handling 
internal and external flows in the individual links of the supply chain, as this is the 
only way to achieve the required level of resilience for the entire supply chain. The 
supply chain will only be as vulnerable to disruptions as its weakest link. In addition, 
it should be stressed that, in the case of supply chain risks, a domino effect and a 
snowball effect can be observed. This means that a minor disruption occurring at 
one actor in the supply chain can generate critical adverse events for the entire chain. 
Hence, the need arises to identify adverse events at the strategic and operational 
levels, as only in this way is its timely mitigation possible. 

For this reason, the third area of research on risk in business terms was the concept 
of Operational Risk Management. This concept refers in most publications to a 
document developed by the Basel Committee of Banking Supervision, in which risk 
is defined as a loss caused by a person, system, process or external factors. What 
should be emphasised is that in this approach, risk already has an exclusively negative 
dimension and is identified with events whose occurrence causes loss to the company. 
Operational risk, described by the Basel Committee of Banking Supervision, refers 
exclusively to financial institutions. However, within a short time, this approach 
was adapted to the specifics of non-financial organisations. Also, within the SCRM 
concept, some authors identify the need for risk management at the operational level 
and, for identified adverse events at this level, recommend proactive attitudes aimed 
at detecting in advance the possibility of their occurrence by all partners in the supply 
chain. 

According to the perspective of logistics systems risk assessment, it is crucial to 
complement the business view with an engineering approach to risk management. 
For this reason, Sect. 2.2 characterises risks relating to technical systems, which in 
engineering science are only assessed in terms of adverse outcomes expressed in 
terms of loss (quantitative view) or damage (qualitative view). In the engineering 
approach, risk assessment is linked to safety management and analysing hazards in 
anthropotechnical systems. The hazard is described as a potential system condition or 
set of conditions that may result in fatalities, injuries, destruction or loss of equipment/ 
property, and harmful environmental effects. At the same time, research indicates 
that different risks may be present in each phase of the life cycle of a technical system, 
and the same hazards may have different characteristics and activation frequencies, 
which depend on the phase of the cycle. 

Based on the presented business and engineering approaches to risk manage-
ment, an interdisciplinary approach to operational risk assessment for internal logis-
tics processes was developed. Risk assessment is concerned with the operational
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level, as the analysis of risks is directed towards achieving the goal of providing the 
expected level of logistics service. The efficiency and effectiveness of achieving this 
goal depend mainly on the correct coordination of activities to ensure smooth (unin-
terrupted) execution of individual operations. To achieve this, it is therefore necessary 
to adopt a process perspective. For this reason, a concept that supports the operational 
risk assessment process in this case is the BPM approach, which makes it possible to 
identify the risks associated with the activities undertaken and the resources used to 
carry them out. The proposed approach also takes into account the fact that anthro-
potechnical systems support modern internal logistics processes. For this reason, 
aspects concerning assessing the operational safety of technical systems that support 
the realisation of logistics processes are included in the analyses conducted. On this 
basis, four evaluation criteria are recommended for investigating adverse events’ 
consequences. These are time, cost, quality and impact on the health and lives of 
process participants. 

The concept of risk assessment for internal logistics processes presented in 
Sect. 2.3 uses some of the assumptions formulated for the strategy framework 
described in Sects. 2.1 and 2.2. It is also a response to the needs of contempo-
rary logistics processes, the effectiveness and efficiency of which are often a source 
of competitive advantage for both individual companies and entire supply chains. 
The concept also fills a current research gap: the lack of operational risk assessment 
models dedicated to the needs of logistics processes while considering a managerial 
and engineering approach to process analysis. Above all, however, the framework 
for risk assessment described in this chapter is the basis for a new approach to risk 
management relating to the internal transport process supported by Logistics 4.0 
systems. 
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Chapter 1 noted that the digital transformation observed for many years has signifi-
cantly impacted the growing interest in the concept of risk management, increasing 
the possibilities regarding the collection and analysis of adverse event data and its use 
in adopting proactive attitudes towards identified risks. The increasingly rapid digital 
transformation has also supported the development of the so-called fourth indus-
trial revolution (Industry 4.0). Industry 4.0, like all industrial revolutions, has intro-
duced significant changes in manufacturing processes, technologies and systems.
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However, its influence very quickly began to affect other processes around produc-
tion, including internal logistics processes. Solutions, initially dedicated primarily to 
manufacturing systems, very quickly began to develop to support logistics processes 
as well. Therefore, with the development of Industry 4.0, the concept of Logistics 
4.0 emerged, which uses cyber-physical solutions to support material flows. Today, 
Logistics 4.0 is considered one of the critical trends of Industry 4.0. 

3.1 Development of the Industry 4.0 (I4.0) Concept 
and Its Tools 

In 2011, a team of representatives from various fields and sectors (primarily business, 
politics, and academia) developed and announced the concept of Industry 4.0 [1]. 
The basic premise for this concept was the creation of cyber-physical systems (CPS) 
based on continuous communication via the Internet that allows a constant interaction 
and exchange of information between humans (C2C), humans and machines (C2M) 
but also between the machines themselves (M2M) [2]. The announced initiative 
aimed to stimulate economic development, introduce technological innovation and 
increase the competitiveness of the German manufacturing industry. For this reason, 
the German Federal Goverment announced that Industry 4.0 would be an integral 
part of the “High Technology Strategy for Germany 2020”. This further strengthened 
the interest of the scientific and industrial communities in the new concept and 
determined its global success and further evaluation. 

There are many definitions of Industry 4.0 in the literature. Canas et al. proposed 
that the I4.0 concept should be seen as “flexible production systems, with or without 
human interaction, that clone their knowledge and experience with algorithms, 
models, heuristics, metaheuristics, metaheuristics and hyperheuristics to enable them 
to be self-configurable, self-maintaining, self-aware, self-designed, sustainable, and 
both intelligent and smart to make decisions [3]”. The concept of Industry 4.0 
promotes the development of businesses based on the digitisation and automation 
of processes and the increasing use of information and communication technology 
(ITC). I4.0, in its source form, was dedicated to supporting manufacturing companies, 
as can also be seen in the definition above. The concept was so strongly identified 
with the manufacturing industry by researchers and managers that phrases such as 
intelligent manufacturing, smart production or smart industry began to appear as 
synonyms in the literature [4]. For this reason, in the first phase of the development 
of I4.0, the main focus of researchers was on digital transformation and automation of 
production processes [5]. One of the first solutions developed under the I4.0 concept 
was the so-called Smart Factory, which stood for digital or intelligent factory [6]. 
The proposed model of the smart factory was based on a fully integrated and robotic 
production system in which humans should perform only control and monitoring 
functions, and the information and data needed to perform tasks should be shared,
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interpreted and exchanged between machines for the efficient execution of manu-
facturing operations [7]. Therefore, smart factories require manufacturing systems 
to be equipped with sensors, machines, conveyor belts and robots, the integration of 
which enables the automatic exchange of information and the intelligence needed to 
predict and maintain machines. 

Based on the smart factory model, many researchers in their publications iden-
tify the features characterising Industry 4.0 solutions. Among the most commonly 
described features are [8, 9]:

• Digitisation, optimisation, and customisation of production.
• Automation and adaptation.
• Human–machine interaction (HMI).
• Value-added services and businesses.
• Automatic data exchange and communication. 

The distinguished characteristics of I4.0 are strongly linked to the use of infor-
mation and communication systems and the construction of complex algorithms 
responsible for controlling automatic devices. For this reason, some authors identify 
I4.0 with the industrial process of value addition and knowledge management [10]. In 
their research, Stock et al. even identified the main trends and expected development 
of value creation factors associated with implementing Industry 4.0. The results of 
their study are shown in Fig. 3.1.

The progressive evolution of Industry 4.0 means that the concept now encom-
passes the digital transformation not only of the industrial market but also of the 
consumer market, and thus from intelligent production through the entire value 
delivery channels [11]. At the same time, the fourth revolution is no longer limited to 
technology alone but is seen much more broadly. Nosalska et al. [12] define Industry 
4.0 as a concept referring not only to technological but also organisational changes 
aimed at integrating the value chain and developing a new business model. These 
changes are driven by customer needs and requirements for mass personalisation but 
are made possible by innovative technologies, connectivity and IT integration. Orrt 
et al. [4] note that I4.0 is bringing about profound technological changes in manu-
facturing processes, accompanied by organisational changes aimed at optimising 
costs and increasing efficiency in using company resources. Only an integrated 
change implementation process will make it possible to increase the flexibility of 
production processes concerning product/design customisation and agile adaptation 
of production volumes and schedules to market demand. The results of Veile et al. 
also confirm this [13] based on an analysis of I4.0 solution implementations in 13 
large companies. These authors emphasise that organisational and human aspects 
are equally crucial during I4.0 implementation in addition to technology and techno-
logical processes. Their neglect can delay or completely block the implementation 
process. Indeed, Industry 4.0 is based on intelligently, horizontally and vertically 
connecting people, machines, objects and ITC systems, and its impacts are analysed 
in the four dimensions shown in Fig. 3.2.

Vertical integration refers to the internal processes carried out within a company. It 
is geared towards digital transformation and intelligent process coordination through
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Fig. 3.1 Development of value creation drivers in I4.0 (based on [6])

Fig. 3.2 The four dimensions of Industry 4.0 (based on [14])
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a cyber-physical production system that considers rapid changes in inventory demand 
and supply [14]. In this system, the resources used are connected to an integrated 
network and monitored by smart sensor technology so that data can be collected 
at the different stages of the processes. Vertical integration is based on the inter-
connection of internal ITC systems and interfaces and the multilateral exchange of 
data between the different organisational levels within the company[13]. Until now, 
departmental employees and the systems they use functioned separately. Thanks to 
vertical integration supported by I4.0 solutions, these teams virtually combine their 
activities around the achievement of their goals. 

With the implemented technologies of Industry 4.0, it is possible to optimise 
processes within the value chain of a given company and across the entire supply chain 
based on vertical integration. This integration refers to linking customer, supplier 
and service provider systems with the ITC systems of the enterprise [13]. This 
allows entire supply chains and their customers to be digitally connected in real-time 
but requires standardisation of interfaces, data types and communication protocols. 
Despite the challenges that this integration presents, companies are interested in this 
form of I4.0 implementation because of the achievable benefits [13]:

• Better alignment of supply chain processes.
• Increased efficiency in using material and energy resources while reducing waste.
• Ensuring integrated transparency of partners in the chain.
• Facilitated data exchange and analysis.
• Reduced costs and increased productivity.
• Optimisation of decision-making processes.
• Develop and market highly personalised and innovative products and services. 

The third feature is an end-to-end design based on intelligent integration and 
digitisation used throughout the product lifecycle [14]. Collecting digital data on a 
product’s design and operation process in the different life cycle phases makes imple-
menting learning processes and continuous product improvement possible. Based 
on the collected data, tailored proactive service strategies are implemented, and the 
required material structure and manufacturing technology changes are defined. This 
makes it possible to generate a more flexible manufacturing process that considers 
changes in customer needs and technological developments. 

The use of I4.0 technologies in industrial systems is becoming increasingly 
popular, and their impact and influence on manufacturing processes are increasing. 
The industrial space is also seeing more and more solutions using modern manufac-
turing technologies, big data and networking. Implementing automation, robotics, 
artificial intelligence, and sensor technologies accelerates manufacturing systems’ 
development, optimising production times and minimising manufacturing costs [14]. 

Applied technology solutions are a critical component of the Industry 4.0 concept. 
However, not every ITC-based technology deployed immediately implies an intelli-
gent solution. Qin et al. [15] reviewed the technologies used in I4.0, and according 
to their research, the intelligence of the solutions used varies. This can form the basis 
for classifying these technologies by level of intelligence into the three categories 
shown in Fig. 3.3.
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Fig. 3.3 Categorisation of technology by the level of intelligence (based on [15]) 

An important issue related to the fourth industrial revolution is the principles/ 
guidelines for implementing Industry 4.0 in companies. For this reason, many authors 
in their research have attempted to define design and implementation principles 
for successful I4.0 concepts (including [3, 15–17]). These design principles enable 
managers to anticipate the progress of I4.0 adaptation in their processes and give 
them the knowledge to develop the appropriate procedures and solutions required 
when implementing the fourth industrial revolution [17]. Based on an analysis of 
130 articles, Canas et al. [3] identified nine primary principles for designing Industry 
4.0 systems described in the literature. These principles are presented in Table 3.1.
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Table 3.1 Principles of Industry 4.0 (based on [3, 16]) 

Principle Description 

Interconnection The use of technology that enables communication between different 
electronic devices and between devices and people. Common 
communication standards that allow flexible linking of machines from 
different suppliers play an important role 

Information 
transparency 

The use of technologies and algorithms to increase the transparency of 
data exchanged between facilities and feeding decision-making 
processes. Analysis results must be embedded in supporting systems 
that are accessible to all participants in the processes to ensure data 
transparency 

Decentralised decision 
making 

Decentralisation of decision-making is possible primarily through 
CPS and must be supported by automation and real-time data 
availability. Computers, sensors and actors enable monitoring and 
autonomous control of the physical world 

Technical assistance Due to the increasing complexity of CPS and the associated 
decision-making process, supporting systems must support humans. 
These systems aggregate and visualise information comprehensibly, 
enabling decision-makers to make informed decisions quickly and 
solve urgent needs 

Human factor The role of the human being is to make planning and control 
decisions. However, he or she must meet the competence requirements 
needed to manage I4.0 systems 

Technology The basis for developing I4.0 solutions is the development of 
technologies based on digitisation, automation, and ITC systems. 
Incremental manufacturing is also an important technology related to 
the operation of smart factories. From the point of view of 
implementation goals, the compatibility and integration of 
technological solutions introduced into already functioning 
manufacturing processes is important 

Intelligence Cyber-physical systems must have a tolerance to the defects that occur 
through possible self-configuration and restarting, which will increase 
the overall performance of the machines. Self-awareness of the 
machines, i.e. the machine’s recognition that it is part of a whole and 
knowledge of its role in achieving the purpose of a given system, is 
also important 

Knowledge I4.0 systems are designed to collect and provide information about 
processes and phenomena that will increase the knowledge of 
decision-makers and the algorithms that control the operation of 
machines and processes. By acquiring new knowledge, it is possible to 
increase the flexibility of responses to emerging customer needs and 
environmental phenomena 

Interoperability This is an important issue for the exchange of information and 
services. From a technology perspective, interoperability refers to two 
heterogeneous computing systems’ ability to jointly provide reciprocal 
access to their resources. In relation to supply chains, it refers to the 
capacity to interact (exchange data and services) among business 
systems
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Veile et al. also analysed 13 implementations of the I4.0 concept in large German 
manufacturing companies. The results of their research allowed them to formulate 
six critical conclusions regarding the implementation of the Industry 4.0 concept 
itself [13]:

• The implementation of I4.0 forces changes in the competencies of employees and 
their training methods.

• The demand for innovation and new knowledge changes the company’s relation-
ship with scientific and research institutions.

• It is necessary to implement organisational changes to flatten and decentralise the 
decision-making process and establish relations with spin-off companies.

• It is necessary to implement changes in the organisational culture, which should 
be oriented towards flexibility, openness, a desire for continuous learning and 
improvement and an entrepreneurial mindset.

• Building relationships based on openness and trust that support collaboration and 
data sharing with partners across the supply chain is essential.

• I4.0 solutions should be integrated with other machines and production systems. 

Other researchers have also confirmed the validity of such implementation conclu-
sions. For example, Bosman et al. [18] cite among the most significant barriers 
to I4.0 implementation, among others: (a) problems in hiring employees with the 
right competencies to implement and operate I4.0 solutions and (b) lack of inter-
operationality of new technologies or their lack of conformance to standards with 
other technologies in the company. 

When implementing the Industry 4.0 concept, it may be necessary to modify 
the company’s organisational structure, which affects organisational culture and 
decision-making processes. Above all, cyber-physical systems provide the required 
information for all levels of the organisation, including the operational level, enabling 
the decentralisation of decision-making processes. Additionally, intelligent facto-
ries are characterised by flat, less formal structures, supporting decentralised and 
optimised decision-making processes [13]. Therefore, agile management methods 
(including the scrum approach) and a focus on their core competencies are being 
implemented in these factories. 

Digital transformation is also causing changes in employees’ work systems. In 
intelligent factories, people and technology complement each other. Digital support 
systems aim to relieve the mental and physical strain on workers in the tasks at hand 
by automating the transport and handling of processes, especially monotonous and 
repetitive operations [19]. However, there is a real concern that the development 
of technology will destroy specific jobs, which in the long term may lead to so-
called technological unemployment [2]. Digital transformation will also contribute 
to changing job profiles in many companies. In intelligent factories, there is a change 
in the role of the human being, who ceases to be a machine operator and becomes 
a decision-maker and problem solver [16]. Therefore, adaptation measures will be 
needed to educate and develop employees who need specific digital competencies. 
In doing so, Hecklau et al. [20] distinguished four types of such competencies: 
technical, methodological, social and personal. Operating in cyber-physical systems
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also means that employees must be prepared for regular task assignments and team 
membership changes. Therefore, they should have the skills to organise themselves 
flexibly in communities where the critical fit between team members is the compe-
tencies required to jointly complete their assigned task within a given timeframe 
[13]. Critical elements of employee competence development required by Industry 
4.0 include [13, 21]:

• Acquiring interdisciplinary knowledge of the processes in which employees 
participate.

• Understanding the interrelationships that exist between the systems used.
• To have a basic knowledge of ICT systems, automation and data analysis skills.
• To increase awareness of the risks of data misuse and ICT security.
• To build confidence in technology. 

The above competencies should be acquired and improved through training and 
educational programmes, which can also use the effects of digital transformation, e.g. 
training based on virtual reality solutions. Therefore, cooperation between industry 
and universities is needed to create innovative technological solutions and analytical 
methods and develop curricula that align with the requirements of current and future 
human–machine collaboration environments. 

Another critical research area related to implementing Industry 4.0 is analysing 
its impact on enterprise operations. The I4.0 system design principles outlined above 
have drastically changed companies’ design and delivery of products and services 
[22, 23]. These changes concern not only the technological solutions used but also 
new business models affecting the entire value chain. Such models include Manufac-
turing as a Service (MaaS) and Platform as a Service (PaaS). I4.0 implementations 
also affect other areas of modern businesses, most notably [9]:

• Large-scale implementation of mass product personalisation through the use of 
IT.

• Automatic support and flexible adaptation of production systems to changing 
customer requirements.

• Creating products and components with tracking, communication in their envi-
ronments and self-awareness.

• Providing new human–machine interaction and operation methods, creating a 
collaborative robot-human environment.

• Optimising production by improving communication in the smart factory, enabled 
by, among other things, the Internet of Things. 

Based on their research, Pereira and Romero’s conclusions indicate that contem-
porary implementations of I4.0 solutions lead to potentially profound changes in 
many areas that already go beyond the industrial sector [24]. These authors have 
identified six critical impact areas for I4.0 systems, shown in Fig. 3.4.

The descriptions above confirm that the ongoing digital transformation and 
automation significantly change organisations’ technical systems, processes and 
business models. These changes are causing companies to face several challenges in 
running their businesses and gaining markets in new competitive conditions. Indeed,
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Fig. 3.4 The six areas of influence of Industry 4.0 (based on [24])

as has been highlighted many times, the consequences associated with implementing 
I4.0 concern technological changes and affect management methods, process coordi-
nation, jobs created and eliminated, product life cycles and manufacturing processes. 
Based on a literature review, Moktadir et al. [14] defined ten challenges to imple-
menting I4.0 solutions in modern companies. These challenges and a brief overview 
are presented in Fig. 3.5.

From the point of view of the topic of this book, one more aspect related to the 
implementation of Industry 4.0 deserves attention. Ghobakhloo and Ching [17], in 
their research, note that implementing I4.0 solutions in risk management processes is 
multifaceted. The use of IoT, cloud computing, and advanced analytics removes infor-
mation silos and streamlines information flows within the organisation and across 
the supply chain. This leads to greater end-to-end (E2E) visibility, which reduces 
production and consumer risk and improves stability [25]. Tools such as intelligent 
cameras, smart safety wearables, smart sensors, and AI-based location awareness 
systems can detect and report dangerous human or machine behaviour [26]. This 
makes it possible to identify potential hazards in real-time and take targeted action 
to reduce their impact and likelihood of occurrence. At the same time, many I4.0 
technologies have advanced safeguards to enable machines to operate safely and reli-
ably. Increasingly popular are solutions for maintenance management that allow real-
time and autonomous asset troubleshooting and problem-solving, which improve the
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Fig. 3.5 Challenges of implementing Industry 4.0 in an organisation (based on [14])

security of production environments [27]. At the same time, advances concerning the 
development of artificial intelligence and machine learning mean that the intelligent 
collaborative robots (so-called cobots) being developed offer an increasing ability 
to identify and assess the risk of adverse events. Schou et al. [28] demonstrate that 
intelligent cobots better interpret the environment, and their use reduces operational 
risks and provides excellent safety for colleagues. 

The concept of Industry 4.0 focuses on the merging of two worlds—the real and 
the digital, which are supposed to co-exist and, above all, cooperate and support 
each other. For this reason, the concept of Industry 4.0 is strongly identified with 
the creation of so-called cyber-physical systems (CPS). These systems are defined 
as innovative technologies enabling interconnected systems management by inte-
grating their physical and computational environments [29]. Pereira and Romero



80 3 The Impact of Industry 4.0 on Logistics Systems

[24] emphasise that CPS represent one of the most significant advances in computing 
and information technology development. These systems create the potential for the 
interaction between the physical and the virtual environment, integrating, controlling 
and coordinating processes and simultaneously providing and using data accessing 
and processing [30]. However, it should be noted that the CP systems described in 
the literature are characterised by three phases of transformation [3]. The first gener-
ation of CPS was primarily based on RFID technology. The data collected in the 
system came from reading RFID tags and was delivered to the relevant IT systems 
supporting production and logistics processes. The second generation of CPS already 
used collections of sensors responsible for collecting the relevant data. The sensors 
used here, however, had a limited range of available functions. Only the third gener-
ation of CPS extensively uses sensor technologies and actuators compatible with 
networks. This makes it possible to collect, store and analyse data in line with the 
requirements of today’s Industry 4.0 trends. 

The continuous development of the Industry 4.0 concept results in an increasing 
number of solutions identified as I4.0 tools in the research and industrial space. The 
progressive technological transformation is based on the implementation and integra-
tion of simple and advanced information, digital and operational technologies, such as 
industrial sensors and controllers, Automated Guided Vehicles (AGVs), robots, data 
analytics, cloud computing, Internet of Services, Internet of Things, Augmented and 
Virtual Reality (AVR), and Artificial Intelligence. Ghobakhloo and Ching [17] note 
that many of these technologies have been available to industry for years. However, 
it is only Industry 4.0 that has brought them to maturity in terms of the integrity and 
interoperability required in today’s digital solutions. Ghobakhloo and Ching [17] 
also highlight that modern technology trends such as the Internet of Things (IoT) 
or Cyber-Physical Production Systems (CPPS) are not off-the-shelf technological 
products but are based on the deployment and integration of various combinations of 
information, digital and operational technologies into value networks. Indeed, none 
of the technological trends categorised as I40 solutions work alone. This is why 
the system interoperability described above, which provides the required level of 
communication between the elements of an anthropotechnical system and enables 
data to be shared and coordinated, is so essential [31]. 

However, the literature review makes it possible to limit these solutions to the 
eight technological trends that appear most frequently in the results of studies on the 
I4.0 concept. These solutions are shown in Fig. 3.6.

3.1.1 Big Data Analytics 

The creation of cyber-physical systems has resulted in an exponential accumulation 
of large amounts of data companies use for decision-making, monitoring and control 
processes and technical systems. Therefore, processes relating to Big Data analysis 
are linked to Industry 4.0 and the operation of cyber-physical systems.
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Fig. 3.6 Industry 4.0 solutions

The term Big Data has many different definitions in the literature. Zhang et al. 
[32] note that the term refers to a dataset of large volume, various categories and 
complicated structures which need novel frameworks and techniques to excavate 
helpful information effectively. Elgendy and Elragal [33] highlight that this data’s 
scale, distribution, diversity, and timeliness require the use of new technical architec-
tures, analytics, and tools. Many authors refer to the 5 V model when characterising 
Big Data collections, as shown in Fig. 3.7.

The diversity of the structure and complexity of Big Data is due to the emergence 
of new forms of data generated by sensor networks, mobile applications used and 
various devices that generate and deliver data to technical systems. This has led to an 
increased demand for the development of tools and analysis methods, considering 
the complexity of new data sets. This is because access to large amounts of data 
does not guarantee timely and effective decision-making. The diversified structure 
and large volume of available data mean that these datasets can no longer be easily 
analysed based on traditional data management methods and analytical techniques 
used previously [33]. Therefore, it is necessary to develop new analytical tools and 
methods for Big Data collection and formulate requirements for system architec-
ture to store and manage such data. Therefore, the required changes related to the 
management of Big Data relate to three areas: (1) big data storage and architecture, 
(2) data and analytics processing, and (3) big data analyses. 

Elgendy and Elragal [33] proposed a framework for dealing with Big Data analysis 
for decision-making processes that cover the above areas. The model included various 
tools for storing, managing, and processing big data, as well as analytical methods 
and visualisation and evaluation tools used at different stages of the decision-making 
process. The basic assumptions of the model are shown in Table 3.2.

The availability of big data has significantly influenced the decision-making 
processes implemented by the company. First and foremost, the datasets created 
include information from various sources, both internal and external. Companies



82 3 The Impact of Industry 4.0 on Logistics Systems

Fig. 3.7 The 5 V model of Big Data (based on [34])

are used to using internal data in their operational planning processes. However, 
today’s decision-making requirements force a strong adaptation of the plans created 
to external situations that change dynamically and modify the decision-making condi-
tions that must be considered in planning processes. Thanks to the creation of big data, 
decision-makers have access to relevant information and valuable knowledge, signif-
icantly improving the effectiveness of created operational and strategic plans. At the 
same time, this accessibility makes it possible to create multivariate action plans for 
different development scenarios of both organisational conditions and market trends. 
What is particularly important is that the collected data comes from various sources
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Table 3.2 Big Data management framework (based on [33]) 

Area Description 

Big Data storage and 
management 

The big data environment calls for Magnetic, Agile, and Deep (MAD) 
analysis skills, which differ from a traditional Enterprise Data 
Warehouse (EDW). They should attract all data sources regardless of 
quality. Creating an agile database whose logical and physical contents 
can adapt in sync with rapid data evolution is also necessary. As current 
data analysis uses complex statistical methods and analysts need to be 
able to explore data in detail, the Big Data repository must be deep and 
serve as an algorithmic runtime engine 

Big Data analytic 
processing 

There are four critical requirements for Big Data processing: (1) fast 
data loading, (2) fast query processing, (3) highly efficient utilisation of 
storage space, and (4) robust adaptivity to highly dynamic workload 
patterns. Big Data is analysed by different applications, in different 
ways, by different users with their own objectives. Therefore, the 
underlying system should be highly adaptive to unexpected dynamics in 
data processing and not specific to certain workload patterns 

Big Data analytics Data analytics is the process of implementing algorithms to analyse 
datasets and extract valuable, previously unknown patterns, 
relationships and information from them. Popular Big Data analysis 
methods include association rules, clustering, classification and decision 
trees, regression, and additional analyses such as social network 
analysis, social media analysis, text mining, opinion mining, advanced 
data visualisation, and visual discovery

and is collected and available in one place. This positively impacts their comprehen-
sive coverage of decision-maker’s information needs and the speed of data distribu-
tion for analytical processes. Of course, the ability to provide the expected benefits 
is strongly linked to the creation of correct mechanisms for accessing and processing 
the collected data sets. 

From the point of view of the subject matter of this book, it is important to note 
that never before have experts responsible for management processes had access 
to such large and comprehensive datasets of external and internal phenomena that 
can feed risk assessment processes, both from the point of view of their probability 
of occurrence and possible consequences. The wealth of historical data makes it 
possible to study cause-and-effect relationships, based on which it is possible to 
analyse the triggers of different types of risks. Real-time data makes it possible 
to monitor the correctness of implemented processes and assess the effectiveness 
of implemented changes in risk management. In conclusion, it can be said that the 
availability of big data increases the potential analytical capabilities at various stages 
of risk management, from identifying undesirable events through analysing their 
probability and consequences to monitoring the stages of implemented risk mitigation 
solutions.



84 3 The Impact of Industry 4.0 on Logistics Systems

3.1.2 Cloud Computing 

As noted above, the idea of Industry 4.0 is based on extensive access to large amounts 
of data that a company can use to optimise processes, improve products and increase 
the effectiveness of decision-making processes. Therefore, cloud computing is the 
primary technology that will enable I4.0 implementation. Canas et al. [3] in their 
research refer to the definition of cloud computing as an access network demanded by 
some shared common pool of configurable computing resources (servers, networks, 
storage, applications and services, among others) that can be quickly provisioned 
and released with minimum management effort or by interacting with the service 
provider. The technology is based on scalable IT-related facilities made available to 
multiple customers as services over the Internet [35]. Customers can use different 
cloud service models depending on their needs. These solutions are referred to as 
XaaS, where X stands for any service available through cloud technology, such as 
hardware, software, databases, platforms or selected types of infrastructure. Three 
basic service models are available in cloud computing, as shown in Fig. 3.8. 

Cloud technology has placed ITC systems in virtual structures, allowing them to 
be accessed from anywhere at any time. For this reason, Yen et al. [36] stated that 
the cloud platform is an essential element for the development of CPS. The data 
storage, processing and sharing capabilities it provides allow the implementation 
of new business models that take advantage of the availability of resources in the 
form of a centralised and expandable system. This allows intelligent networking 
using implemented cyber-physical systems (CPS) that operate decentralised and self-
organised [6]. These systems also use collections of sensors to collect data, which

Fig. 3.8 Cloud computing service models (based on [35]) 
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Table 3.3 Advantages and disadvantages of cloud computing (based on [35, 36]) 

Disadvantages Advantages

• Lack of transparency in the contracts signed 
governing access to the service

• Data leakage
• Need for access to a stable Internet 
connection

• Cancellation of the service provider requires 
multiple operations to transfer the data to 
another environment

• Choosing a rogue provider may compromise 
data security and service continuity

• Access to data on different hardware, 
anywhere, anytime

• Reduction of operating costs
• Stability and security through advanced 
security systems

• Automatic and regular data backup
• Free sharing of data
• Uniformity of solutions 

are then used to control physical processes. CP systems can exchange real-time data 
via the Internet of Things through smart connectivity. Based on review publications, 
the most commonly identified advantages and disadvantages of cloud computing are 
presented in Table 3.3. 

3.1.3 Internet of Things 

The Internet of Things (IoT) is one of the core tools of Industry 4.0, which is 
considered a fundamental direction of the fourth industrial revolution [2]. It is 
defined as a global information society infrastructure that enables the delivery 
of advanced services through the interconnection of things (physical and virtual) 
based on existing and evolving information and communication technologies [37]. 
Although many publications emphasise that IoT aims to offer new services and 
applications connecting the physical and virtual worlds, where machine-to-machine 
communication is the primary communication, IoT is increasingly emphasised that 
it also connects people and machines [37]. This enables the transfer and integration 
of data between internal business units and across the supply chain. Easier access 
to information and knowledge makes it possible to increase efficiency in the use of 
resources, improve the accuracy of planning and monitoring processes, and, most 
importantly, grow the business based on knowledge management in the organisation. 

Since IoT is a network supporting machine-to-machine communication, when 
discussing this technology, it is worth noting how devices connect and communicate 
with each other. The literature distinguishes four basic communication models used 
in IoT solutions, presented in Table 3.4.

It is also worth noting that current IoT solutions are divided into two basic types: 
Consumer IoT (CIoT) and Industrial IoT (IIoT). CIoT consists primarily of devices 
that outsource data processing to cloud solutions. At the same time, IIoT typically 
processes local data supplemented with cloud services to optimise processes and 
make new services available [38]. The study by Serror et al. identified key differences 
between consumer and industrial IoT, shown in Table 3.5.



86 3 The Impact of Industry 4.0 on Logistics Systems

Table 3.4 Communication models for IoT devices (based on [37]) 

Model Characteristics 

Device-to-device 
communications 

Two or more devices connect directly and communicate with each other 
without the intermediary of an application server 

Device-to-cloud 
communications 

The IoT device connects directly to a web-based cloud service to 
exchange data and control message traffic 

Device-to-gateway 
model 

The IoT device connects via an ALG (application-layer gateway) 
service, which acts as an intermediary between the device and the cloud 
service while providing security and other required functions, such as 
data or protocol translation 

Back-end data-sharing 
model 

The communication architecture provides users with solutions to export 
and analyse smart object data from a cloud service in combination with 
data from other sources

Table 3.5 Differences between consumer and industrial IoT (based on [38]) 

Category Characteristic Consumer IoT Industrial IoT 

Application Service model Human-centred Machine-centred 

Criticality of the provided 
services 

Not stringent Mission-critical 

Device Number of devices per home/ 
factory 

Low to medium Medium to high 

Lifetime 3–5 years 10–30 years 

Hardware complexity Low Low to medium 

Data traffic Data volume Medium High 

Data confidentiality Privacy-oriented Business-oriented 

Traffic type Periodic and 
event-driven 

Periodic 

Use of communications Unstructured, 
contention-based 

Structured, planned 

When designing solutions using IoT tools, it is necessary to design an appropriate 
architecture for the system under development. Based on the literature review, four 
layers of IoT architecture can be distinguished, as shown in Fig. 3.9.

An important issue regarding the application of IoT technology is the digital 
security of the data exchanged and collected. The deployment of IoT generates new 
sources of risk that pose a critical security challenge to using this technology. At the 
same time, users expect assurance that IoT devices and associated data services are 
adequately protected from potential vulnerabilities and attacks. Improperly secured 
IoT devices and services can cause cyber-attacks and expose user data to theft. These 
aspects are increasingly important as technology becomes increasingly ubiquitous in 
business operations and our everyday private lives [37]. For this reason, implementing 
measures to address these challenges and ensure the security of IoT solutions must 
be a fundamental priority for the teams responsible for implementing this technology
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Fig. 3.9 Layers of IoT architecture (based on [39])

into company operations. At the same time, however, it should be noted that often, 
users themselves are not aware of the risks associated with the use of IoT tools and, 
in addition, do not know how to configure their networks securely. 

3.1.4 Digital Twin 

Based on Internet of Things technology, another important tool of Industry 4.0 has 
emerged—the digital twin. As Vieira et al. [40] note, the digital twin concept is
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currently interpreted in many ways in the literature and industry, depending on the 
author and even the sector in which the solution is implemented. While some authors 
defend that a digital representation of a physical asset or asset system is sufficient 
to create a digital twin, others argue that a digital twin is much more than a digital 
representation. Some argue that the digital twin is a technology, and others argue 
that it is an approach or process rather than a product or technology. For this reason, 
Kritzinger et al. [41] proposed a classification of digital twins into three types: “digital 
model”, “digital shadow”, and “digital twin”—depending on the level of automation 
of data transfer between physical and virtual resources. The characteristics of this 
classification are shown in Table 3.6.

Such a wide variety of approaches to solutions referred to as a digital twin led 
Vieira et al. to develop guidelines that a digital twin should fulfil [40]:

• The digital twin includes a digital representation of the physical asset (asset 
system) and its context (the accuracy and complexity of the digital represen-
tation should match the available resources and purpose of the digital twin being 
created).

• Each digital twin serves a specific purpose in a given context, thus enabling the 
definition of the resources needed to support it and the assessment of its benefits 
and values.

• The digital twin must integrate automated data transfer through sensor monitoring, 
enabling synchronisation in time between physical and virtual spaces.

• As real-time data alone does not add value to the decision-making process, the 
digital twin should have some form of data analytics (artificial intelligence, large 
data sets, etc.) to generate insights for the user (or the twin itself) and support the 
decision-making process for asset management. Different sources of information, 
such as physical models and available records, can be integrated into the digital 
twin so that the twin can use predictive or simulation models, depending on the 
scope of application adopted.

• Digital twins can have different integration scales, from the level of a single asset 
or component to the level of an asset system or network. A higher level of asset 
aggregation in a digital twin means more excellent potential benefits but also 
greater complexity (data security, interoperability, etc.).

• Digital twins can have varying levels of development and complexity but always 
involve some kind of automated data transfer—i.e. they take the form of “digital 
shadows” or “digital twins”. The data refresh rate needs to be appropriate for this 
purpose. 

A literature review by Errandonea et al. [42] indicates that the digital twin concept 
is most often used for maintenance processes, lifecycle optimisation, manufacturing 
and logic process improvement and design. The application of the digital twin in 
most publications is described in the context of predicting the condition of an asset to 
predict an appropriate maintenance plan. These plans are based mainly on forecasting 
certain phenomena. Digital twins also have applications in preventive strategies, 
where they are used to predict the condition of an asset to reduce the number of 
preventive maintenance activities and remove unnecessary maintenance activities
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Table 3.6 Classification of digital twins (based on [41]) 

Type of 
digital 
twin 

Description 

Digital 
model 

A digital representation of an existing or planned physical object that does not use any 
form of automated data exchange between the physical object and the facility (e.g. 
simulation of the operation of a factory) 

Digital 
shadow 

An automated one-way data flow between the state of the existing physical object and 
the digital object enhances a digital model. A change in the state of the physical object 
leads to a change in the state of the digital object, but not vice versa 

Digital 
twin 

The data flows between the existing physical and digital objects are fully integrated in 
both directions. In this combination, the digital object can also act as an instance that 
controls the physical object. There may also be other physical or digital objects that 
cause changes in the state of the digital object

by providing longer intervals between them. Digital twins are primarily used in 
manufacturing and energy sector companies but are also popular in the aerospace, 
construction, naval engineering, logistics services, rail-way, and automation sectors 
[42].
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3.1.5 Autonomous Mobile Robots (AMR) 

Industry 4.0 and the COVID-19 pandemic have sparked a revolution in the use 
of AMRs, which have become a solution for reducing human–human interaction 
in favour of human–machine collaboration [43]. Increasing interest in this tech-
nology can be seen in academia and industry, resulting in the continued development 
of AMR. As noted by Rubio et al. [44], robots are nowadays used in very diver-
sified environments, as they support tasks in areas such as surveillance, defence, 
disaster management, personal assistance, space exploration, petrochemical, indus-
trial automation, construction, marine extreme environments, agriculture, transporta-
tion, logistics, sports entertainment, and many other industrial and non-industrial 
applications. The type of environment in which AMRs are operated influences the 
way they move. For this reason, Rubino et al. distinguished five categories of robots 
that differ in their locomotion system [44]: 

(1) Stationary (arm/manipulator) robots—the robot’s base is stationary and consists 
of an open kinematic chain, terminated by a specialised tool dedicated to 
performing specific operations. These include various types of manipulators, 
grasping devices, and industrial robots. 

(2) Land-based robots:

• Wheeled mobile robots (WMR) are the most crucial robot locomotion 
systems, and they are used in transportation and logistics. It can use 
different numbers and types of wheels, which is important for modelling 
the kinematics and dynamics of its movement.

• Walking or legged mobile robots—although more expensive than WMR, in 
their favour is that this type of locomotion is more mobile, has better energy 
efficiency, stability and less impact on the ground.

• Tracked robots—have much larger ground contact patches, which signif-
icantly improve their manoeuvrability on loose surfaces compared to 
conventional wheeled robots.

• Hybrid robots—their design combines any locomotion systems outlined in 
a–c. There are typically four categories of hybrid mobile robots: (a) leg-
wheel locomotion systems, (b) leg-track locomotion systems, (c) wheel-track 
locomotion systems, and (d) leg-wheel-track locomotion systems. 

(3) Air-based robots—commonly called drones or unmanned aerial robots. They 
perform pre-programmed tasks with or without human intervention. 

(4) Water-based robots—underwater vehicle-manipulator systems used to explore 
the seabed, but can also be used to rescue specific objects (including human 
beings) by being equipped with, for example, a robotic arm. 

(5) Other robots:

• Snake-like robots—highly articulated robots that can perform tasks in a 
versatile manner that are not bound to climbing, crawling, and swimming.
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• Worm-like robots—move similarly to earthworms, which is highly desirable, 
particularly in confined spaces.

• Nanorobots—their components are at the scale of a nanometer and allow 
precise interaction with nanoscale objects.

• Cooperative robotics—an assembly of robots controlled in a coordinated 
manner. 

The locomotion system of a mobile robot is a critical component of its design. 
It depends on the robot’s environment and the required technical criteria such as 
efficiency, manoeuvrability, or stability [44]. 

A critical aspect of the application of autonomous mobile robots is their navigation 
in anthropotechnical environments. Therefore, among the most critical challenges 
currently facing the design of AMR systems are [45]:

• Robot perception. Robots must have accurate, reliable, and robust perception 
capabilities to operate effectively outdoors. For this to be possible, they need to 
be equipped with various sensory sensors that monitor sound, pressure, temper-
ature, light and contact with another object to improve their perception of the 
environment.

• Localisation and mapping. Based on the information retrieved from the perceptual 
sensors, the robot’s location is determined, and its environment is mapped. AMR 
requires very accurate and reliable environmental mappings and localisation at 
a sophisticated level based on the context of the application. The Simultaneous 
Localisation and Mapping (SLAM) approach is a technique that represents the 
robot’s positions and the map of its external environments. Most SLAM systems 
rely on LiDAR and vision-based sensors such as Red–Green–Blue/Red–Green– 
Blue-Depth cameras.

• Scene understanding goes far beyond object detection and requires analysis of 
the data obtained by the sensors. It is a complex problem that requires more steps 
than just recording and extracting features. The robot must perform tasks such 
as depth estimation, scene categorisation, object detection, object tracking, and 
event categorisation. 

Planning the paths of their movement is also an important issue related to the 
execution of tasks by AMRs. This planning involves identifying the best paths for the 
robot to move along, taking into account the times of the operations and ensuring that 
it reaches its destination without collisions. The second essential element related to 
the operation of AMRs is the planning of their trajectories, which consists of finding 
out the force inputs (control u(t)) to move the actuators so that the robot follows 
a trajectory q(t) that enables it to go from the initial configuration to the final one 
while avoiding obstacles [44]. The robot’s dynamics and physical properties must be 
taken into account when planning the robot’s trajectory. Path and trajectory planning 
are elements of robot motion planning that determine their application’s efficiency, 
effectiveness, and safety.
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3.1.6 Additive Manufacturing (AM) 

Incremental manufacturing is also known as rapid prototyping, freeform fabrication, 
or 3D printing. 3D printing derives from the fact that the process of joining materials 
to make objects is based on 3D model data [46]. Incremental technology is a method 
of manufacturing components (products) by depositing material layer by layer on or 
without a substrate [47]. Information on the parameters describing the component is 
prepared as a blueprint in computer-aided design (CAD) software and then converted 
to a stereo-lithography (STL) file, which stores data on each layer. A product diagram 
made in CAD is approximated by triangles and sliced, containing the information 
on each layer that will be printed [48]. 

Additive manufacturing is not a very new technology. It was implemented in 
the industry in the ‘80s but was initially limited to manufacturing or prototyping 
small products [49]. However, the fourth industrial revolution stimulated intensive 
development of this manufacturing technology and opened up new dimensions of 
engineering applications for it in various sectors of the economy. AM has gained 
popularity primarily because it addresses selected limitations in conventional manu-
facturing. Studies reported in the literature indicate that implementing AM processes 
reduces the need for tools and increases flexibility in designing products and compo-
nents and adapting them to changing customer needs [50]. It is worth noting here 
that achieving increased flexibility is possible through using different software and 
technological platforms, enhanced computational power and connectivity [49]. It 
also provides improved design accuracy, flexibility and reliability. At the same time, 
compared to traditional machining, incremental manufacturing enables greater mate-
rial utilisation (reduced waste), reduced buy-to-fly ratio, reduced machining and 
manufacturing costs, improved mechanical properties and shorter overall process 
lead times are also possible [47]. AM offers an unprecedented opportunity to digitise 
manufacturing processes. Traditional manufacturing procedures require an in-depth 
analysis of the component geometry to determine the best manufacturing sequence 
for each component, the equipment needed and any extra fixtures needed to finish the 
component [46]. AM, on the other hand, requires basic dimensional information, an 
understanding of the operation of the AM machine and knowledge of the materials 
used for manufacturing. 

The continuous development of AM technology and, above all, the benefits associ-
ated with its use indicated above mean that different types of solutions are now distin-
guished, which are usually categorised according to three subdivision criteria[49]: 
(a) type of base material used; (b) medium used for processing; (c) methodology of 
formation of the product. The types of solutions used in each category are shown in 
Fig. 3.10.

The superiority of AM technology over traditional manufacturing for selected 
products means that new methods and application areas are constantly being 
observed, dynamically driving these solutions’ market development. The main target 
areas for the application of AM technology have been the aerospace and automotive 
sectors, where components with less weight but high strength are expected [47].
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Fig. 3.10 Classification of additive manufacturing (based on [49])

However, we can observe its increasing use and growing popularity in electronics, 
biomedical, medical, consumer goods, footwear, electrochemistry, chemistry, and 
many others. Thanks to the introduction of fibre-reinforcement in 3D printed plas-
tics/resin products to improve their mechanical performances has augmented AM’s 
expansion in polymer composite manufacturing, which is used in many sectors not 
mentioned above[49]. 

3.1.7 Augmented Reality (AR) 

Augmented reality technology is a human-assisted solution to eliminate potential 
errors made at the operational level. For Masoni et al. [51], AR is the leading tech-
nology for I4.0 [3]. This technology connects the virtual (computer-generated) world 
with the real world, showing humans their simultaneous integration. This means that 
AR tools provide an interface linking digital information to the real physical system 
[52]. Therefore, an AR system is an emerging technology with which a person can 
see more than others see, hear more than others hear, and perhaps even touch, smell 
and taste things that others cannot [53]. Also interesting is the definition of Daponte 
et al. [54], who stated that AR enriches the user’s sensory perception by showing 
information about the surrounding environment (e.g. physical quantities) that cannot 
be perceived with the five senses. 

AR is a technology that belongs to the group of so-called mixed reality, meaning 
that it is a form that combines a virtual and a physical environment [53]. As such,
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it fulfils three characteristics of this group of systems, namely (a) combines the 
real-world and virtual objects, (b) runs in real-time, and (c) allows the interaction 
between the users and virtual objects [55]. To provide this interaction to the worker, 
AR systems, in their basic structure, consist of the following elements [54]:

• A video camera transmits an image of the actual environment in which the user 
is located and performs the tasks assigned to him/her.

• Tracking Module, which monitors the relative position and orientation of the 
camera in real-time. This module can be based on every type of sensor technology: 
(1) 9D IMU (3-axis accelerometer, 3-axis gyroscope, and 3-axis magnetometer), 
(2) ultrasonic sensors, (3) video cameras, (4) GPS modules, and (5) RFID devices.

• Graphic Processing Module, responsible for processing recorded images and their 
integration with virtual objects.

• Display, which is responsible for providing the user with an integrated image of 
the real world in combination with virtual objects. 

Visualisation technology is an important element that determines, among other 
things, the comfort of working with AR tools. Four such technologies are gener-
ally available on the market [56]: head-mounted displays (HMDs), handheld devices 
(HHDs), static screens, and projectors. These technologies are implemented in AR 
tools, which can be stationary or mobile devices, depending on the defined visu-
alisation task and the employee’s need to move around as part of their duties. In 
[57], authors point out that most AR solutions involve several devices, as many 
implementations render in a fixed computer and synchronise the real and virtual 
objects in a mobile device. However, research presented by numerous authors [56, 
57] indicates that HMDs-based solutions are the most widely used in both industry 
and science. This is because their use does not restrict the operator’s movement but 
allows hands-free access and information reading, significantly speeding up opera-
tions [58]. A significant improvement that has further positively influenced the use 
of this technology is the emergence of AR smart glasses (ARSGs), which show 
good potential for industrial applications [59]. The ARSGs currently available are 
equipped with numerous operator-assistive functions, including displaying informa-
tion to track, distribute, and store data about the surrounding environment and the user 
[60]. The high functionality of the available ARSG solutions positively influences 
their increasing popularity and application in industrial processes. 

Numerous publications can be found in the literature on the use of AR tech-
nology to support manufacturing processes [61], maintenance [62], and internal 
logistics systems [63, 64]. The implementation of AR tools is often concerned with 
supporting workers in operations such as [57]: manual assembly, robot programming 
and operations, process simulation, process monitoring, picking process, mainte-
nance, training, quality inspection, operational setup ergonomics and safety. In addi-
tion, it should be noted that the most spectacular results are achieved for processes 
where, thanks to AR, it is possible to increase productivity by:

• Eliminating or reducing the human errors [58, 65].
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• Increasing the flexible delivery of operations to the operator without the operator 
having to use their hands [66, 67]. 

The growing popularity of AR tools makes it possible to formulate many benefits 
of applying this technology to enterprise operating systems and many associated 
challenges. Figure 3.11 shows the most commonly cited benefits and challenges of 
implementing AR technology in the industry. 

Despite the numerous benefits of AR tools in employee operational support 
processes, ongoing research indicates that the technology is also associated with 
some risks. An analysis of the publications presented in [69] shows that most authors 
classify the potential risks associated with using AR into three categories: tech-
nical, organisational and ergonomic. A more elaborate classification of constraints 
was formulated by de Souza Cardo-so et al. [57], who distinguished five categories 
concerning users’ health and acceptance, tracking methods, projection quality, accu-
racy and interaction, hardware, and development complexity. It is also worth noting

Fig. 3.11 Benefits and challenges of using AR technology in the industry (based on [68]) 
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that the identified barriers to AR implementation occur. Stoltz et al. [70] divided 
these into four groups: hardware limitations, software challenges, acceptance, and 
cost. 

3.1.8 Virtual Reality (VR) 

Virtual reality is also used in processes to improve employee competence. The basis 
of virtual reality is the artificial creation of a digital environment whose task is to 
replicate a real, physical system or process as faithfully as possible. Three attributes 
should characterise the digital environment created:

• immersion—an objective level of sensory fidelity a VR system provides [71];
• presence—the user’s subjective experience resulting from being in the immersive 

environment [72];
• interactivity—the degree to which a user can modify the VR environment in 

real-time [73]. 

There are three groups of VR environments, which are divided based on the level 
of interactivity and immersive environment [74, 75]:

• non-immersive virtual environment (Desktop VR), where conventional PCs are 
used for training scenarios and keyboard, mouse, wand, joystick or touchscreen 
are used for exploration—the simplest type of virtual reality applications;

• immersive virtual environment (IVR) uses a multiple, room-size screen or a stereo-
scopic, head-mounted display unit. Haptic, audio and sensory interfaces may 
enhance these systems;

• semi-immersive environment (Fish Tank VR)—use of conventional monitors, 
with simultaneous use of systems to support head tracking and therefore improve 
the feeling “of being there” thanks to the motion parallax effect. 

Training scenarios implemented in an immersive virtual environment are the most 
effective. The high concentration level on the training tasks due to the high repre-
sentation of the real system and the lack of distractions for the trainee translates into 
greater effectiveness of this skill acquisition and development. Of course, the critical 
element, in this case, is the faithful reproduction of the real system, as any distrac-
tions occurring in the scenarios cause the trainee to become distracted, reduce the 
comfort of the training tasks and, above all, can lead to the occurrence of so-called 
simulation sickness. 

The growing interest in using VR technology in training scenarios is a response 
to the limitations of traditional learning forms. The most essential benefits described 
in the literature and the most popular application areas for VR tools are shown in 
Fig. 3.12.

Many authors emphasise that the available VR tools meet the expectations of 
today’s trainees and trainers, who demand high performance from training systems 
based on [77]: focus, meaningful representation of information, multiple mappings
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Fig. 3.12 Benefits and areas of application of VR technology in training systems (based on [76])

of information, and reflective learning. The widespread use of VR technology is 
primarily observed in training, where participation in traditional training involves 
risking the health or even life of trainees or other participants in the training process. 
Using VR tools in the first training phase, where trainees still make numerous 
mistakes and do not develop the right behaviours, is more effective and, above all, 
safer. For this reason, VR training is widely used to improve the skills of sappers, 
surgeons, emergency services and many others in which the trainee is exposed to 
dangerous situations. Therefore, in the early stages of development, VR technology 
was primarily used to improve competencies for which training processes were asso-
ciated with risks to the health or life of trainees or very high implementation costs 
[78]. Researchers on this topic also point out that contemporary training systems 
should use VR tools, as they enable [79]:

• the use of a large number of training scenarios while reducing implementation 
costs. Developers create different scenarios based on existing 3D assets (both 
self-created and acquired), which can be reused many times in different training 
configurations;

• delivery of training in the privacy of one’s own space, which is especially important 
in training where participants may feel uncomfortable being observed by others;

• the delivery of training under the supervision of an instructor who can react 
quickly to emerging early feedback on even partial performance of the trainee 
and counteract any problems or negative trends in his or her performance.



98 3 The Impact of Industry 4.0 on Logistics Systems

With anticipatory information about the trainee’s errors during the training, it is 
possible to identify their weaknesses [80]. This makes it possible to adapt the learning 
parameters to allow trainees to practise relevant skills in purposefully adapted training 
systems. What is important here is that the ability to provide a high level of customi-
sation of training scenarios does not generate high preparation costs [81, 82]. This 
makes VR training increasingly popular and applicable to various business sectors 
and processes, including logistics. 

3.2 The Impact of Digitisation on the Enterprise’s Logistics 
Processes and Supply Chain 

As part of the description of the phenomena influencing the growing interest in 
the concept of risk in organisations, Chap. 1 presented a general characterisation 
of the digital transformation phenomenon observed for several decades. It focuses 
on how digital transformation affects analytical capabilities and the choice of risk 
assessment and management tools, as well as on emerging risks resulting from the 
increasing accessibility of the digital organisation. The introduction also introduces 
the phenomenon of risk intelligence, which will be relevant to the aspects discussed 
in this book section and defines an organisation’s ability to assess risk based on the 
digital data and experience it collects. 

In the literature related to digital transformation research, one encounters two basic 
terms relating to this trend, namely digitisation and digitalisation. Some authors even 
make the mistake of using the two terms interchangeably, which requires them to be 
clearly defined before proceeding further:

• Digitisation is the original term for converting analogue or physical information 
into a digital format [83]. It is the simplest form of transformation involving 
converting data from hard copy to digital.

• Digitisation is an extension of digitisation and refers to how social and economic 
life areas are restructured around communication infrastructure and digital 
technologies [84].

• Digital transformation (DT) is a phenomenon that has developed from both of 
the above trends [83], as shown in Fig. 3.13. DT refers to business processes, 
organisational culture management styles, corporate strategy, and their combina-
tion with digital technologies [85]. They aim to transform a company’s processes 
to improve performance.

Currently, there is no clear definition describing the phenomenon of digital 
transformation. A review of the literature and a critical analysis of the definitions 
formulated by different authors shows that [85]:

• Authors in the literature present different perspectives on the phenomenon of 
digital transformation. Some consider it an action strategy, others consider it a 
process, and some define digital transformation as some disruption.
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Fig. 3.13 Correlation between digital terms (based on [85])

• A critical element of digital transformation is technology, which is expressed, 
among other things, in that in most definitions, there is a reference to the concept 
of “digital technology”.

• Some definitions have some ambiguity, such as referring to social welfare or using 
specific examples, significantly weakening the formulated definition. 

Based on the research presented in [85], in this book, the Author will refer 
to digital transformation as customer-oriented changes and improvement mecha-
nisms that enable continuous productivity improvements in production processes 
and enhancement of supporting processes through the implementation of advanced 
digital technologies. The critical point here is that these mechanisms are imple-
mented at the level of the company’s internal processes. However, their use may 
also apply to cooperation with selected partners in the supply chain. In fact, digital 
transformation is recognised as a critical trend in intra-organisational change, as well 
as improving cooperation between supply chain partners. These improvements are 
made possible primarily by ensuring better partner communication, greater trans-
parency and accelerating data exchange processes. Therefore, this section focuses 
on digitalisation’s impact on managing supply chains and logistics processes within a 
company’s internal material handling. Additionally, Abduallah et al. in their research 
highlight four critical elements associated with such a formulated definition of digital 
transformation [85]:

• The element of customer orientation—listening to customers’ needs and aligning 
digitisation processes with their expectations is a critical success factor. It will 
only be possible to achieve the required profitability through digital development 
if the appropriate level of customer satisfaction is achieved.

• An element of continuity—digital transformation should be a process that never 
ends. Organisations should continuously transform and improve their processes 
in line with technological advances and changes in digital customer needs.

• Digital technology element—selecting appropriate digital technologies should 
consider the specifics of the organisation’s operations. At the same time, it is
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critical to the success of the digital transformation because of the cost of the new 
technologies being implemented and the uncertainty associated with them.

• The organisational element—the success of the transformation is determined by 
whether all aspects of the organisation are affected by the process. Employees 
must also use digital technologies effectively and efficiently to improve business 
and supply chain processes. 

The importance of digital transformation in supply chain management is 
confirmed by the fact that there is a term Digital Supply Chain (DSC) in the liter-
ature, which stands for “an intelligent best-fit technological system that is based 
on the capability of massive data disposal and excellent cooperation and commu-
nication for digital software, hardware, and networks to support and synchronise 
interaction between organisations by making services more accessible, valuable and 
affordable with consistent, agile and effective outcomes” [86]. DSC management 
aims to achieve the eleven core features shown in Fig. 3.14.

The literature review presented in [87] on the digitisation of logistics and supply 
chain processes indicates that this topic is widely covered in the global literature. 
The number of issues raised about this topic is so numerous that it could be material 
for a separate book. Therefore, for the discussion in this book, the scope of the issues 
analysed concerning digital transformation in supply chains has been limited to three 
thematic areas concerning (1) the conceptual framework of DT implementation, 
(2) the impact of DT implementation on the logistics processes of supply chain 
participants, and (3) the challenges of this implementation. 

3.2.1 Conceptual Framework for Implementation 

When analysing the phenomenon of digital transformation occurring both in internal 
processes of organisations and in entire supply chains, it is first necessary to iden-
tify the conceptual framework for implementing digital solutions. Abdallah et al. 
[88] based the digital transformation implementation model on four pillars: people, 
enabling technology and tools, business processes, strategy and leadership. The find-
ings of other authors also confirm the validity of this approach. Therefore, it is worth 
considering the implementation framework, which is thus defined based on selected 
publications. 

(1) People 

A critical element in implementing digital transformation is mainly the people 
affected by this change, who must accept it and be actively involved in its imple-
mentation. The importance of an active role in implementing digital transforma-
tion is highlighted in their research by Genzorowa et al. [89]. The digital solu-
tions being implemented are repeatedly associated with the need for employees to 
complete specific knowledge and skills, particularly the development of so-called 
digital competencies. For this reason, as management embarks on a transformation
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Fig. 3.14 DSC characteristics (based on [86])

initiative, it is necessary to develop individual training plans to enable employees to 
acquire the required skills and find their way in the new conditions of their tasks. Of 
course, for this to be possible and effective, it is first necessary to identify existing 
skills gaps in employees and establish a team to support the implementation of digital 
transformation at the individual company level. Such a team should include [88]:
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• the leader, whose job it is to control the entire process and solve any problems 
that arise;

• the change agent, who is responsible for motivating people to actively partici-
pate in the transformation and flexibly adapt to the new working methods and 
conditions;

• the business specialist with experience in marketing and sales;
• the data architect, whose job is to analyse and create reports to support the 

decision-making processes of senior management;
• the financial analyst, who is responsible for preparing cost–benefit analyses and 

managing the project budget;
• the UX specialist, who is responsible for compliance with implemented changes 

to the needs and expectations of customers and users. 

(2) Enabling technology and tools 

Digital transformation is highly dependent on implementing various technological 
solutions to support the implementation of core and enabling processes within an 
organisation. The development of the Industry 4.0 concept and associated technolo-
gies has provided companies access to a wide range of digital tools and automated 
and autonomous devices that meet the company’s needs at different stages of digital 
transformation. Thus, depending on their level of digital maturity, individual supply 
chain participants can choose appropriate technological solutions that are adequate 
to the digital maturity of their internal processes but also support their digital inte-
gration with their supply chain partners [90]. Indeed, as noted by Mittal et al. [91], 
each organisation should choose the right mix of digital technologies in line with its 
needs and financial capabilities. 

(3) Business processes 

Digital transformation often changes business models within a company [89], 
resulting in the need to redesign individual processes and implement organisational 
changes. Thanks to the development of digital technologies, new opportunities arise 
in the coordination of processes in entire supply chains based, among other things, 
on new standards for data exchange [92], as well as the modernisation of processes 
within the company, but also in its cooperation with cooperators [93]. 

A critical issue regarding business processes is integrating and coordinating them 
along the value chain. This has important implications for the implementation of 
digital technologies. The application of specific technological solutions needs to be 
considered and coordinated at the level of the interconnected processes so that the 
effects achieved are global and do not lead to sub-optimisation of parts of the busi-
ness. Therefore, the digital development of a company should be based on solutions 
implemented at the level of individual processes (e.g., manufacturing and logistics) 
and encompass the entire organisation’s activities [90]. 

(4) Strategy and leadership 

Digital transformation is a continuous change process that needs to be integrated into 
the corporate and supply chain integration strategies. Including aspects of digital
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transformation in the organisation’s defined strategic objectives gives due promi-
nence to the changes being implemented and becomes a critical aspect of the business 
plans being developed. Setting digital strategic objectives is crucial in determining 
what an organisation wants to achieve with its digital strategy and separating the 
important from the unimportant [86]. At the same time, by embedding this devel-
opment trend in strategic activities, top management expresses its acceptance of the 
transformation and, therefore, should support the development of an organisational 
culture that promotes change regarding digitalisation and creates incentive systems 
that encourage employees to participate actively [88]. Integrating digitally-minded 
individuals and organisations will enable the continuous development of the supply 
chain and the collection of shared digital information for improvement. 

Including digital transformation in the prepared strategic plans also implies the 
need to create a strategy for the organisation that aligns with the approach taken to 
digitisation at the supply chain level. Lipsmeier et al. [94] note that the absence of 
a digital transformation strategy means that a company will only undertake isolated, 
small-scale projects whose effectiveness will be low across the organisation and 
which will waste the resources invested in them. For this reason, many authors 
focus on the search for effective digitisation strategies that will enable organisations 
and entire supply chains to achieve rapid and effective digital transformation for 
different levels of management. This strategy should be a comprehensive vision for 
the digital development of the enterprise, which describes the goals and tools for 
its implementation, as well as the value creation for the organisation and the entire 
supply chain [94]. Measures aimed at aligning the impact of digital technologies 
with the company’s processes and linking them to supply chain participants’ internal 
and network procedures are also important elements of this strategy [95]. 

Ho et al. [96] found that more than one-size-fits-all approaches to developing 
a digitisation strategy can be identified. Therefore, they distinguished three main 
typologies of digitisation strategies for collaborative supply chain organisations: 
top-down, bottom-up, and mixed. At the same time, these authors confirmed that 
the choice of digitisation strategy is critically influenced by three factors [96]: (a) 
the number of links at each level of the logistics network, (b) the market demand 
reported by customers, and (c) the type of product delivered to the consumer market 
(divided into standard and specialised products). 

The effectiveness of implementing a digital strategy is also influenced by the lead-
ership style adopted and the role of the leader responsible for the process. Abduallah 
et al. [88] emphasise in their research that a leader should possess the following 
characteristics: flexibility of thought and openness to change; diverse knowledge 
and curiosity to learn about other solutions; focus on priorities and results; and 
accountability for his or her own and his or her team’s actions. 

The digital implementation framework is also explored in the context of devel-
oping different management strategies that support the functioning of supply chains. 
An example is the findings of a study by Ehie et al. [97], in which the authors proposed 
using digital technologies to improve core supply chain management processes 
within the SCOR strategy. This research aimed to understand the conditions under
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which supply chain digitisation is more or less effective in improving the integrated 
processes of planning, purchasing, production, distribution and returns. 

Based on their research, Abduallah et al. [88] also formulated rules for imple-
menting digital transformation in organisations, which can constitute a set of good 
practices for managers responsible for this process. These rules are shown in Fig. 3.15. 

The good practices outlined above are universal. However, when embarking on 
implementation, we must consider the specificities of the company in question due 
to its role in the supply chain and the sector it serves. For this reason, numerous 
publications in the literature are narrowed down to the specifics of a particular sector 
served by the supply chain, for which researchers attempt to identify rules for DT 
implementation that consider the requirements of a specific group of customers. 
Examples of such publications are characterised in [98], among others. The results

Fig. 3.15 Good practices for DT implementation (based on [88]) 
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of the 2018–2022 literature review presented here identified the challenges of digital 
transformation in supply chains serving agri-food, textiles, automotive, timber, steel, 
and public services, as well as in humanitarian supply chains. 

3.2.2 Assessing the Impact of Digital Transformation 
on the Logistics Processes of Supply Chain Participants 

Digital transformation critically affects participants’ and entire supply chains’ current 
and future operations. More and more companies in supply chains are investing in 
digital technologies to better respond to customer’s changing needs and, above all, to 
the growing demand for tailored products. The processes carried out by supply chain 
participants need to keep up with emerging new service trends, both in logistics and 
sales and at the same time, they need to be increasingly integrated. Therefore, Stank 
et al. [99] found that the essential elements of supply chain digitisation are “think-
ing” (improved analytics), “seeing” (enhanced visibility), and “acting” (heightened 
operational flexibility and reduced cycle time). 

The importance of digital transformation in supply chain management is 
confirmed by many studies reported in the literature focus on assessing the impact 
of implementing digital solutions on company processes. This impact is assessed 
primarily through the prism of the benefits and the risks associated with implementing 
digital technologies to support current processes. Studies describing the impact of 
transformation most often refer to supply chains serving a specific sector (sectoral 
evaluation) or a group of companies operating in a specific familiar environment, 
e.g. in a particular region (environmental evaluation). 

An example of a sectoral assessment is a study by Khan et al. [100], in which 
the authors assessed the impact of digitalisation on fast, fair, and safe humanitarian 
supply chains. The results indicated that digitisation significantly predicts fast, fair, 
and secure humanitarian logistics systems. The lack of well-developed information-
sharing systems increases the risk of fraud and damages public trust in charities. 
The implementation of digital technologies in humanitarian supply chains has a 
positive impact on the accountability, security, trust, transparency and timeliness 
of the activities carried out by its members. However, the authors point out that 
a significant risk is the lack of experience and skills of humanitarian workers in 
handling modern digital technologies. 

An example of an environmental assessment can be found in the research 
conducted by Lee et al. [101], in which the authors assessed the impact of tech-
nology development and digital transformation on supply chains and organisational 
performance in Malaysian manufacturing companies. The results of this research 
confirmed that digitisation positively impacts business performance, as Malaysian 
manufacturers are aware. Implementing digital technologies can help local compa-
nies grow their business efficiently, improve the quality of their services, achieve 
competitive values in the market, stay ahead of changes in the sector served and
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reduce unnecessary expenses. The key findings of the research clearly indicate that 
implementing digital transformation at the supply chain level improves the efficiency 
of the entire chain. However, more broadly, it also helps its participants to achieve 
high business performance and sustained growth. However, Lee et al. note that most 
manufacturers in Malaysia still need to gain knowledge and awareness of the benefits 
of implementing digital technologies in their operations. 

Implementing digital technologies is intensely focused on improving communica-
tion within organisations and between supply chain partners. The implemented solu-
tions enable companies to overcome the constraints of remote locations and the diffi-
culty of exchanging data in real-time. For this reason, some of the studies assessing 
the impact of digital transformation focus on aspects concerning the impact of digital 
technologies on logistics integration, especially in terms of global supply chains. 
Indeed, many companies see digitalisation as enhancing their international capa-
bilities [102]. In particular, digital transformation can benefit SMEs by improving 
their ability to compete with larger organisations through international collaboration 
opportunities [103]. An example of such publications is the study by Dethine et al. 
[104], who assessed the impact of digitalisation on the internationalisation capacity 
of SME companies in their analysis. Their results showed that the digitisation of 
SME enterprises allows them to reduce the costs of entering international markets 
by reducing the costs associated with spatial distance and export intermediaries. In 
addition, these enterprises optimise their business models by implementing digital 
solutions and improving close and direct connections with customers. However, 
the digitalisation of these companies also generates certain risks, such as potential 
damage to technical systems and data files, financial losses, loss of productivity and 
loss of confidential customer information. 

A critical area of research related to the impact of digital transformation on the 
operations of companies and supply chains is to assess the impact of digital tech-
nologies on building resilience across the supply chain. Some authors point out that 
the impact of digitalisation on the resilience of logistics processes and the entire 
supply chain is a complex issue [105]. The research presented in [106] found that 
the development of digitalisation in individual links in the chain positively affects 
their level of resilience. This research also confirms that achieving successive levels 
of digital maturity positively impacts the resilience of a given chain. However, the 
strength of this impact already depends on the size of the company’s turnover. The 
divergence of this impact between companies with the highest turnover versus those 
with low turnover is significant. 

Using data analytics to support operational and predictive activities is critical 
to building resilience. According to Ivanov and Dalgui [25], data analytics should 
achieve the required level of visibility, improve forecast accuracy, reduce disruption to 
information flows, and improve contingency plans. In addition, using advanced trace 
and tracking systems, risks associated with missed delivery dates can be reduced, and 
contingency plans can be activated in real time (short response time to disruption). 
Blockchain digitisation and additive manufacturing can minimise the need for supply 
risk-limiting inventories, the reservation of production/operational capacity, and the 
associated costs of reserve resources. At the same time, the combination of big data
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with advanced trace&tracking systems and blockchain enables a proactive process 
of tracking the sources of disruptions, then observing the propagation of disruptions 
to ultimately build the resilience of the organisation at different planning levels [25]:

• development of short-term stabilisation measures through a complete under-
standing of available resources and inventories (creation of contingency plans);

• development of repair and improvement policies with a medium-term impact 
horizon;

• analysing and considering the long-term impact of incident-related effects on 
company performance. 

The conclusions presented by Ivanov and Dalgui also support the findings of 
Pettite et al. [107], who demonstrate that technologies such as cloud computing and 
blockchain improve visibility, adaptability and anticipation, which translates into 
building supply chain resilience. The positive impact of selected I4.0 solutions on 
building supply chain resilience is shown in Fig. 3.16. Zouari et al. assessed this 
impact based on their literature review.

Significant factors in the impact of digital transformation on logistics processes 
and supply chain performance are the potential benefits that companies can realise 
from adopting digital technologies and changing business models. A literature review 
conducted by Büyüközkan and Göçer [86] allowed the authors to distinguish 15 
benefits that determine the success of implementing digital transformation at the 
level of supply chain operations. These benefits are presented in Table 3.7.

3.2.3 Challenges of Implementing Digital Transformation 
Among Supply Chain Participants 

Digital transformation concerns a critical change from the point of view of top 
management, middle managers, operational staff and external stakeholders working 
closely with the company. It involves different levels of management and different 
spheres of activity. For this reason, its implementation at the company and supply 
chain level involves considering specific challenges in the planned activities, which 
may determine the success or failure of the implemented projects and changes. A 
literature review in this area identified the most commonly described challenges 
related to implementing digital transformation in organisations. 

In their study, Xu and Choi [108] identified the main challenge regarding imple-
menting digital supply chain concepts. This is the requirement to collect data from 
multiple sources, to ensure that the information collected is up-to-date and reli-
able, and to develop a software architecture and platform that supports using this 
data to manage operations along the supply chain. At the same time, it is crucial 
to consider that supply chains comprise many internal and external entities. There-
fore, the flow of information in this case can be prolonged and more error-prone
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Fig. 3.16 The impact of implementing I4.0 solutions on the resilience of supply chains (based on 
[106])

than in the internal information flow of a single organisation. Research on the chal-
lenges of implementing digitisation and Industry 4.0 tools was also investigated in 
[109]. The results of his research indicated that collaboration and coordination are 
the most significant challenges to adopting Industry 4.0 out of the fourteen iden-
tified challenges, followed by resistance to change and governmental support. A 
significant challenge identified in the digital transformation process is the selection 
of appropriate digital tools and technologies to meet the needs of modern supply 
chains. Research in this area has been conducted by Ahi et al. [110], among others,
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Table 3.7 Benefits of successful implementation of digital transformation at the supply chain level 
(based on [86]) 

Benefit Description 

Real-time visibility Improving material flow management by 
providing interactive, secure and continuous 
visibility along the supply chain 

Continuous collaboration Ensuring better coordination of processes and 
continuity of collaboration between the supply 
chain actors involved 

Alignment of suppliers Integrating the interests of all supply chain 
participants with its objectives to create 
incentives for higher performance and build 
trust 

Integration Integration of digital information to provide 
supply chain partners with comprehensive 
information on inventory and material flows 
along the chain 

Shared information The ability to share sales forecast information 
and production data more quickly and 
efficiently 

Highly evolved operating models Quickly modify product and service 
functionality to flexibly respond to changing 
customer needs 

Adopting advanced analytics and analytics 
tools 

The ability to improve decision-making 
processes by providing information from 
advanced data analyses, as well as a better 
understanding of phenomena and solving 
previously unknown problems 

Automated execution Increasing operational efficiency through 
human–machine collaboration 

Enhanced and accelerated innovation Digital transformation inspires and supports 
innovation in projects, operations and 
customer relationship development 

Maximum efficiency It is achieved through full integration of 
people, processes and technology 

Organisational flexibility Digital plug-and-play capabilities make it 
easier to configure and reconfigure 

Personalised experiences, customer-centric The delivery network focuses on delivering 
personalised products and services 

Enhanced responsiveness The ability to respond faster to competitive 
actions, technological changes and signals of 
changing market demand

(continued)
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Table 3.7 (continued)

Benefit Description

Proactive prevention Decision-making processes based on the 
results of predictive analyses improve the 
adaptability and reliability of systems 

Last mile postponement Effective management of company assets 
enables flexible adaptation of supply to 
changing demand

who analysed the extent of implementation of new technologies and the associated 
challenges vis-à-vis the operation of international supply chains. 

Büyüközkan and Göçer also identified the challenges related to the digital trans-
formation process. The literature research conducted by these authors allowed to 
identify the challenges that appear most frequently in publications on implementing 
digital technologies. These include [86]:

• Lack or limited preparation of plans in companies, lack of guidelines and tools to 
support planning processes.

• Lack of or limited cooperation with supply chain partners and integration of 
internal company functions.

• Lack of information exchange and reluctance of supply chain participants to share 
information.

• An organisation’s pursuit of a “silver bullet”—basing decisions on the assumption 
that everything will be fine.

• Lack of knowledge and training to develop skills in new supply chain management 
forms.

• Limited agility and flexibility; lack of the required level of supply chain flexibility 
and agility.

• Lack of knowledge and skills to deal with the volatility of the environment and 
the supply chain’s response to that volatility.

• Over-reliance on suppliers and lack of need to monitor material flows and terms 
and conditions of collaboration.

• Limited understanding of integrating digital and physical (non-digital) solutions 
to support supply chain management. 

It is worth noting that the challenges of implementing digital transformation may 
vary depending on the industry the chain serves [83]. An example of research focused 
on the challenges of digital transformation in a specific sector is presented in [111]. 
In their analyses, the authors attempted to identify the challenges of implementing 
digital technologies in the agri-food sector. Implementing digitalisation is a chal-
lenge primarily for companies in the SME sector. For this reason, [Omrani], in his 
research, identified factors that determine the implementation of digital transforma-
tion, which are specific to SMEs. At the same time, however, Heavin and Power 
[112] emphasise that these challenges apply not only to SME businesses but also to
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large market players. Obviously, the extent of the challenges present in these two 
groups of companies differs. 

A literature review by Abdallah et al. identified four main categories of challenges 
related to the digital transformation process. These categories are shown in Fig. 3.17 
and discussed below [85]: 

(1) People 

The success of implementing digital transformation is determined by the ability 
of employees and managers to use digital technologies to improve processes and 
increase the efficiency of implemented activities. Therefore, acquiring and devel-
oping digital competencies is becoming a necessity in modern organisations, signif-
icantly as the demand for such skills will increase in the years to come [113]. At 
the same time, some employers do not understand the need for employees to acquire 
new skills, including digital skills that allow them to go through the organisation’s 
digital change process comfortably. 

A critical element related to implementing new technologies is people’s fear of 
losing their jobs to robotisation and automation of logistics operations. Many people

Fig. 3.17 Categories of challenges associated with the digital transformation process (based on 
[85]) 
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also fear that they will be unable to work in complex cyber-physical systems, which 
will isolate them and result in their dismissal. 

(2) Adoption of new technology 

The implementation of new technology carries investment (financial) and organi-
sational risks. Therefore, the adoption of new technology requires the introduction 
of a risk management culture in the organisation. This is particularly important as 
digital transformation increases the risk of cyber attacks. Therefore, building risk 
management systems and procedures to safeguard the company against these cyber 
threats is important. 

Implementing new technologies means high investment costs for their purchase 
and implementation. At the same time, however, this implementation means that 
processes, procedures and implementation standards need to be adapted to the new 
working environment. At the same time, new technologies replace legacy solutions, 
which means migrating data from previous systems while adapting them to the 
requirements of new technologies. This is associated with the need for additional, 
high financial outlays, often not mentioned at the planning stage of the transformation 
processes. 

It is also worth noting that implementing new technologies in individual links 
of the supply chain requires the adaptation of the effects of this implementation 
among the other participants in the logistics network anyway. Firstly, there will be a 
natural desire to standardise the level of digital maturity among the co-participants 
in the material flow handling process due to the desire to obtain the whole package of 
benefits of digital transformation. Secondly, even if some of the partners do not follow 
the accepted trend of introduced digital changes, it will be necessary to adapt the 
service standards to the requirements of exchange participants at different levels of 
digital maturity. Conversely, if the links that do not take up the digital transformation 
challenge are eliminated, there will be costs associated with changing the participants 
in the logistics network. 

(3) Change 

Digital transformation is about more than just implementing new IT solutions. It 
is a change of organisational culture, organisational structures, environment and 
working methods and, above all, a modification of the existing role of employees 
in the implemented processes. Therefore, a critical challenge associated with digital 
transformation is the appropriate management of this change within the company, 
particularly in building a culture based on the continuous improvement of the organ-
isation and the accompanying need for continuous change. As has been emphasised 
many times in this book, digital transformation is an ongoing process that will not 
have an end as long as we observe technological developments in the enterprise’s 
business environment. Therefore, it forces managers to manage their subordinate 
teams in such a way that, for their members, change is a natural part of their working 
conditions. If this approach is not taken, employees who have been taught to work 
according to the rules of the old system will strongly resist change, which forces 
them to step out of their comfort zone and take on new challenges. This can result in
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a prolonged change process and the need for additional costs and effort to achieve 
the desired goals. 

(4) Innovation 

Innovation is an essential success factor for successfully implementing digital trans-
formation in enterprises. Therefore, an organisation’s digitisation strategy should 
be integrated with the company’s innovation development strategy. The new digital 
technologies implemented in the organisation should support and impulse the devel-
opment of innovative solutions for implementing processes (process innovation) and 
creating new products/services (product innovation) that meet customers’ changing 
needs. It is also worth noting that external funding bodies can support the implementa-
tion of innovation in companies. This makes it possible to reduce the organisation’s 
own financial involvement in digital transformation processes, which can benefit 
from various types of external subsidies (e.g., European Union funds). This fact is 
significant from the point of view of companies belonging to the SME group, for 
which limited own financial resources are the main barrier to implementing digital 
transformation in their operations [87]. Another critical challenge in this area is 
access to knowledge and research infrastructure, which supports developing new 
initiatives. For this reason, the industry must cooperate with research units, which, 
with their activities, can support the implemented digital transformation processes 
in companies by developing new, personalised methods and tools for using digital 
technologies in business operations. 

3.3 Logistics 4.0 Concept 

The changes brought about by the development of Industry 4.0 tools are dynamic in 
nature and involve not only investment in new technologies but also radical changes 
to process models and the business environment. This means that the scope of impact 
of the I4.0 concept and the area of implementation of new technologies are no longer 
limited to production processes alone; they also apply to many supporting processes. 
The support area that ranks second after production processes in terms of the number 
of I4.0 solutions implemented is logistics. The critical importance of digital trans-
formation and I4.0 solutions in contemporary logistics systems is confirmed by the 
fact that the phrase Logistics 4.0 has entered the vocabulary of terms describing 
contemporary changes in industrial processes. 

At present, relatively few publications in the literature refer to the concept of 
Logistics 4.0. However, the literature review presented by Tubis and Grzybowska in 
2023 [98] and its comparison with the review prepared by Winkelhaus and Grosse in 
2020 [114] indicates that the concept is steadily developing and growing in popularity 
not only in industry but also in research. This is also confirmed by the number of 
publications referring to these solutions, which has steadily increased since 2017 
[115]. Of course, this growth is due to the continuous development of the Industry 4.0 
concept and the increasing popularity of applied I4.0 solutions, which find application
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not only in the area of production but, precisely above all, in logistics processes. 
Today, Logistics 4.0 is recognised as one of the fundamental pillars of Industry 4.0 
because of its strong integration with production processes. 

Logistics 4.0 continues to be defined in different ways, depending on whether 
it refers to processes, systems or its role in the functioning of supply chains. An 
interesting proposal for defining the term Logistics 4.0 is presented in [116], where 
the author defined it as a collective term for technologies and concepts of value chain 
organisation, in which cyber-physical systems monitor the processes of physical 
material flow, create a virtual copy of the physical world and make decentralised deci-
sions. The universal definition of the concept can be considered the one formulated 
by Winkelhaus and Grosse, who described Logistics 4.0 as a logistics system that 
makes it possible to sustainably meet the personalised needs of internal and external 
customers through digitally supported development [114]. Logistics 4.0 uses new 
technologies based on cyber-physical systems to support logistics processes [117]. 
This support is made possible by increased real-time data availability and simple and 
repetitive operations automation. 

Szymanska et al. [118] identified two dimensions of the Logistics 4.0 concept 
in their research: (a) processual—internal and external processes are a subject of 
the Logistics 4.0 actions, and (b) technical—technologies and tools that support 
internal processes in the supply chains. Winkelhaus and Grosse, on the other hand, 
in their research distinguished three dimensions that make up the construction of the 
Logistics 4.0 concept [114]:

• The external dimension is described by paradigm shifts driven by increasing 
customer expectations for highly individualised products and the development 
of Industry 4.0, which supports globalisation and sustainable development 
processes. This dimension also encompasses social changes related to modi-
fying consumption behaviour and customers’ expected access to different types 
of information.

• The technological dimension consists mainly of the technological factors of 
Industry 4.0 but also aspects concerning digital transformation in the internal 
processes of organisations and entire supply chains. Technological elements 
enable the paradigmatic change that leads to a shift from traditional logistics 
systems to Logistics 4.0.

• Tasks, domains, and people characterise logistics processes’ dimension. Tasks 
refer to management activities and execution activities. These activities are 
assigned to four domains according to the direction of the material flow imple-
mented, which refer to procurement logistics, internal (production) logistics, 
distribution logistics and reverse logistics. The human factor refers to employee 
behaviour and managerial decisions that influence the risk, execution quality and 
efficiency of logistics processes. At the same time, it should be borne in mind that 
the I4.0 solutions being introduced are not intended to replace man but to support 
his activities within the framework of man–machine cooperation.
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Based on their research, the authors also concluded that the main driver of the 
evolution of Logistics 4.0 is external change, and its causes can be divided into three 
categories: customer-driven, competitor-driven and environment-driven [114]. 

Information and access are central to all the changes associated with the fourth 
industrial revolution concerning logistics processes. For this reason, the technologies 
being implemented can be grouped into three categories [114]:

• Technologies for information generation—provide the visibility required to 
improve planning and control of temporally and spatially distributed, complex 
systems. Previously, physical and information flows were often handled sepa-
rately, leading to inefficiencies. Using solutions such as IoT in conjunction with 
RFID enables the required visibility, which can be used to improve most logistics 
operations directly or indirectly.

• Technologies for information processing. Processing the large amount of data 
generated is a complex process necessary for the information collected to support 
managers in their decision-making processes. A solution that can meet this chal-
lenge is Big Data analytics, which focuses on processing massive data and drawing 
conclusions from the analyses performed. Blockchain technology, which can 
support the transaction handling process, can also fall into this category.

• Information-enabling technologies. The information collected should be actively 
used to improve logistics processes and manage material flows. In this regard, 
two possibilities should be considered: (a) the system can use the information to 
execute logistics operations, e.g. by cyber-physical systems, or (b) in complex 
planning tasks, humans can use the information in decision-making processes, 
e.g. Big Data to optimise inventory levels or support employees in executing 
operations using augmented reality. 

Logistics 4.0 uses technological tools whose development is supported by Industry 
4.0, which are characterised in this chapter in Sect. 3.1. However, this list should 
be supplemented by several solutions dedicated to supporting logistics processes. 
Figure 3.18 shows the solutions most commonly used in Logistics 4.0 systems.

The primary logistics system supported by Industry 4.0 solutions is the warehouse. 
It is the warehouse handling processes that were first supported by new technologies 
such as automatic data identification (bar codes, radio frequency identification— 
RFID, QR codes) and autonomous vehicles (autonomous mobile robots, unmanned 
aerial vehicles—drones) [119]. 

3.3.1 Radio Frequency Identification (RFID) 

RFID is a technology dedicated to tracking and tracing goods, assets and accom-
panying information flows. RFID encompasses all technological solutions automat-
ically using radio waves to identify objects or people [120]. RFID technologies 
respond to the need for intelligent identification of various objects and are therefore
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Fig. 3.18 Industry 4.0 solutions applied to logistics processes

used in many industries, such as retail [121], logistics [122], building and construction 
[123], fashion [124], and healthcare [125]. 

Several methods of RFID object identification can be found in literature and 
practice. Most available solutions consist of a reader and a tag, which include an 
antenna and a microchip. The role of the microchip is to store information about the 
object, while the antenna enables the microchip to transmit information to the reader. 
There are two types of tags [126]:

• Passive—the most straightforward and cheapest information carriers that do not 
have an embedded information source.

• Active—have their own power supply, thanks to which they have internal read 
and write capabilities and can transmit signals over long distances. 

The industry also has semi-passive tags and intermediate solutions to the two 
primary technologies. It is also worth noting that RFID technology can support both 
continuous and discrete object tracking [126]. 

The increasing popularity of RFID technology in logistics is determined by the 
many benefits associated with its implementation. Chanchaichuji et al. [127] identi-
fied six main benefits of using RFID in logistics based on a literature review. These 
benefits are shown in Fig. 3.19.
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Fig. 3.19 Benefits of implementing RFID technology (based on [127]) 

3.3.2 Unmanned Aerial Vehicles (UAV)—Drones 

Unmanned aerial vehicles, also known as drones, were initially conceived as a tech-
nology used for various military missions [128]. However, Industry 4.0 has also 
resulted in their use in non-military areas. Their area of application is one of many 
criteria for their classification. Singhal et al. [129] divided drones into three groups 
about the missions they perform:

• Civilian group—includes drones used primarily for industrial and social purposes, 
e.g., mining, agriculture, construction, maintenance, logistics, delivery or disaster 
management.

• Environment group—includes drones used to monitor ecosystems such as soil, 
crops, water, underwater, and mountains or to measure air quality, pollution, and 
gas concentrations.
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• Defence group—includes drones used for military purposes that perform spying 
missions, bomb dropping, medical delivery in a war zone, and border surveillance. 

Using drones as an enabling technology for logistics operations is relevant to the 
book’s topic. Yoo et al. [130] point out that the popularity of drone use in this case has 
been mainly influenced by their use by large online retailers (Amazon, Google, DHL, 
and Walmart) in the parcel delivery process. However, an analysis of publications 
related to the use of drones indicates that the primary use of drones in logistics at this 
point is mainly in support of selected warehouse operations. In their research, some 
authors even indicate that drones will be a crucial technology to support transport 
processes in the internal logistics of smart factories [131]. Many authors also note that 
the widespread implementation of UAVs to support logistics processes will represent 
future trends in developing Logistics 4.0 systems [132]. The growing popularity of 
drones in logistics processes is mainly determined by their ability to fly and hover 
autonomously, avoid obstacles in different warehouse layouts, navigate indoors, and 
land precisely [119]. In particular, their lack of restriction to navigate only on a 
flat surface and their applicability in all three warehouse dimensions significantly 
influences the search for their increasing use in logistics [132]. In his research, 
Wawrla distinguished three main warehouse processes whose support with drones 
can bring significant increases in operational efficiency and effectiveness:

• Inventory management—drones can be used here for inventory audit, cycle 
counting, item search, buffer stock maintenance, and stocktaking.

• Intralogistics of items—in this process, drones should be used primarily for the 
express delivery of tools and spare parts feeding production systems.

• Inspection and surveillance—drones can be used to monitor and inspect dangerous 
areas or high altitudes or counter undesirable behaviour. 

The literature review and implementation reports presented in [133] indicate 
numerous benefits and challenges associated with using drones in warehouse 
operations. The most commonly identified benefits and challenges are shown in 
Fig. 3.20.

The critical constraint at present is primarily legislative challenges. These are the 
ones that significantly limit the applicability of drones in external deliveries in many 
countries. For this reason, their full potential must be realised in internal logistics. 
In Poland, several projects are currently underway to research the use of drones 
in warehouse logistics and support monitoring systems for transport and logistics 
infrastructure. The results obtained from these studies (e.g. [133, 135, 136]) confirm 
the excellent potential for improving material handling processes through the use of 
AUV systems.
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Fig. 3.20 Benefits and challenges of drone use in warehouse operations (based on [133, 134])

3.3.3 Automated Guide Vehicle (AGV) 

Drones are not the only handling devices that owe their intensive development to 
the fourth industrial revolution. Far more popular in internal logistics (warehousing 
and manufacturing) are AGV systems, which can refer to automated or autonomous 
guide vehicles. These systems are used in production plants, warehouses, distribution 
centres and transhipment terminals. Automated guide vehicles have been known for 
a long time. However, with the development of the Logistics 4.0 concept, compa-
nies have increased their interest in implementing large-scale internal material flow 
handling processes. The growing interest in implementing AGV systems in logistics 
processes is also influenced by the numerous benefits described in the literature and 
industry reports. Among the most important are [137, 138]:

• reduced labour costs,
• increased safety,
• increased operational accuracy,
• increased productivity,
• elimination of human errors,
• sustainability of logistics operations supporting material flows in supply chains,
• reduction of energy consumption, particularly for electrically powered AGVs,
• reduction of atmospheric emissions of Particle Matter and Greenhouse Gasses 

like CO2 and NO2,
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• improvement of human safety above all by reducing the number of accidents in 
warehouse processes involving workers. 

Implementing an AGV system in internal logistics is always associated with high 
investment costs [139]. However, the investment incurred for implementation usually 
pays off very quickly due to the savings generated by AGVs during their operational 
phase. The most significant savings associated with the use of AGV systems can be 
achieved through [140]:

• the ability to operate 24/7 with minimal labour costs and human intervention,
• reduction in overtime pay,
• lower maintenance expenses compared to conventional vehicles,
• increased productivity in logistics operations and extended service levels for the 

entire SC,
• indirect cost savings resulting from improved safety and accident reduction. 

The increasing use of AGV systems in logistics operations has increased the 
variety of tasks these vehicles perform, and their scope is no longer solely concerned 
with transport. The findings of DeRyck et al. [141] indicate that fleets of AGVs being 
designed will need to be more heterogeneous in order to be able to adapt dynamically 
and flexibly to the tasks assigned to them. Each vehicle will be assigned a specific 
functionality to operate in a flexible plug-and-produce system. AGVs can be used 
in various operational situations by equipping the vehicles to perform specific tasks. 
However, this is not the only direction of development for these systems. DeRyck 
et al. emphasise in their research that the future development of AGVs should take 
into account the following trends [141]:

• the growing demand for customised AGVs and expansion of their functionality;
• the development of flexible production systems;
• the adaptation of AGV systems to the specific needs of SME companies;
• the building of increasingly large and complex systems that should meet new 

needs for transport in the factory. 

AGV systems are primarily used in handling, picking, packing, and palletising 
operations [142]. Their operation’s design and control processes are complex, as they 
require considering many elements related to the operation of vehicles in coordinated 
material handling processes carried out in a space shared with people. Therefore, 
important aspects related to the planning and control of their operations include 
[143]:

• guide-path design,
• idle vehicle positioning,
• vehicle scheduling,
• battery management,
• vehicle routing and deadlock resolution,
• estimating the number of vehicles required (or determining vehicle requirements).
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Optimisation of the plans developed for the above aspects of AGV management 
is the subject of numerous studies reported in the literature. This is mainly due to 
the desire to exploit the full potential of replacing traditional handling equipment 
with automated solutions. However, it is worth noting that using AGVs in anthro-
potechnical systems generates new hazards and changes the risk levels associated 
with cargo handling. Some of the adverse events identified are due to errors in the 
design of the system operation and planning of its activities. However, a set of unde-
sirable events already occur during the system operation phase and cannot always 
be counteracted. Therefore, research directed towards developing guidelines for the 
operation and maintenance of AGV systems that will support logistics processes 
that are resilient to disruptions and implemented in a safe working environment is 
necessary. The safety and operational efficiency of AGV systems will determine their 
further development and broader application in the logistics handling processes of 
cargo in supply chains. 

3.4 Summary 

As already indicated in Chap. 1, an important phenomenon influencing the creation 
of a new risk paradigm is the digital transformation and the related fourth industrial 
revolution. Industry 4.0 represents a de facto revolution, as the solutions it introduces 
have entirely changed the working environment, the way processes are carried out, 
and even the business models implemented by individual organisations, as well as 
entire supply chains in all sectors of the economy. The ability to use large databases 
from various sources and available in many cases in real-time has created enormous 
potential for quantitative and qualitative analyses to support the decision-making 
processes of managers and management. Thanks to the availability of a wealth of 
information on historical phenomena and events and the ability to study their corre-
lation with company performance, managers have gained knowledge that improves 
their ability to identify adverse events and assess the risk of their occurrence. Thanks 
to the continuous transfer of real-time data, they can react faster and better to unex-
pected disruptions and more accurately and efficiently adjust ways/tools to mitigate 
risks. However, the implementation of digital solutions and automation also brings 
with it the emergence of new risks that were not present in traditional systems, such 
as cyber-attacks, simulation sickness, and technological exclusion, for example. This 
makes the risk assessment scope necessary to consider a broader analytical context 
and go beyond the existing boundaries. The aim of this chapter was to present the tools 
of Industry 4.0 and the impact of their implementation and digital transformation on 
changes in logistics processes and supply chains. 

Industry 4.0 has introduced new solutions into the business space. However, it 
has also benefited from previously known technologies, which have boosted in-
tensive development by combining them into cyber-physical systems that operate 
in the new industrial reality. Therefore, to understand the need for a new approach 
to risk management, it is first necessary to understand these technological solutions
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and the principles of their application in Industry 4.0 systems. Therefore, Sect. 3.1 
characterises the most important tools and technologies used in complex cyber-
physical systems, outlining not only the assumptions for their application but also 
the benefits and risks involved. The principles of implementing Industry 4.0 solu-
tions and their impact on modifying internal processes and business models imple-
mented in companies were also presented. In particular, attention was paid to the 
change in man’s role in processes supported by I4.0 technologies and the need to 
change employees’ competencies. The acquisition by employees of so-called digital 
competencies, allowing them to function efficiently in a dynamically changing work 
environment, is one of the critical challenges related to the implementation but also 
to the use of the full potential provided by I4.0 tools. 

Industry 4.0 has also accelerated digital transformation processes, which has a 
very significant impact on the execution of internal processes but, above all, on the 
relationships between participants in supply chains. This impact is so substantial 
that a new concept called Digital Supply Chain has been formulated based on this 
trend. Section 3.2 presents its basic assumptions and the conceptual framework for 
implementing digital transformation processes in supply chain links. Research in 
this area shows no one-size-fits-all approach to implementing digital transformation 
in supply chains. Therefore, it is necessary to build an implementation strategy that 
considers the specifics of the sector served, the requirements reported by consumers, 
and the supply chain structure itself, including the number of links at each level 
of the logistics network and the vertical and horizontal relationships linking them. 
The second important issue related to the digital transformation of modern supply 
chains is to assess its impact on changes in the processes and systems of actors 
involved in handling material flows. In their research, many authors focus primarily 
on the benefits associated with the digital transformation of organisations, looking 
for arguments supporting the validity of its implementation and continuous devel-
opment. Notable benefits in favour of its implementation include, first and foremost, 
improving communication within the organisation and with business partners, as 
well as building resilient organisations and supply chains. However, digitalisation 
and automated logistics processes also generate new challenges and risks for compa-
nies. This is because it no longer only concerns the implementation of new infor-
mation and communication technologies in operational activities but also modifies 
the organisational culture, methods of carrying out assigned tasks, and even business 
models implemented at the level of strategic changes in the organisation. A critical 
challenge many enterprises face is the need for more organisational preparation for 
the changes enforced by the modern market. The most critical category in this case 
is people with very limited digital skills and resistance to change. Failure to prepare 
them properly additionally results in fear of losing their jobs and blocking the imple-
mentation of new solutions. No less importantly, the very process of adapting new 
technology in an organisation is also a challenge. In this research, there are analyses 
of the high costs of implementation, which are related not only to the purchase of new 
technology but also to its integration with previous systems or the migration of data 
to new systems. Adapting new technology also requires changes to processes and 
operating procedures, particularly developing new ways of dealing with emerging
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risks, such as cyber-attacks. All these activities force intensive and dynamic changes 
in the company, which requires building an appropriate organisational culture based 
on flexible adaptation to new operating conditions and extensive use of the risk 
management potential associated with these changes. 

The development of Industry 4.0 in recent years has meant that processes relating 
to digitisation and automation have moved beyond the boundaries of production 
processes and are now also being implemented with comparable success in other 
processes, including activities related to the logistical handling of material flows. 
For this reason, Sect. 3.3 presents the concept of Logistics 4.0, now considered one 
of the fundamental pillars of Industry 4.0. Indeed, logistics processes are the second 
largest area of application of digital technologies and automation at the level of 
both material flow handling and information handling. Almost all of the solutions 
used in intelligent manufacturing are also applied to logistics processes in individual 
companies and their cooperation in the supply chain. These technologies are also 
complemented by automatic and autonomous transport solutions, which provide 
essential support for cargo movement processes, nowadays primarily within internal 
logistics. These solutions will also be the subject of further research presented in the 
following chapters of this book. 
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the source of which is the human factor. Implementing these mobile solutions thus 
responds to the need to minimise the risks present in traditional internal logistics 
systems. However, at the same time, these systems generate new types of adverse 
events characteristic of cyber-physical systems. To confirm the research gap defined 
in Chap. 1, the Author and her team conducted a comprehensive literature review 
to identify current research trends related to risks in internal transport processes 
supported by Logistics 4.0 solutions. A summary of this research will be presented 
in this chapter. 

4.1 Risks Concerning the Operation of the AGV System 
in Internal Transport 

Chapter 3 presents the characteristics of AGV systems, as well as the challenges and 
benefits associated with their use in complex cyber-physical systems. AGV systems 
are among the key research areas conducted by the Author in recent years. This 
research primarily focuses on assessing the risks associated with the operation of 
AGV systems and their interaction with humans in a shared workspace. The research 
results have been published, among others, in [1–3]. 

One of the phases of the conducted research was a systematic literature review on 
the risks associated with the operation of AGV systems, which is described in detail 
in [1]. The literature review looked at articles and proceeding papers from 2018 to 
2022 published by three publishers: Elsevier, IEE and MDPI. These publishers have 
had the most significant publication output in this area in recent years. A total of 155 
articles and 44 proceedings papers were accepted for the analysis, identified from a 
search conducted according to the PRISMA method based on the searches presented 
in Table 4.1. 

The analysis of the publications made it possible to identify 12 research trends 
related to the risks of operating AGVs. These trends are shown in Fig. 4.1. Based on 
the critical literature analysis, all 199 publications were classified into the highlighted 
thematic categories. However, for the research presented in this book, the Author’s 
attention will only focus on selected articles from this review.

Table 4.1 Search query for publications on risk in AGV systems 

TITLE_ABS_KEY (“AGV” OR “automated guided vehicle” AND “risk” ) 
AND LANGUAGE (English) AND PUBYEAR > 2017 
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Fig. 4.1 Main research trends related to AGV system risk (based on [1]) 

4.1.1 Safety 

Safety has to be considered the most critical research trend relating to the risks asso-
ciated with operating an AGV system. This is obviously because most risk analyses 
relating to automated or autonomous systems focus primarily on safety. The issues 
of the safe movement of these devices through logistics facilities, including shared 
spaces with operational staff, significantly determine other research trends relating to 
vehicle navigation, path planning, localisation and control systems. At the same time, 
the Author distinguished three dominant research directions within this category, as 
shown in Fig. 4.2.

The first research area identified is the analysis of the causes of hazardous 
situations related to the operation of AGVs. This area can be divided into two 
groups: (a) hazardous situations involving only AGVs and (b) hazardous situations 
involving AGVs and other objects. Within the first group, ongoing research focuses 
on analysing collisions between vehicles during their missions [4, 5]. Therefore, 
the researchers focus on aspects concerning the crossing of the paths of the moving 
vehicles and the coordination of the work of the trucks within the schedules created. 
This is because both research aspects were identified as the leading causes of vehicle 
collisions and jams. The second group of hazardous situations refers to collisions
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Fig. 4.2 Research directions in the “Safety” category

between AGVs and other objects in the shared workspace [6]. These objects usually 
include other technical equipment, fixed infrastructure elements and people. There-
fore, authors analysing such events have proposed solutions aimed at improving 
navigation [7], path planning [8], and obstacle-braking systems [9]. 

The second area concerning the safe operation of AGV systems was issues related 
to ensuring an adequate level of cyber security. The authors of the analysed publi-
cations mainly drew attention to the lack of standards for protection against cyber-
attacks, which would consider the specific functioning of AGV systems [10]. Many 
researchers also proposed digital protection solutions dedicated to AGV systems 
[11]. 

The third research area referred to a specific type of AGV system in which vehicles 
are equipped with additional manipulation devices placed on the trolley surface. As 
the vehicle moves, the additional equipment introduced into the tremor can cause the 
whole device to lose stability. Therefore, this group includes publications in which 
the authors analyse the safety enhancement issues associated with the movement of 
these vehicles [12, 13].
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4.1.2 Path Planning 

The reason for many adverse events involving AGVs is the difficulty of planning 
how the vehicles move through the operational zone. For this reason, the second 
major research trend is path planning. For this group, the majority of risk assessment 
research has focused primarily on developing vehicle movement algorithms to avoid 
collisions and conflicts between AGVs during their missions [8, 14, 15], as well as to 
reduce their collisions with other objects in the AGVs’ movement space [16, 17]. In 
some studies, the risk analysis results allowed the type and probability of obstacles 
along the vehicle’s route to be determined so that their occurrence was considered 
when optimising routes [18]. A solution to emerging adverse events during the move-
ment of AGVs is dynamic path planning. Research aimed at reducing the occurring 
risk of collisions and conflicts in this way is presented in [19], among others. 

4.1.3 Navigation 

The second critical cause of adverse events occurring is interference with vehicle 
navigation. AGV systems can be navigated in two ways:

• with predefined paths that use various human-installed signage systems (lines, 
QR codes, reflections);

• based on sensors and systems that allow vehicles to “observe” the operational 
environment (e.g. LiDAR, cameras, multi-antennas). 

Both navigation systems have their drawbacks and limitations, which are the focus 
of the risk analyses. The results of the analyses carried out are the basis for

• preparing proposals for new solutions [20];
• improvements to current systems [21];
• identification of risks associated with implemented solutions [22];
• identification of risks arising from environmental conditions [23]. 

4.1.4 Localisation 

Risks associated with vehicle navigation are often linked to interference with vehicle 
location (e.g., lack of information about the current vehicle location and erroneous 
vehicle location parameters reported by the system). For this reason, another distin-
guished research category related to the risks associated with AGV systems is “Local-
isation”. This is because the efficient navigation of an AGV system requires the 
provision of real-time, up-to-date information on the vehicle’s location. Therefore, 
the level of risk involved in moving vehicles strongly depends on the system meeting 
the requirements for the accuracy of the current location information provided. Thus,
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research in this category focuses on improving localisation methods or adapting them 
to increasingly demanding operating conditions [24–26]. 

4.1.5 Scheduling 

Issues concerning the risk assessment of the operation of AGVs are often related 
to the stage of planning their work and assigning them missions to accomplish. 
For this reason, one of the more numerous categories highlighted in this review 
is “Scheduling”. When creating the scheduling of an AGV system, it is crucial to 
consider the risks associated with limited company resources [27]. Most publications 
in this group have focused on the analysis of Flexible Production Systems (EPS), 
where the high dynamics of change strongly affect the risk of disruption to the 
material supply process handled by the AGV system [28]. Therefore, EPS requires 
the implementation of dynamic vehicle scheduling based on learning algorithms [15, 
29] or using a digital twin to refine the system’s work scheduling [30]. The dynamic 
scheduling implemented also aims to eliminate disruptions due to changes in the 
production process [15, 31]. 

As noted under the Safety category, an important aspect of scheduling an 
AGV system is considering the risk of collisions between vehicles simultaneously 
performing their assigned tasks. For this reason, several publications analyse different 
scheduling methods to minimise collisions between moving vehicles [32, 33]. 

Another critical research issue is the risk associated with the power system of 
AGVs. Therefore, ongoing research is directed towards optimising the assignment 
of missions to be carried out, considering the capacity of the battery powering the 
vehicle [34, 35] or the potential savings of the battery consumed by the vehicle during 
the mission [36, 37]. 

4.1.6 Power Supply For AGVs 

The issue of power supply for the AGV system was highlighted as a separate research 
category. This category includes publications dealing not only with the capacity of the 
battery supplying the vehicle but also research to select an appropriate power supply 
system. The risk analysis in these publications is used to assess adverse events related 
to:

• the implementation of a proposed improved or new power system [38, 39];
• the justification of the need to change the power supply system due to risks in the 

existing system [40]. 

Particular attention of researchers is also focused on solutions that allow vehi-
cles to be powered up without human intervention, thus reducing human error and 
dependence on the availability of operational staff (elimination of wastage associated
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with waiting for service). Therefore, published research looks at wireless [41, 42] or  
inductive power transmission [43]. 

4.1.7 Industry 4.0 

AGV systems are a solution whose growing popularity is linked to the development 
of Industry 4.0. The I4.0 concept introduces new challenges to the operation of an 
AGV system. The results of the risk assessment carried out, in this case, may refer 
to the need to meet specific requirements for an AGV system operating in an I4.0 
environment [44, 45] or to adapt the AGV system to the needs of SME companies 
implementing I4.0 solutions [46, 47]. 

An important I4.0 solution to support the management of risks associated with 
the operation of AGV systems is digital twins. This digital solution is used to:

• improve AGV system navigation [48];
• improve the scheduling of the AGV system [30];
• controlling the movement of vehicles in their workspace [49];
• improving the management process of AGV systems in general [50]. 

4.1.8 Control System 

The “Control system” category refers to two functions: (a) monitoring the correct 
functioning of the AGV system and (b) controlling vehicles in the event of a distur-
bance. Risk assessment results in monitoring the AGV system’s correct operation are 
based on measurements made using information systems [51, 52] and various sensors 
[53]. Some publications refer to using the control system to reduce interference 
occurring during the execution of missions by vehicles [54]. 

4.1.9 Implementation in Specific Systems 

An interesting category is represented by publications in which the assessed risks are 
related to using AGVs in non-standard anthropotechnical systems. In these studies, 
the risk assessment is carried out to identify the difficulties encountered in their 
implementation. Addressing these challenges during the system design and planning 
stages can reduce the frequency of adverse events. Noteworthy among the results 
described in this category are studies on the application of AGV systems in:

• smart parking systems in large cities [55];
• large greenhouse installations [56];
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• the car-loading process of Ro-Ro ships [57];
• routing in the mountains [58]. 

4.2 Cooperation between Human and AGV System 

The results of the Author’s research indicated that most of the publications on AGV 
systems that addressed risk issues referred to safety as the leading research category. 
Most of the publications included in the other categories also directly or indirectly 
referred to these aspects. It is worth noting, however, that only a few publications 
included humans. Of course, people appear in all these safety studies. However, 
they are only potential recipients of the effects of the adverse events or one of the 
possible objects with which a vehicle may collide. Meanwhile, these are not the only 
adverse events in which humans appear as a source of risk or a victim of its potential 
effects. Therefore, the Author and her research team felt that this was a significant 
research gap that needed to be acknowledged by detailing previous research and 
focusing attention exclusively on issues concerning the interaction of AGV systems 
with humans. 

Therefore, the second research phase concerned a systematic literature review 
already focused exclusively on the collaboration between humans and AGV systems. 
Here, the PRISMA method was also used to search for publications that met the 
conditions defined according to the queries presented in Table 4.2. 

The two largest databases, i.e. Web of Science and Scopus, were used to search 
for publications related to the research question under analysis. Some publications 
were duplicated, but this was corrected when sorting out the material for study. 
After the selection process, 117 publications were accepted for analysis, including 
81 proceedings papers and 36 articles published between 2018 and 2023 (excluding 
December 2023). Detailed results from the analysis of the full review of the indicated 
177 publications are presented in [3]. However, only the main research trends and 
general conclusions from the literature review will be discussed in this book. 

Publishers that publish the most research results on human–machine collaboration 
include IEE, Springer and Elsevier. The analysis of the issues discussed in these 
publications identified three dominant research trends, as shown in Fig. 4.3. 

Table 4.2 Search query for publications on human-AGV system collaboration 
TITLE_ABS_KEY (“AGV” OR “automated guided vehicle” OR “autonomous 

guided vehicle” AND “human” ) AND LANGUAGE (English) AND 
PUBYEAR > 2017
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Fig. 4.3 Main research trends in publications on man and AGVs (based on [3]) 

4.2.1 Designing a Safe Work Environment 

As with the first literature review, safety issues are an important research category. For 
the publications reviewed, the main focus of the researchers was on issues concerning 
the design of a safe work environment. Technical systems working with humans must 
not endanger their health or life, so the risk assessment mainly emphasises identifying 
hazardous situations. Accordingly, three lines of research have been identified in this 
category, as shown in Fig. 4.4.

The first research direction is the analysis of human (obstacle) detection by AGV 
systems. Vehicles in operation should obtain the required real-time information on 
the location of people in the space in which the vehicles are moving. Therefore, to 
reduce the risks associated with collisions between AGVs and humans, the authors 
of the publication investigated the possibility of using different data collection and 
human location technologies, such as:

• cameras [59, 60];
• laser sensors [61, 62];
• vehicles [59, 63];
• ultrasound [61];
• human-located sensors (Ultra-wideband system) [64, 65].
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Fig. 4.4 Research directions in the category “Designing a safe work environment” (based on [3])

However, the risk analyses indicate that these solutions may have specific limita-
tions, which determine the detection system’s reliability and affect the safety level 
of the human sharing the workspace with the AGV system. Therefore, to mitigate 
the risks involved, some researchers are looking into the possibility of implementing 
hybrid detection systems that make it possible to increase safety even in a dynamic 
working environment [7, 66]. 

The second group of safety-related publications deals with aspects of AGV system 
navigation, which is also confirmed by the results of the first literature review. In 
the publications analysed, the authors focused mainly on the correct navigation of 
vehicles along established paths so as not to cause conflicts or collisions with people 
[67–69]. Also relevant to this research issue is how a vehicle undertakes a mission 
after an emergency stop caused by the appearance of an obstacle (human) on the 
road. In this case, the researchers’ attention is directed to the issues of autonomous 
or guided resumption and the determination of a new path to avoiding the obstacle 
[70–72]. 

The third group consisted of publications whose results are oriented towards safety 
validation. This validation can refer to three issues: 

(1) The feasibility of using risk analysis to validate the safety associated with the 
operation of an AGV system. 

Research on such analyses has been reported in [73, 74]. The results obtained in 
[73] made it possible to identify faulty elements (areas) in an AGV system and, on 
this basis, to assess the risk of situations posing a threat to its operation. In contrast, 
Anastasi et al. [74] focused on risks relating to human-vehicle interaction. 

(2) The use of simulation tools and testing programmes to improve the safety of 
human-AGV interaction. Research in this group has addressed: 

a. Testing methods of human-AGV communication [75]; 
b. Testing vehicle positioning methods [76]; 
c. Testing a pick-up and delivery system in which a human interacts with the 

AGV [77];
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d. Creating a virtual environment to simulate AGV operation with human 
safety in mind [78]. 

(3) Safety assessment for accident risk prevention. 

Research in this area relates to implementing human-vehicle accident prevention 
systems [79] or systems to manage disturbance [80]. 

4.2.2 Human-AGV Cooperation 

The second identified research category shown in Fig. 4.3 is human-AGV coopera-
tion. Again, three research areas are identified, as shown in Fig. 4.5. 

An important research issue is to place the human at the centre of attention when 
designing the AGV system and planning its operation. To achieve this, information 
about the behaviour and modus operandi of the people interacting with the AGV 
system must be taken into account first and foremost. Bergman et al. [81] and Locking 
[82] designed their operation based on human behaviour and nature to increase 
the predictability and unambiguity of operations performed by AGVs. Bach et al. 
[83] even developed a controller for the AGV system that mimics human driving 
behaviour, such as adjusting speed when cornering. Prati et al. [84] developed a set 
of guidelines for communication and data exchange between humans and mobile 
robots. 

Another critical aspect of human–machine collaboration is mutual communica-
tion. Therefore, it is crucial to develop clear and convenient human interfaces to 
exchange messages between humans and vehicles. However, Vlachos [85] empha-
sises that the critical issue is not only a tool in the form of an interface adapted to the 
nature of the collaboration but also raising awareness of the need for human-vehicle 
interaction. David [86] additionally points out that the human-AGV communication 
system should be interoperable and adapted to different types of vehicles. When

Fig. 4.5 Research directions in the category “Human-AGV cooperation” (based on [3]) 
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specifying the requirements for a human-AGV communication panel, it is important 
to remember to meet the requirements for proper ergonomics, particularly issues 
such as panel location height, tilt angle, and operator distance [87]. 

The data collection system by the AGV system and its transmission to the workers 
are also critical issues. Ballal et al. [88] proposed a wireless data collection and 
sharing system. The sensor system continuously collects defined data as the vehicles 
move, which is then transmitted via Wi-Fi and displayed to the worker on a laptop. 

Many researchers stress that human-vehicle communication should be two-way 
and real-time [72, 84]. Various solutions to improve human-AGV communication 
are described in the literature. Among the most popular are:

• AGV follow-me system [89, 90];
• AGV call system [91, 92];
• AGV guide-me system [93];
• AGV control system primarily uses hand gestures for control [94, 95]. 

As described in scientific publications, the final stage of human-AGV collabora-
tion is the optimal design of the shared workspace. Coelho et al. [96] point to the 
need for some balance in numbers between human resources and AGVs in a shared 
workspace. An area of much research is primarily the order-picking process and the 
appropriate coordination of people and AGVs in planned activities [97–99]. In some 
studies, AR technology can further support collaboration in a shared workspace. An 
example of such research is presented in [72], in which an AR environment was 
developed to track vehicle routes. Users can also indicate areas where only people 
are present, spaces where only AGVs move, and zones shared by people and vehicles. 

4.2.3 Comparison of Agv and Human Work 

The third research category identified is the comparison of human and AGV system 
operation. The comparative analyses prepared are usually used to formulate argu-
ments for choosing a particular operating system. Three dominant research trends 
were identified in this category, as shown in Fig. 4.6.

Most research focuses on the effects of human labour and AGV systems in 
labour-intensive, time-consuming, yet repetitive processes [100, 101]. Indeed, many 
researchers note that human labour is very costly, so using it to perform simple, 
repetitive operations is economically unviable [102]. An example of such a process 
is order picking, and examples of comparisons for this area are described in [101], 
among others. A comparison of human labour and the AGV system is the subject of 
studies that aim to demonstrate the benefits of implementing automated solutions in 
the form of:

• increased productivity [100, 103–105];
• increase in efficiency [100, 102, 103, 105–110];
• time reduction [104, 111];
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Fig. 4.6 Research trends in the category “Comparison of AGV and human work” (based on [3])

• reduction of human errors [103, 106, 109];
• congestion [105];
• improvement of safety [103, 105, 107, 110]. 

AGV systems are also implemented to assist or replace humans in tasks carried out 
in hazardous working environments. Research in this area was carried out primarily 
during the COVID-19 pandemic, and the benchmarking studies conducted indicated 
the enormous potential of AGV systems to replace humans in deliveries in contam-
inated areas, patient care and disinfection processes [112, 113]. Replacing humans 
with AGV systems for these processes reduced the exposure of healthcare personnel 
to extreme infections and fatal illnesses. 

A second area of application of AGV systems instead of humans is in operations 
that physically burden staff, such as transporting sick people between hospital rooms 
[114] or transporting dirty dishes or heavy food in restaurants [104]. 

4.3 Risk Related to the Use of Drones in the Warehouse 

A second Industry 4.0 solution to support the material handling process is drones, 
the characteristics of which are also presented in Chap. 3. Using drones in last-mile 
delivery logistics has attracted much interest recently. However, current legislation 
in many European Union countries means that there are currently many restrictions 
on the use of UAVs in external transport, and this situation is unlikely to change 
in the coming years. For this reason, many researchers and companies involved in 
this technology focus on the potential for developing drone applications, primarily 
in internal logistics. However, implementing these solutions in indoor facilities, for 
processes carried out in a workspace shared with people, generates many new risks 
specific to this technology. 

Following in the footsteps of the research presented in Sect. 4.1, the same study 
was conducted by the Author and her team concerning the risks associated with the
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operation of UAV systems. A systematic literature review carried out according to 
the guidelines of the PRISMA method, was used to identify research trends on the 
topic under study. The search for publications was based on the Web of Science 
database and the searches presented in Table 4.3. 

The publications from such a defined search were limited to articles and proceed-
ings papers published by the three publishers with the largest share of publications in 
this area—IEEE (Institute of Electrical and Electronics Engineers), MDPI and Else-
vier. For the final analysis, 257 papers from 2019 to 2023 were accepted. Detailed 
results from the literature review are described in [115]. However, for this book, the 
Author will focus only on the most important issues relevant to the developed risk 
assessment method. 

The literature review made it possible to distinguish eight leading research trends 
related to the risk of using UAV systems. These categories are presented in Fig. 4.7. 

Table 4.3 Search query for publications on human collaboration with AGV systems 

TITLE_ABS_KEY (“drone” AND “risk” ) AND LANGUAGE (English) AND 
PUBYEAR > 2018 

Fig. 4.7 Major research trends in drone risk publications (based on [115])
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4.3.1 Monitoring 

Most publications on risk and drones are concerned with monitoring selected 
phenomena. Drones are used extensively in monitoring processes because they can 
take pictures or collect measurements in difficult or dangerous conditions for humans. 
The most popular areas of drone use in monitoring, identified from the literature 
review conducted, are shown in Fig. 4.8. 

The results of the analysis have shown that drone monitoring typically has two 
functions:

• Monitoring complements field-based surveys—first, human field surveys are 
carried out, and then the survey results are supplemented based on data from 
the drone missions.

• Monitoring results form the basis for the demand for surveys in a given area— 
phenomena that require field surveys by a research team are identified based on 
the data recorded by the drones. 

However, it is worth noting that in many of the publications in this category, 
drones are only used to take photographs and measurements. The collected data is 
then processed and analysed by machine learning algorithms or artificial intelligence. 
Therefore, the results published in the papers concerned combining UAV systems 
with artificial intelligence, e.g. for monitoring natural disasters such as fire [116–118]

Fig. 4.8 Identified areas of drone use in monitoring processes (based on [115]) 
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Fig. 4.9 Benefits of using drones in monitoring processes (based on [115]) 

or flooding [119–124]. These situations often require rapid decision-making based 
on the anticipated development of the phenomenon under investigation, which can 
save lives. 

Drones also play an important role in various types of inspections, including but 
not limited to:

• monitoring the security of critical infrastructure [125];
• vigilance of construction works [126, 127];
• identification of hazardous phenomena (e.g. corrosion) concerning the condition 

of industrial structures or wind farms [128, 129];
• inspection of transport infrastructure [130, 131];
• detection of unexploded ordnance [132] and anti-personnel mines [133]. 

The significant benefits of their use determine the increasing popularity of incorpo-
rating drones into monitoring processes. The primary rationale for drone deployment 
in this area is shown in Fig. 4.9. 

4.3.2 Other Applications of Drones 

Monitoring is one of many areas of application for UAV systems. An equally impor-
tant application area is the possibility of transporting small cargo with drones. This 
solution has many supporters primarily because of the benefits associated with their 
use, such as lower implementation costs, greater efficiency, and increased safety 
of the transport missions performed [134–136]. There are many opportunities for 
the commercial use of drones in transportation. Interesting examples of such use in 
Australia are presented in [137]. Drones are also used for delivery in the construction 
industry [138], the chemical sector [139, 140], and in agriculture for spreading mate-
rials [136]. Using drones to transport medical devices and blood while complying 
with regulations is also gaining popularity [141–145].
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The ability to use AGV systems for transport and data collection makes this 
technology increasingly applicable to:

• search and rescue missions [146–153];
• disaster assessment and recovery [146, 147, 149, 154, 155];
• ground transport support in emergencies [141, 156, 157]. 

During the COVID-19 pandemic, AGV systems were used to transport medical 
supplies, especially in non-contact deliveries and disinfection of large areas [158]. 
Other possible areas of drone application described in the publications analysed 
include:

• warehouse inventories [159, 160];
• fighting mosquitoes [161] or desert locusts [162];
• exploration of other planets—Mars [163];
• rehabilitation of birds of prey [164];
• the herding of wild horses [165]. 

In all publications on the use of UAV systems for transport or data collection, the 
risk aspects are described in two ways:

• the risk assessment is about the use of drones in the study area or
• drones are a response to a risk that currently exists in the operation of a particular 

process 

4.3.3 Technology Development Related to the Operation 
of Drones 

Another critical research category is the direction of technology development related 
to the operation of drones. As noted at the beginning of this section, there are currently 
many industry constraints on the use of drones. An interesting analysis of techno-
logical challenges and regulatory constraints is presented in [141]. A critical techno-
logical challenge associated with the operation of UAV systems is ensuring adequate 
safety during their missions. Therefore, ongoing research is directed towards devel-
oping technologies to aid path planning, navigation and obstacle avoidance [146, 
154, 166–172]. An important step in the operation of a drone is its landing. There-
fore, many researchers focus on technological solutions enabling automatic landing 
[173–175], including on vertical surfaces [176]. 

Some studies address the risks of new technologies at the design stage and design 
changes in drone construction [177–179]. Studies also raise issues about techno-
logical solutions to improve drone communication [180], including human-drone 
interaction via gestures [181].
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4.3.4 Drones as a Source of Risk 

Much of the research on UAV systems focuses primarily on the benefits of drone use 
in various areas. However, due to the choice of keywords in the search process, one 
of the trends identified is research on the impact of drones as a source of risk present. 
These analyses often concern the risk of drones colliding with other objects—humans 
[182] or machines [183]. The source of such risk is primarily drones controlled by 
amateurs, whose lack of knowledge and experience can cause collisions, resulting 
in loss of human health or life and damage to infrastructure [184]. Examples of 
hazardous situations in which a drone is a source of risk concern:

• damage to the drone [185];
• execution of a mission by a drone in a space shared by people [186, 187];
• execution of missions near an airport [183, 188]. 

The growing popularity of using UAV systems to monitor flora and fauna has 
led many researchers to analyse the impact and reactions of animals [189] and birds 
[190–192] to drones appearing in their close vicinity. Indeed, drones are a source of 
noise and visual pollution that can interfere with the normal functioning of living 
organisms (including humans) [193]. 

4.3.5 Cybersecurity 

Drones are a cyber-physical system and, like other I4.0 solutions, are vulnerable to 
cyber-attacks. Research results presented in publications indicate that small commer-
cial drones [194] and large drone swarms [195] are at risk of attacks. The main 
reason for successful cyber-attacks on UAV systems is the system’s vulnerabilities, 
exploited by cyber-terrorists. For this reason, many researchers are focusing on solu-
tions to secure UAV systems against cyber-attacks and data leakage. Examples of 
such solutions are shown in Table 4.4. 

Table 4.4 Solutions to protect UAV systems 

Solutions Publication example 

Privacy-preserving schemes [196] 

Systems to monitor network traffic and detect intrusion [197] 

Identity authentication protocols [198] 

Systems for modelling attacks against cyber-physical systems [199]
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4.3.6 Preventive Activities Against the Risks Associated 
with Drones 

As drones represent a source of risk in many situations, a significant research trend 
is developing technologies and solutions to counter the risks associated with drones. 
A critical issue in this case is the early detection and recognition of a drone, which is 
a complex task due to its small size and similarity to birds. For this reason, various 
solutions for early drone detection are analysed in publications. Some of these are 
presented in Table 4.5. 

In addition to detection systems, other solutions for securing the correct operation 
of drones and enhancing their exploitation are also being investigated. Examples of 
such solutions described in the literature are shown in Table 4.6. 

The cause of disruptions occurring during the execution of missions by drones 
may be the people responsible for their control. For this reason, as a preventive 
measure, researchers are analysing:

• Who are the operators, and what are the characteristics of commercial drone users 
[216]?

• The behaviours of drone operators and the risk mitigation methods they use [217].
• Screening and assessment systems for drone pilot trainees [218].
• Opportunities to use a virtual environment for drone control [219].

Table 4.5 Drone detection systems 

Drone detection solutions Publication example 

Deep machine learning [200, 201] 

Convolutional deep convolutional neural networks (DC-CNNs) [202] 

Space–time information and optical flows [203] 

Radio frequencies (RF) [204] 

Sensors that measure the sound emitted by the UAV [205] 

Transformer networks [169] 

Fisheye camera systems [206] 

Table 4.6 Systems to increase the safety of drone operations 

System Publication example 

Systems to detect the abnormal status of the drone [207] 

Collision avoidance systems [208–213] 

Systems to block drone access to controlled airspace such as power 
plants, airports, military facilities 

[214] 

Air traffic enhancement procedures [215] 
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4.3.7 Survey Opinion 

The growing popularity of drones and their application in many areas of the daily 
life of citizens necessitates gaining social acceptance for their functioning in a space 
shared with people. Consequently, research aimed at social evaluation is an important 
category:

• The use of drones as a delivery service [126, 220–223].
• The use of drones in rescue operations on beaches [224].
• The possible changes in users’ behavioural intentions [126].
• The factors influence a change in the perception of drones [221, 225]. 

These studies’ results may further develop UAV systems or limit their use in space 
shared with humans. 

4.4 Limitations of the Risk Analysis Methods Used 
in Internal Transport in Logistics 4.0 

The literature review concluded that risk aspects are an important part of ongoing 
research into the operation of AGV systems, as the number of such publications 
increases each year. However, a critical analysis of the highlighted publications 
shows that despite the selection criterion adopted in the form of the keyword “risk”, 
only a few publications directly refer to the assessment or management of the risks 
associated with the operation of AGVs. Where studies aimed directly at risk assess-
ment have appeared in the collection of papers analysed, they have tended to address 
aspects related to the safety of their movement over designated terrain. Therefore, the 
published results of the analyses concerned the optimisation of the paths of move-
ment of the vehicles, their navigation and location methods, as well as the improve-
ment of the process of coordinating their operation through optimised scheduling. 
However, the risk assessment methods were only a tool to analyse the benefits or 
risks of implementing an AGV system for the operations studied. Thus, the published 
research results did not address developing or improving risk assessment methods 
to account for their operation in complex cyber-physical systems. 

Based on a comprehensive analysis of the results of the systematic literature 
review, the Author identified gaps in research on the risks associated with the 
operation of AGV systems, as shown in Fig. 4.10.

(1) Lack of research on developing risk identification and assessment methods 
adapted to the specific operation of complex cyber-physical systems 

As highlighted in earlier chapters, Industry 4.0 solutions are causing not only tech-
nological but also organisational changes. The modification concerns the operating 
environment of anthropotechnical systems, including workspaces shared by humans 
and vehicles. A critical issue is the new role of digital systems, whose support affects
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Fig. 4.10 Identified research gaps regarding risks in the operation of AGV systems

the entire working environment. The internal transport execution process is also 
changing, particularly regarding human-vehicle collaboration. It will force a change 
in the context of risk assessment, which should be strongly oriented towards identi-
fying unknown risks that may have played a less critical role in assessment proce-
dures. The framework of the risk assessment method to be carried out should be an 
interdisciplinary one, which must consider the nature of the functioning of all the 
elements that make up complex cyber-physical systems (i.e. people, vehicles, digital 
systems) and the relationships between them. 

(2) Focusing research exclusively on the safety of AGV system operation 

In the reviewed publications on risk in AGV systems, the main focus of researchers 
has been on adverse events related to the safety of their operation. Therefore, in 
research categories such as navigation, path planning, and scheduling, researchers 
mainly analysed the risk of possible collisions between vehicles or between vehicles 
and other objects (including people). The risk approach presented aligns with the 
engineering approach described in Sect. 2.2. A second important aspect related to 
research on the safety of AGV systems has been assessing the risk of cyber-attacks 
and their impact on the operation of the handling system. However, most of these 
publications have focused on the type of attack and the mechanisms to counteract 
its occurrence rather than a detailed analysis of its impact on process execution 
parameters. In this regard, it should be noted that the literature review shows a lack 
of a holistic view of the risk analysis carried out and that research is carried out 
exclusively in the engineering stream (lack of a process approach). 

(3) The lack of research on using the potential of Big Data to improve the risk 
assessment process and build the resilience of the AGV system
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As highlighted on several occasions, particularly in Chap. 3, Big Data structures’ data 
collection and analysis capabilities offer tremendous opportunities regarding moni-
toring and multi-criteria risk assessment of the operation of IoT systems, including 
operational analyses as a basis for proactive equipment operation. However, these 
topics are covered to a limited degree in the publications analysed. Meanwhile, a 
critical issue in this area is research on the structures and scope of collected data 
adapted to the needs of monitoring and risk assessment related to the operation and 
the parameters of mission accomplishment by AGVs. 

(4) Limited research on using risk assessment to improve AGV system 
maintenance strategies 

The continuity of logistics service largely depends on the reliability of the internal 
transport system. Nowadays, more and more research is directed towards improving 
maintenance strategies based on big data and risk analyses to predict the frequency 
and type of damage that may occur during the operation of technical systems. 
The leading strategies here are Risk Based Inspection and Risk Based Mainte-
nance (examples of the Author’s research on these concepts can be found in [226]). 
However, in the publications analysed, no paper was found on applying one of these 
strategies to the operation of AGV systems. Also, studies by other authors indicate the 
existence of this research gap. An example is Yan’s research [227], which highlights 
that the reliability issues and maintenance strategies of AGVs have not previously 
been studied sufficiently. 

(5) The focus of human-AGV collaboration risk analysis on safety issues 

As noted above, most reviewed publications on human-AGV cooperation focus on 
assessing the risk of vehicle-human collisions. This line of research is typical of 
the engineering approach, according to which the risk assessment carried out is 
primarily to protect human life and health. However, in the process approach, such 
a narrow analysis of adverse events makes it impossible to carry out a comprehen-
sive risk assessment to build resilience in the internal transport system. The studies 
on human-AGV interaction highlight the risks associated with the mutual commu-
nication between man and system, particularly the issues concerning the real-time 
exchange of messages between man and vehicle. It is also worth noting that the 
adverse events occur due to human error disrupting the whole system. The AGV 
system relies on mission execution algorithms formulated for the correct process. 
Some human errors can be considered in the prepared protection system (e.g. human 
intrusion into the vehicle’s path). However, not all errors can be predicted by the 
designers. It confirms the critical need for interdisciplinary teams to prepare risk 
analyses. The results of these analyses can be used to develop contingency solutions, 
which should be incorporated into procedures and systems for securing the man-
against-vehicle system. There is also limited research on the risks associated with 
employees resisting the need to cooperate with AGV systems and taking deliberate 
action to disrupt the system. Although this phenomenon is marginal, such sabotaging 
attitudes of employees should also be considered when planning implementation 
activities.
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Fig. 4.11 Identified research gaps regarding risks in the operation of UAV systems 

The literature review on drone risks also did not yield satisfactory results. First of 
all, it is worth noting that, despite a well-chosen search for publications on risk and 
drones simultaneously, risk as a subject of research appeared in only a few papers. 
At the same time, publications focused on risk assessment usually did not deal with 
the UAV system itself but referred to selected phenomena under observation, and 
drones were usually used only for data collection. The additional analysis confirmed 
the results of the first analysis, proving that in only 19 papers out of 257, UAV 
systems were the subject of study. In the remaining 238 papers, drones were only 
a tool for data collection, which focused on totally different research areas. The 19 
identified publications on UAV systems belonged to the categories “Cyber security” 
and “Drones as a source of risk”. The results of this analysis indicate a clear research 
gap, which is illustrated in detail in Fig. 4.11. 

(1) Risks limited to dangerous situations in open spaces 

The few publications that assessed the risks associated with drone operations were 
mainly concerned with their use in open spaces (missions carried out in the field). 
Papers describing drones as a source of risk investigated their impacts on bird and 
animal sightings and possibly dangerous situations associated with drone movement 
in airspace. Only isolated papers dealt with using drones in confined spaces (mainly 
a warehouse), but only one paper directly addressed the risk assessment of process 
handling (one of the Author’s papers). The execution of a mission by a drone in an 
enclosed space (e.g. warehouse, production hall) differs from its movement in an 
open space. This is confirmed by the Author’s research [159], which demonstrates 
that using drones in confined space requires the preparation of a suitable working 
environment. The lack of introduction of appropriate signage, provision of proper 
lighting and temperature, and availability of digital communications significantly 
affect the performance of missions performed by the UAV system. Therefore, the 
risk assessment for the use of drones as an IoT requires a change in the context of
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the assessment to be carried out and to take into account the different conditions of 
the working environment in which the drone carries out the mission. 

(2) Strong focus of research solely on the safety of UAV system operation, with 
a concomitant lack of research on human-vehicle interaction 

As in the case of the AGV system, research on the risks associated with drone 
operation is also dominated by an engineering approach. The best evidence of this 
is the highlighted category “Drones as a source of risk”, which examines the safety 
of drone use in various environments. It is noteworthy, however, that none of the 
reviewed papers describe research on human-drone cooperation. The only research 
on drone movement in shared space concerned the performance of missions by a UAV 
system in an urban space with a high density of people. In contrast, no publications 
have reported how humans and drones share workspace. This is important because 
UAV systems, when moving above workers’ heads, often worsen the comfort of their 
work due to a reduced sense of safety. In addition, drone rotors cause significant noise 
disturbance to the shared workspace, which can cause psycho-physical deterioration 
for those working close to them. Therefore, ensuring social acceptance of shared 
workspace is critical. 

(3) Limited research on using risk assessment to improve AGV system 
maintenance strategies 

Drones are often used to monitor the condition of critical infrastructure, and the data 
collected is used to assess the risks based on which maintenance work is planned. 
However, it is worth noting that there were no publications in the collected documents 
on using risk assessment to improve the maintenance strategy of UAV systems. 
Meanwhile, the safety of drone operations is significantly influenced by issues such 
as:

• Software updates—they reduce the occurrence of errors, improve compliance 
with operating system updates, and can also affect flight stability.

• Battery management—many experts consider this a critical component of UAV 
systems. Adequate monitoring of battery condition, checking for signs of degra-
dation, determines the safety of the mission performed by the drones, as well as 
the life of the battery itself.

• Calibration of sensors—it determines the accuracy of operation and ensures 
reliability during flight.

• Analysis of the data generated by the UAV system during the execution of the 
mission (flight logs, sensor readings)—this allows the system’s performance to 
be evaluated and potential adverse events to be identified. 

These aspects should be the subject of risk assessment-oriented research, the 
results of which would allow better management of UAV system handling and 
improve the reliability of their operation. 

(4) Lack of research on developing risk assessment methods for using drones 
in internal logistics processes
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As noted above, the literature review results did not reveal any publications in which 
the research subject was the adaptation or development of a method for assessing the 
risks associated with the operation of UAV systems. In most publications analysed, 
drones were only a tool for carrying out studies (most often condition monitoring) 
related to risk assessment of specific phenomena. Even those studies that dealt with 
the assessment of the occurrence of adverse events, in which drones were the source 
of the risk involved, did not focus on the appropriate selection of tools and the defi-
nition of the context for the analysis being prepared. Only the Author’s highlighted 
publication [159] dealt with adapting the risk assessment method to the specific 
conditions of UAV system operation in the storage space. 

Thus, the critical analysis of the results obtained from the systematic literature 
review for both materials handling systems promoted under Industry 4.0 solutions 
confirms the existence of the research gap indicated in Chap. 1. 

4.5 Summary 

The review of Industry 4.0 solutions presented in Chap. 3 made it possible to distin-
guish the two most popular materials handling systems described within the Logistics 
4.0 concept. These are AGV and UAV systems. AGV systems have been known and 
used in internal logistics for many years. However, the intensive development and 
growing interest in implementing AGV systems in internal logistics was only initi-
ated by the growing popularity of Industry 4.0. UAV solutions have also been known 
for many years. However, their use was primarily for military operations in the initial 
development phase. It was not until the growing popularity of Industry 4.0 and the 
search for automated and autonomous solutions capable of handling material deliv-
eries in smart factories that interest was aroused in the potential for drone use in 
internal logistics. The continuous development of both systems and their increasing 
use in transport operations is resulting in new risks and a changing level of risk for 
events that were once marginal to the material flows handled. However, today, this 
can cause critical disruptions in the continuity of supply. 

For this reason, in Sect. 4.4, the Author presented a comprehensive literature 
review of the last five years to identify research trends on the risks associated with 
the operation of both systems. Section 4.1 presents the research results on the risks 
associated with the operation of AGV systems and their interaction with humans. 
The results described dealt with the twelve leading research trends defined for the 
risks associated with AGV systems. The results of the systematic literature analysis 
indicated that a critical research issue is the operational safety of AGV systems. 
Therefore, this is the leading research trend in the risk area concerning the operation 
of AGV systems. Safety aspects are also subordinated to other identified research 
trends, such as localisation, navigation, path planning and scheduling. Among the 
issues described in this topic, research on potential collision situations should be 
considered a critical risk aspect. This research concerns collisions between vehicles 
or between vehicles and other objects (including humans). For this reason, the second
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area of research presented in this section was the interaction of the AGV system with 
humans, particularly the issues of sharing the workspace. Here, three main research 
trends were identified concerning:

• Designing a safe work environment. This research trend focuses primarily on the 
safety aspects of human-vehicle interaction. Therefore, the articles in this group 
dealt with aspects related to human detection systems, vehicle navigation in a 
shared workspace and safety validation systems.

• Human-AGV cooperation. This research trend focuses primarily on ensuring effi-
cient and safe human-AGV cooperation. Therefore, articles belonging to this 
group presented research results related to improving communication systems 
between the operator and the AGV system, considering worker behaviour and 
potential human error in the AGV system’s operation, and optimising the shared 
workspace.

• Comparison of AGV and human work. This research trend is primarily concerned 
with identifying risks and limitations associated with human work that can be 
automated by implementing an AGV system and reducing the risks associated 
with the human factor. 

A similar literature analysis was carried out for the UAV system, and the results 
are presented in Sect. 4.2. The results described dealt with the seven leading research 
trends for risks associated with UAV systems. The research on the risks associated 
with this system is quite different. The safety aspects of drone operations represent 
one of the smaller sets of papers analysed. In these studies, UAV systems are treated 
as a potential source of hazards, and the risk aspects focus on potentially dangerous 
situations involving them in urban and aerial spaces. Also related to this theme 
is the second of the identified research trends concerning public opinion surveys 
about using drones in various situations where they would have to share space with 
humans. The most popular research trend identified in the review on the risks asso-
ciated with UAV systems is monitoring. Publications in this group present results 
on using drones in measurements that complement field surveys or act as a moni-
toring function reporting the need for field surveys. However, a critical analysis of the 
results described in the papers in this group proved that the purpose of the research 
carried out is not issues related to the risk of drone use but the observation of other 
phenomena and that drones only play the role of a tool for taking measurements 
(collecting data). 

The results of the critical analysis of all three literature reviews, conducted using 
the PRISMA method, identified research gaps that currently exist in the area of risk 
assessment methods for the use of automated transport systems. These limitations for 
the two systems analysed are detailed in Sect. 4.3. Summarising the results obtained 
from the theoretical research, the Author indicates that there is currently a lack of 
publications on direct studies related to the selection of operational risk assessment 
methods, considering the new operating conditions of internal logistics processes 
supported by complex cyber-physical systems. A detailed literature review of two 
leading internal transport systems proved that:
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Table 4.7 Identified research gap 

Lack of research on the adaptation of operational risk assessment methods to 
the changes in logistics processes, in particular internal transport, caused by 

their handling by CHT systems, which would take into account an interdiscipli-
nary process approach to risk analysis 

• Risk assessment in publications on AGV and UAV systems is only an analytical 
tool used to achieve the primary research objective—there is a lack of research 
on adapting risk assessment methods to the new process execution conditions and 
specific operating environments.

• The range of risk assessments carried out for the operation of both transport 
solutions is very wide, but individual publications (analyses) refer to a selected 
fragment of the system (silo approach)—no comprehensive, interdisciplinary 
approach to risk assessment.

• Risk assessment usually refers to events occurring in the execution or planning 
phase. No studies have been identified in which the analytical proceedings include 
a classification of events based on the phases of the process management cycle 
in the risk identification and analysis phase, which can then determine how risks 
are managed. 

In addition, it is also worth noting that the concepts of risk management in compa-
nies discussed in Chap. 2 also do not yet consider the impact of digital transformation 
on the changing conditions for implementing operational processes. At the same time, 
there is a lack of publications presenting the risk analysis results with an interdisci-
plinary character and combining business and engineering approaches. Meanwhile, 
such a combination seems natural in the case of logistics and transport processes, 
which are now being handled by increasingly complex cyber-physical systems. 

The overall research investigation is summarised in the identified research gap 
shown in Table 4.7 and Fig. 4.12.

The identified research gap has set a scientific goal for further research conducted 
by the Author. It is developing an interdisciplinary method of operational risk assess-
ment for logistics processes, particularly internal transport, supported by complex 
cyber-human-technical systems.
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Fig. 4.12 Identified research gap
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The analysis of the results of the conducted multi-faceted literature review, as well 
as the results of the own research, clearly indicate that the digital transformation and 
the implemented technological solutions within Logistics 4.0 require a change in 
the approach to assessing and monitoring the risks occurring in the cargo handling 
process within internal logistics and methods to mitigate their occurrence. Research 
published in scientific articles and conference proceedings in the Scopus and Web of 
Science databases over the past five years on Warehouse 4.0 and material handling 
equipment (presented in Chap. 4) indicates that issues relating to the risks associated 
with the implementation of the cargo handling process within Logistics 4.0 are anal-
ysed in narrow, one might even say siloed, areas. In Chap. 2, it was demonstrated 
that a siloed approach to risk assessment is inefficient and limits the possibility of 
developing solutions that effectively interact with emerging risks in logistics service 
systems. Thus, a clear research gap exists regarding an interdisciplinary approach
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to assessing risks associated with cargo handling in internal logistics implemented 
by complex cyber-human-technical systems. Therefore, the research challenge is to 
develop a risk assessment method that considers the specificities of implementing 
internal logistics processes handled by cyber-human-technical systems and fills the 
gap identified in Chap. 4. 

5.1 The Internal Transport System 
as a Cyber-Human-Technical System 

Internal transport and warehousing systems form the core of the internal logistics 
systems that handle material flows within the internal supply chain. Internal transport 
processes integrate the storage area with the production area and handle material 
flows along production processes. Their proper coordination makes it possible to 
balance the demand expressed by production with the warehouse’s available mate-
rials. At the same time, this coordination makes it possible to eliminate waste asso-
ciated with excessive stocks or unnecessary movements of transport equipment. 
Therefore, errors and disruptions occurring in the internal transport process substan-
tially impact the logistics service level and the costs associated with implementing 
operational processes. 

Traditional internal transport systems are human-technical (HT) systems that aim 
to perform their assigned tasks in a specific space–time. In this system, a human being 
acts as an operator and decision-maker, while a technical object is an object of human 
activity designed to perform specific tasks and to which certain characteristics and 
functions have been deliberately assigned by humans [1]. The HT system (also known 
as the anthropo-technical system) in engineering sciences is usually represented 
according to Eq. (5.1) [2]: 

HTS = {H , T , M , R} (5.1) 

where 

H = {Hi}, i = 1, 2, …, n—the set of all operators in the anthropo-technical 
system; 
T = {Tj}, j = 1, 2, …, m—the set of all technical objects in the anthropo-technical 
system; 
M = {Mk}, k = 1, 2, …, o—the set of all tasks performed by the anthropo-technical 
system; 
R = {Rl}, l = 1, 2, …, p—the set of all relations in the anthropo-technical system. 

The critical elements in an anthropotechnical system are the human and the tech-
nical object, which work together to perform the set of tasks defined for the system. 
These elements are in a hierarchical relationship with each other, i.e. the superior 
entity is the operator, who, by controlling the technical object, decides when, where



5.1 The Internal Transport System as a Cyber-Human-Technical System 177

and how to perform the task assigned to them. In the relationship between man and 
machine, there are manifestations of information processes, but to a minimal extent 
[2]: 

• Through an electronic signalling system, the technical object sends a signal with 
a specific meaning. 

• The human being is the only element in the system that has the ability to receive 
this signal with the appropriate sense organs. Humans transform this signal into 
information, based on which the machine operator makes a decision and executes 
it by acting on the machine’s controls, causing it to adjust or stop. 

Humans and technical objects also have a relationship with the environment. In 
this case, the environment is defined as a specific complement of the anthropotech-
nical system. It is identified as a collection of factors and elements that, on the one 
hand, influence the system’s functioning and, on the other hand, are affected by 
its functioning. The elements of the environment may be in relationships with the 
elements of the system of varying importance and strength. The close environment 
is part of the environment whose influence cannot be ignored and whose impact is 
often direct. On the other hand, the part of the environment whose influence on the 
system is indirect and, where justified, can be ignored is referred to as the external 
environment. It should be emphasised, however, that the physical distance does not 
determine the qualification as a close or external environment but by the strength of 
the relationship with the objective function performed by the system [1]. 

Today’s material handling systems are increasingly complex cyber-physical 
systems that automatically or autonomously handle cargo flows between the ware-
house and production systems. Based on the HT system notation presented above 
(Eq. 5.1), it is possible to describe the CHT system (Eq. 5.2) similarly. 

CHTS = {C, H , T , M , R} (5.2) 

where 

C = {Cj}, j  = 1, 2, …, q—the set of all systems providing cyber services and 
making up the cyber system supporting the operation of the selected process; 
H = {Hi}, i  = 1, 2, …, p—the set of all persons collaborating within the CHT 
system (system operators, managers, process participants sharing the workspace); 
T = {Tk}, k  = 1, 2, …, r—the set of all technical equipment in the CHT system; 
M = {Ml}, l = 1, 2, …, s—the set of all tasks (missions) handled by the CHT 
system in the execution of the selected process; 
R = {Rm}, m = 1, 2, …, t—the set of all relations in the CHT system. 

Of course, it should be noted that the change introduced is not just adding an extra 
cyber-system element. In the cyber-human-physical system, the relations between 
the operator and the technical device, which the cyber-system supports, change. The 
hitherto hierarchical relationship is replaced by a peer relationship, meaning that the 
operator ceases to be the master element and begins to work in partnership with the 
technical device. The mode of communication is also changing. Above all, humans
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are not the only addressees to the signals sent by technical devices. Thanks to the 
IoT, data exchange can occur between all elements of the CHT system. Concerning 
the material handling system, information will be exchanged in a relationship: 

• human—transport device, 
• human—cyber-system, 
• transport device—cyber-system, 

but also 

• human—human, 
• transport device—transport device, 
• cyber-system—cyber-system. 

The range of possible information connections is shown in Fig. 5.1. 
The relationships occurring between the CHT system and the environment are also 

changing. Primarily, the close environment increasingly influences the correctness 
of the supported processes. The author’s research and the literature review results 
described in Chap. 4 clearly indicate the critical role of a properly prepared oper-
ating environment for automated and autonomous systems such as AGVs, drones 
and mobile robots. Factors such as the lack of Wi-Fi access, the unevenness of the

Fig. 5.1 Range of information relationships linking CHT system elements 
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surface on which the vehicles move, and the lack of proper lighting in the storage 
area often determine not only the successful completion of the mission but even the 
complete mission of the autonomous vehicle. Therefore, it is critical to formulate 
precise requirements for the system’s operating conditions, cause-and-effect relation-
ships and the existing relationships between system components under operational 
conditions. 

The external environment also plays a more significant role in the functioning of 
the CHT system. Never before in traditional human-technical (HT) systems has the 
development of technological trends been as crucial as it is today. CHT systems not 
only have to keep up with new technological developments and digital transforma-
tion but are generally dependent on actions taken by software providers, including 
emerging updates. The security of their operation is also constantly vulnerable to 
cyber-attacks, which can halt the operation of material handling systems and the 
entire factory. All of this makes it necessary, when assessing the risks associated 
with the execution of transport processes supported by integrated CHT systems, to 
consider the impact of the environment, both close and external, on their proper 
functioning. 

However, it should be emphasised that the relationship linking the environment 
and CHT systems supporting internal transport is two-way, i.e. the systems also 
interact strongly with the environment. CHT systems are the response of many 
factories to the need for sustainability. Their positive impact on the environment 
has been the subject of numerous studies to prove the benefits of implementing 
CHT systems, such as the company’s carbon footprint, reducing waste, or increasing 
the use of renewable energy. Unfortunately, negative impacts of CHT systems on 
the environment are also noted, including increased energy demand, technological 
unemployment and significant changes in the working environment. However, these 
aspects will not be the subject of an operational risk assessment of the selected 
process; instead, they may be part of an enterprise-level risk assessment. 

5.2 Operational Risk Assessment Method 
for Cyber-Human-Technical Systems (ORA_CHTS) 

The author’s many years of research into methods of assessing and managing risks 
in anthropotechnical systems and the impact of digital transformation and automa-
tion on the implementation of logistics processes have led to the development of a 
new methodological approach to assessing risks occurring in the internal transport 
process supported by Logistics 4.0 solutions. The basis for the developed method 
is an interdisciplinary approach to assessing operational risks occurring in logis-
tics processes, which is characterised in Sect. 2.3. This approach combines selected 
aspects of enterprise risk management and supply chain risk management with an 
engineering approach focused on the safety and reliability of the operation of tech-
nical equipment. Such an interdisciplinary approach to risk assessment in internal
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logistics is particularly appropriate due to the specificity of internal transport systems 
constituting a cyber-human-technical arrangement discussed in Sect. 5.1. 

The proposed method focuses on assessing operational level risks, as it aims to 
support the decision-making processes of middle and lower-level managers whose 
decisions are oriented towards ensuring the continuity of cargo supply and trans-
port service following the adopted logistics service level. At the same time, the 
method provides analytical tools that continuously support managers’ planning 
processes. The basic assumption for the formulated method is the substantive scope 
of operational risk, which in this book will be understood as defined in Table 5.1. 

According to the above definition, three basic types of adverse events are in the 
spectrum of interest to analysts, highlighted in Fig. 5.2. 

• Type II: Events whose occurrence disrupts the correct course of the process but 
does not necessarily have a negative impact on the final result achieved. The lack of 
impact on the achievement of the final results can result from the low impact of the 
event but also from the activation of contingency plans and safety mechanisms. 
However, such an event changes how the process is performed, which should 
be considered in the design of safety systems and contingency planning and, 
therefore, should be subject to a risk assessment. 

• Type III: Events whose occurrence does not interfere with the proper course of the 
process but limits the achievement of operational objectives—failing to achieve 
the complete results for the tasks performed. These events follow directly from 
the definition of risk in ISO 31000:2018, which refers to uncertainty’s impact 
on achieving objectives. These events require special attention in the assessment 
process, as they can be challenging to detect at the planning or execution stage of 
the process.

Table 5.1 Definition of operational risk for the interdisciplinary approach (based on [3]) 

Operational risk means the occurrence of adverse events that disrupt the pro-
cess's proper course or limit achieving the operational objectives (performance 

outcomes) adopted for the process. 

Fig. 5.2 Matrix of events 
describing the course of the 
operational process to the 
result obtained
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• Type IV: Events whose occurrence disrupts the orderly flow of the process 
and consequently limits the achievement of operational objectives. This event 
combines the conditions for occurrence and the effects of the two events described 
above. 

A second important point arising from this definition is that only events whose 
consequences of occurrence are judged by the decision-maker to be negative, i.e. 
involving loss or damage, will be the subject of analysis. This approach relates to an 
engineering view of risk assessment, focused on building a safe working environment 
to execute efficient and reliable service processes. Thus, managers should not create 
space to speculate and take “risky games” when managing the material handling 
process. The required level of safety of the process participants and the reliability 
of the logistics service provided strongly determines the direction of the analyses, 
focusing them exclusively on the negative impact of the assessed events. 

The proposed risk assessment method is based on good practices identified within 
the business approach to enterprise risk management. Therefore, a risk management 
framework has been defined, considering the guidelines of ISO 31000:2018, shown 
in Fig. 5.3.

In line with the title of this chapter, the results presented in this section of the 
book focus primarily on the stages of the analytical procedure for the risk assessment 
aspects, i.e. stages 1 to 4 and the monitoring process (stage 5). In Fig. 5.3, the  risk  
management phase (stage 6) is also included but will not be discussed in detail in 
this chapter. This risk management stage is still the subject of the author’s ongoing 
research on building resilience in logistics systems and supply chains. Therefore, a 
detailed characterisation of risk assessment results in the management phase will be 
described in subsequent publications, continuing the research presented in this book. 
However, its inclusion in the diagram was necessary to map the overall concept of 
process risk management and link the assessment results to continuous improvement 
and process monitoring. 

5.2.1 Identification of the Context 

This step needs to be better recognised in the literature because it is very often treated 
in a very general way in the studies conducted. Some authors in this step only indicate 
the area (process) to be covered by the risk assessment and pay little attention to it. 
In the author’s opinion, it is a critical mistake that constitutes a trap for managers 
who, without an adequately outlined context for the risk assessment to be carried out, 
receive results that do not match their needs and requirements. Correctly mapping 
the context for the risk assessment being conducted, as outlined in Fig. 5.4, allows 
the assessment team to:
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Fig. 5.3 Framework of the operational risk management method for internal logistics processes 
supported by cyber-human-technical systems

• Unambiguously define the boundaries of the assessment to be carried out, ensuring 
that the analytical work undertaken is focused on a clearly defined scope of the 
business. 

• Define the substantive scope of the analyses to be prepared well, including the 
risks generating the risk of adverse events. 

• Give appropriate priority to the events being analysed.
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Fig. 5.4 Context of operational risk assessment

• Better identify data needs from internal information systems and external analyses 
that can be used in risk identification and analysis. 

• Identify recommended analytical tools/methods that can be used in the subsequent 
steps of the risk assessment. 

• Therefore, for the proposed operational risk assessment method, an explicit 
context is proposed for the investigation to be carried out. 

Therefore, for the proposed operational risk assessment method, an explicit 
context is proposed for the investigation to be carried out. 

As detailed in Sect. 5.1, the internal transport process in the smart factory is 
handled by a complex cyber-human-physical system. This system relies on three 
critical groups of resources actively involved in the execution of the process, posing 
potential risks to the process and the results achieved. Therefore, outlining the context 
of risk assessment, it should be pointed out that the subject of the analyses carried 
out in the Logistics 4.0 system should be adverse events, the occurrence of which 
results from the activation of a threat, the cause of which may be: 

(1) PEOPLE. Unlike traditional transport systems, the source of the activated risk 
is not only the operator of the transport equipment but also the errors he or 
she makes. In the case of CHT systems, the scope of the analysis concerning 
the human resources and their actions, which are the source of the adverse 
events occurring, is much broader and should include the activity of at least 
the following work teams: (a) managers planning the cargo handling process 
within internal logistics; (b) designers of automatic and autonomous systems, 
responsible for preparing and programming transport equipment for operational 
work; (c) operators of automatic or autonomous systems, responsible for the 
daily operation and maintenance of transport equipment and digital systems; 
(d) other operational staff sharing workspace with transport equipment.
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(2) TECHNICAL EQUIPMENT (VEHICLES). As characterised above, the way of 
working and the role played by technical equipment in the process has changed 
significantly in CHT systems. These devices move autonomously according 
to developed algorithms, remaining under limited day-to-day control of the 
operators. Due to the independence they have been given and even the possibility 
of self-determination, e.g. concerning route selection, their activity requires a 
fundamentally new approach to analysis while preparing a risk assessment. Not 
only do the values of the individual risk measures change, but also the type 
and structure of emerging adverse events related to their activity. Therefore, to 
correctly identify a set of adverse events, it is necessary to assess the performance 
of technical equipment not only as tools used by humans to perform operations 
but as co-participants in the process that influence its course and the results 
achieved. 

(3) CYBER SYSTEMS. This resource plays a critical role in controlling tech-
nical resources and supporting human resource decisions, thus posing a signif-
icant hazard to the continuity and correctness of the execution of operational 
processes. Industry 4.0 has meant that cyber systems have grown from tools 
supporting the execution of selected operations to becoming a resource control-
ling the entire process. Realising this new role is particularly important in 
defining the context for the risk assessment to be carried out, as it will influ-
ence the prioritisation of identified adverse events. It is also worth noting that 
while the effects of a temporary outage of a human or technical resource can 
be mitigated by introducing a replacement resource into the system (a replace-
ment employee, a replacement vehicle), the effects of even a short-term cyber-
system outage cannot be mitigated in this way. This fact makes it necessary to 
give appropriate priority to incidents caused by digital solutions, depending, of 
course, on the level of their interference in the implementation of the process 
(making the course of the process dependent on the efficiency of their operation. 

The author’s research, the results of which are presented, among others, in [1], 
also proves the significant influence of the environment on the realisation of logistic 
processes and the achieved results. The environment in anthropotechnical systems is 
considered everything outside the human-technical system. The impact of the envi-
ronment is so significant that, in justified cases, when assessing the risks associated 
with the operation of anthropotechnical systems, it is recommended to extend the 
scope of the analysis, which should apply to systems involving anthropo-technical-
sphere relations. The internal transport process handled by CHT systems is an 
example of such a justifiable case, especially as its dependence on the environment 
is far greater than in traditional systems. Within the defined context of the risk being 
assessed, it is proposed to distinguish between the close (local) environment and the 
external environment:

• The analysis of the close environment will refer primarily to the operating condi-
tions and the working space shared by human and technical resources. This implies 
limiting the impact of the environment to the operational scope related to the flow 
of handled materials. However, such a limitation is justified from the point of
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Fig. 5.5 Sources of adverse events occurring in the process of internal transport handled by CHT 
systems 

view of the assumptions and objectives formulated for the proposed assessment 
method.

• The external environment analysis will focus on assessing the impact of factors 
and events whose source of occurrence is outside the enterprise. 

The range of hazards constituting the source of adverse events affecting the 
internal transport process is shown in Fig. 5.5. 

In order to set the context for the risk assessment, it is necessary to separate 
the layers of analysis to which the process of identification and analysis of adverse 
events will relate. Four analytical layers were formulated for the proposed assessment 
method based on the identified sources of these events. These are: 

• human factors layer; 
• technical layer; 
• digital layer; 
• environmental layer. 

The second important issue concerning the context of the assessment procedure 
to be carried out is to define the phases of the process management cycle that the 
analysis will cover. It will set the boundaries for the risk assessment to be carried 
out. Three phases of this cycle have been distinguished for formulating assumptions 
on the proposed approach to operational risk assessment, shown in Fig. 5.6. 

Risk analysis can apply to all three phases of the process management cycle, as 
adverse events can occur in any of them. However, Phase 3 concerns validating the 
process and the results obtained. Therefore, it is a phase of data collection that forms

Fig. 5.6 Process management cycle 
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the basis for the risk assessment to be carried out. Of course, the Author is aware 
that also in this phase, undesired events may occur, e.g. wrong measurement of the 
final result, incorrect registration of the deviation from the target value, and lack of 
registration of information about the occurring disturbances. However, their impact 
on the correct course of the process and achieving the organisational goals set for 
the process (according to the adopted risk definition) is indirect. Therefore, in the 
proposed risk assessment method, this phase will not be included in the analytical 
procedure, which will only be limited to the first two phases. 

The risk analysis should be carried out split into the planning and execution phases 
of the process. The technical and organisational complexity and the operating rules 
of CHT systems make the system preparation phase and the operational planning of 
implementing the assigned tasks of critical importance. This is mainly because the 
operation process is performed according to a preset algorithm, which is the result of 
the process of planning and preparing the system for operation. Of course, this algo-
rithm assumes a certain degree of multivariability. However, it is limited to specific, 
recurring execution scenarios, the need for which is also the result of the planning 
process. For this reason, it is impossible in CHT systems to follow the old rule of 
thumb, “plans are there to be changed”, which is still used by some companies. It is 
also impossible to rely on the quick and highly creative reactions of employees who, 
when an adverse event occurs, take non-standard measures to limit the event’s impact. 
At the same time, the process management cycle phase, to which the conducted risk 
assessment refers, is decisive at all stages of the analytical procedure—starting with 
identifying adverse events and ending with the risk management process. At the risk 
assessment stage, consideration of the process management cycle phase can influ-
ence the tools and methods used to identify and analyse adverse events. At the risk 
management stage, the process management cycle phases determine the choice of 
potential directions for action and change. If an error occurs in the planning phase, 
it is possible to influence the probability and consequences of its occurrence. On 
the other hand, if the disruption occurs in the execution phase, it is only possible to 
introduce mitigating actions. 

Therefore, the recommended context for the risk assessment to be carried 
out should consider the diagram presented in Fig. 5.7, which reflects the matrix 
arrangement of the analytical layers considered in the process.

5.2.2 Risk Identification 

A correctly described context for the assessment procedure to be carried out provides 
important clues for the next step of the proposed method—identifying adverse events 
that disrupt the service process or negatively affect the achievement of operational 
objectives. This step aims to create a structured list of adverse events, considering 
the source of the risk and its nature. The proposed method recommends adopting a 
continuous process improvement perspective at this procedure stage. According to 
this approach, the risk assessment team should focus on unexpected adverse events
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Fig. 5.7 Matrix layout of analytical layers providing context for the proposed risk assessment 
method

that may suddenly disrupt the process and situations whose effects emerge gradually 
and negatively impact the process. It should be remembered that certain events do 
not generate immediate effects when they occur. However, their impact develops in 
subsequent periods, causing significant losses. The concept of continuous improve-
ment promotes their early identification, even at the initial stage of occurrence. This 
makes it possible to take pre-emptive risk-reduction measures when the level of risk 
is still relatively low. 

The starting point for identifying adverse events is a procedure that describes 
the operational process under evaluation, the resources involved, and the objectives 
adopted due to the actions taken. According to the process-based approach to risk 
assessment for internal logistics, presented in Sect. 2.3, the criteria for assessing the 
correctness and efficiency of the operating activities carried out are the time, cost and 
quality of the process execution, which are characterised in Fig. 2.19. These param-
eters also determine the outcomes of the process, as the objectives for the internal 
logistics service are defined. As part of the decision-making processes, managers 
define target values for each element, considering the trade-off relationships between 
them. 

The risk identification process involves several steps in the analytical process to 
comprehensively define the set of adverse events to be further assessed. These steps 
are illustrated in Fig. 5.8.
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Fig. 5.8 Steps in the risk identification process 

The proceeding context defined in the first step implies a two-phase analytical 
procedure, which should already be mapped in the first assessment step. Therefore, 
the first two steps concern the decision and process analysis separately. Since the 
reference point for preparing the operational plans is the model process flow, it is 
necessary to conduct a process analysis first. This analysis will allow the analysis 
team to comprehensively reflect the process flow and identify the decision areas that 
should be the subject of operational planning.
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Step 1: Process analysis of the execution phase 

The process of identifying adverse events starts with the analysis of the execution 
phase, as in this step, the handling procedures and the result of the process are defined 
and form the basis for the planning process. Therefore, swapping the order of the 
analytical steps in the risk identification process is necessary relative to the order of 
the process management cycle phases shown in Fig. 5.6. 

The process analysis aims to identify the procedures to be followed in the transport 
service process, the required resources for its implementation and the formulated 
requirements for the system operating environment. This knowledge is necessary 
to identify events that may disrupt the standard process flow. When describing an 
internal transport process (ITP) model, it is necessary to consider all its components 
relevant to the risk assessment procedure. Therefore, the model will mathematically 
take the form shown in Eq. (5.3). 

ITP = {Pr, ER, As, E, Hz} (5.3) 

where 

Pr—the procedure adopted. In line with the process approach, this procedure 
takes into account: 

the activities undertaken as part of the internal transport process (Ai), with a 
clear distinction between the initial activity (A1) and the final activity (Am), 
which identify when the process starts and ends, 
the causal and conditional relations (Ri-j) that occur, which link these activities 
into the internal transport service chain. 

A model representation of the procedure is given in Eq. (5.4). 

Pr = {A1, A2, . . . ,  Am} ∪ {
R1−2, . . . ,  Ri−j, . . . ,  R(m−1)−m

}
(5.4) 

where 
i, j ∈ {1, 2, . . . ,  m} ∧ i /= j. 
ER—the specific final result of the process described by the values defined by 

the managers for the three process outcomes: cost (C), completion time (T ) and 
completion quality (Q). It is worth noting here that in the process of optimising the 
final result, a compromise is sought in which it will be possible to achieve a high 
value of the Q parameter while minimising the values of C and T. 

ER = f (q, c, t) → max ⇔ Q = f (q) → max ∧C = f (c) → min ∧T 
= f (t) → min, (5.5) 

As—the resources required to implement the process. According to the adopted 
evaluation context reflecting the specificity of CHT systems, we distinguish human 
resources, technical resources (technical equipment) and digital systems among the
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resources describing the process. However, it is also worth distinguishing the set 
of information accompanying the implemented activities separately, constituting the 
information resources describing the process. Since the final result is defined by 

As = AsH 1 , . . . ,  As
H 
k(As), As

T 
1 , . . . ,  As

T 
l(As), As

C 
1 , . . . ,  As

C 
m(As), As

I 
1, . . . ,  As

I 
n(As), As

F 
1 , . . . ,  As

F 
o(As) 

(5.6) 

where 

AsH i —human resources, for i = {1, 2, . . . ,  k(As)}. 
AsT i —technical resources, for i = {1, 2, . . . ,  l(As)}. 
AsC i —digital resources, for i = {1, 2, . . . ,  m(As)}. 
AsI i —information resources, for i = {1, 2, . . . ,  n(As)}. 
AsF i —financial resources, for i = {1, 2, . . . ,  o(As)}. 
E—the set of requirements for the operating environment of the CHT system, 

which relate, for example, to the operating conditions under which the transport 
equipment operates. However, these requirements can refer to the operating condi-
tions of all the distinguished resources: people (e.g. ambient temperature), technical 
equipment (e.g. visibility of device guidance signs) and systems (e.g. Wi-Fi access). 

E = {EH 
1 , . . . ,  E

H 
k(E), E

T 
1 , . . . ,  E

T 
l(E), E

C 
1 , . . . ,  E

C 
m(E)} (5.7) 

where 

EH 
i —requirements for the working environment of human resources, for i = 

{1, 2, . . . ,  k(E)}. 
ET 
i —requirements for the working environment of technical resources, for i = 

{1, 2, . . . ,  l(E)}. 
EC 
i —digital resource operating environment requirements, for i = 

{1, 2, . . . ,  m(E)}. 
Hz—the set of threats. According to the adopted context of the assessment, the 

sources of adverse events are human resources (HzH ), technical resources (HzP), 
digital resources (HzC) and the environment (HzE). The set of threats is, in this case, 
the sum of the sets shown in Eq. (5.8) 

Hz = {
HzH , HzT , HzC , HzE

}
(5.8) 

where 
HzH = {

HzH i : i = {1, 2, . . . ,  k(Hz)}}—the set of human factor hazards. 
HzT = {

HzT i : i = {1, 2, . . . ,  l(Hz)}}—the set of hazards from technical systems. 
HzC = {

HzC i : i = {1, 2, . . . ,  m(Hz)}}—set of hazards from digital systems. 
HzE = {

HzE i : i = {1, 2, . . . ,  n(Hz)}}—the set of hazards arising from the envi-
ronment, whereby this set consists of the sum of the sets of hazards arising from not 
meeting the requirements of the working environment (HzLE) and the hazards from
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the external environment (HzEE). Hence: 

HzE = HzLE ∪ HzEE 

where the sets: HzLE and HzEE are defined as follows: 

HzLE = {
HzLE i : i = {1, 2, . . . ,  nHz(LE)}

}

HzEE = {
HzEE i : i = {1, 2, . . . ,  nHz(EE)}

}

As defined in this way, the internal transport process model allows us to identify 
in detail the various types of adverse events that may occur during the execution 
phase. However, it is worth supplementing this model, presented in mathematical 
terms, with descriptions detailing specific analytical issues. 

The process procedure is a critical element of the analysis, as all other elements that 
comprise the process model are defined concerning it. It is reasonable to reflect the 
applicable procedure as a process map for process analysis. In order to prepare such a 
map, various mapping tools are used, which allow it to reflect the activities performed 
within the procedure along with the relations between them. Simple process diagrams 
allow us to map the steps described in the procedures and determine the order in which 
they are carried out. In this way, they meet basic analytical requirements. However, 
for risk assessment purposes, they need to be complemented to assign appropriate 
roles to the process participants and enrich the diagram with information flows. An 
example of such a complementary tool is the RASCI matrix (Responsible, Account-
able, Support, Consult, Inform) [4]. It is a matrix that allows assigning appropriate 
roles to individual process participants in the form of a matrix. The tasks performed 
within the process are entered in the matrix rows, while all process participants are 
identified in the columns. At the intersection of the rows and columns, an appropriate 
symbol is entered to denote the role played by a given participant in performing a 
given task. The RASCI matrix is a particularly useful tool for mapping the roles 
played by CHT system components in handling the material handling process. The 
unambiguous assignment of responsibility for the performance of individual tasks 
reduces the possibility of conflicts and disruptions in human-technical object coop-
eration. From a risk assessment point of view, the analysis of the RASCI matrix will 
identify the points of contact between human-technical object, human-digital system, 
and technical object-digital system cooperation, which may cause adverse events. 
A more advanced process mapping tool can be BPMN (Business Process Model 
and Notation), which reflects in its notation both the entities involved in the process 
and the sequence of actions taken with their associated information flows. BPMN 
notation is recommended for mapping processes, which are written as algorithms 
controlling cyber-physical systems. 

A comprehensive process analysis makes it possible to determine the demand for 
resources necessary to perform individual tasks in terms of type (indication of the 
type of resource used in the performance of a given activity), as well as the demand 
for information accompanying material flows and necessary for the performance of
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individual tasks. Determining the need for resources used in activities is the basis 
for assessing their availability and regularity, which may be the cause of occurring 
adverse events. At the same time, the need to identify the sets of information accom-
panying the performance of each activity should be emphasised. Distinguishing the 
sets of information collected and exchanged in the execution of the internal transport 
process as a separate resource is justified from the point of view of the risk anal-
ysis carried out. In addition to the systems for collecting, analysing and distributing 
data, the distinguished digital resources may include the data itself, but only in 
digital form. Meanwhile, as part of the execution of the process, certain informa-
tion may still be collected or exchanged traditionally. Of course, it only applies to 
messages exchanged between people. Identifying such data sets and communication 
links resulting from the procedure in place is particularly important in identifying 
potential adverse events. 

The final result defined for the internal transport process is the basis for the plan-
ning process. On this basis, resource requirements are quantified. Unambiguously 
defined result parameters also provide a reference point for assessing the impact of 
occurring incidents. 

Step 2: Decision-making analysis of the planning phase 

The adopted context for the analyses carried out assumes that the process of identi-
fying adverse events should differentiate the disruptions, the occurrence of which is 
characteristic of each of the process operation phases. At the same time, however, the 
process analysis and the final result parameters identified are the basis for the oper-
ational planning process. The results of the analysis made it possible to determine 
the scope of operational decisions regarding implementing assigned tasks. Their 
identification, together with the assignment of decision-making powers to managers 
and cyber-systems, is critical from the point of view of identifying adverse events. 
Mistakes made by managers at the operational planning stage can generate critical 
disruptions in the process, as well as negatively affect the achievement of the intended 
final results of the process. The mistakes may be due to a lack of access to the required 
information or a lack of competence to make certain decisions. For this reason, it is 
necessary to identify the following as part of the decision-making analysis: 

• the competence (knowledge and experience) of the decision-makers; 
• the need for information to support the decision-making processes of the 

measures; 
• the sources of this information; 
• the need for quantitative and qualitative analyses to support decision-making 

processes; 
• the costs of obtaining this information. 

At the same time, some decisions may be taken automatically by the cyber-system. 
In this case, faulty operational planning may result from lacking the required up-
to-date data feeding the digital analytical systems and faulty analytical algorithms 
implemented in digital solutions. Determining the decision scopes assigned to the
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cyber-system will allow better identification of the causes of the distortions occurring 
in the process. 

An essential element of the decision analysis is the definition of the required 
scope of system readiness. This scope defines the activities that precede the process 
execution phase and concerns ensuring that the necessary resources identified in 
the process analysis are available and ready to work. At this stage, the resources 
are planned quantitatively, which is necessary to achieve the defined final results. 
This analysis stage also concerns decisions related to creating a suitable working 
environment. It is therefore necessary to determine which decisions regarding the 
operating environment and shared workspace should be made in the planning phase 
and how system readiness is confirmed. 

Step 3: Identification of adverse events 

The traditional approach to risk assessment in human-technical systems focuses 
primarily on the execution phase. When identifying adverse events, analysis teams 
primarily look for the answer to the question “What could disrupt the system?”. It 
should be noted that this question naturally relates to the system’s operation during 
the performance of assigned tasks. Of course, a cause-and-effect analysis sometimes 
reveals the impact of erroneous decisions made during the planning phase. The results 
of these analyses then make it possible in the risk management phase to improve 
decision-making processes in the company. However, it is not common practice to 
consider already at the adverse event identification stage what planning errors may 
affect process execution. However, such an approach seems necessary in the case of 
CHT systems. Above all, the consequences of errors made in the task planning and 
system preparation phases are disproportionately higher than in traditional transport 
service systems. In human-technical systems, the operator is the decision-maker 
and can make decisions at any time regarding the activity carried out by himself 
and his subordinate machine. In the event of a disruption caused by an error in 
the planning phase, the operator often took non-standard measures to mitigate the 
effects of erroneous decisions. In the case of CHT systems, a planning error often 
means that the entire system has to be stopped, and a required correction has to 
be made to the prepared algorithm for the planned activity. These actions have the 
effect of increasing the execution time of the process and additional operating costs. 
The process of preparing the system for operation is also critical. As demonstrated in 
Sect. 5.1, a high level of integration of technical, digital and human system operations 
requires that the system components are coordinated and work together. The lack of 
readiness of one of these elements can bring the whole system to a temporary halt. 
While replacement of staff or transport equipment is possible, the lack of operability 
of the digital system is already a critical situation. For this reason, it makes sense 
for the risk assessment procedure to focus on possible errors made in planning tasks 
to prepare the system for operation. Therefore, the proposed change regarding the 
two-phase approach to identifying adverse events is important and necessary in terms 
of the quality of the results obtained from the developed risk assessment method. 

The results of the process analysis of the execution phase and the decision analysis 
of the planning phase allow the creation of a knowledge base about the internal
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transport process. This knowledge forms the basis for identifying adverse events, 
which should reflect the disturbances occurring in both phases of the transport service. 
Since adverse events, by their characteristics, are strictly assigned to the process 
management cycle phase, analytical techniques appropriate to the scope of activities 
undertaken in each of the two phases should be used to identify them. This means 
that when assessing the human factor layer in the planning phase, incorrect human 
resource planning methods should be identified, and in the implementation phase, 
human errors committed should be identified. A similar approach should be adopted 
for the technical layer. In the planning phase, errors relating to the planned intensity 
of use and planned maintenance operations will be identified. In contrast, in the 
implementation phase, risk identification will refer to the occurrence of damage. 

A list of adverse events is created for further risk analysis based on the 
identification procedure performed. 

Step 4: Classification of adverse events according to the analytical layers 

The next step is to group the adverse events according to the defined analytical layers 
in Fig. 5.7. This classification will allow analysts to understand better the root causes 
of the adverse events that occur, translating into more efficient and effective risk 
management in the mitigation and monitoring phases. By assigning a root cause to 
each event, it will be possible to select effective and efficient ways of dealing with 
the risk, which can precisely address the source of occurrence. 

The classification also aims to identify events whose occurrence is generated 
by more than one cause. Their identification in the list of adverse events is critical 
regarding the effectiveness of measures taken to reduce the likelihood of their occur-
rence. Lack of awareness of the complexity of the causes of occurring risks may 
result in high expenditure on risk reduction, the effectiveness of which will be lower 
than expected. At the same time, multiple causality may indicate that the source of 
an adverse event is the relationship between the selected resources rather than the 
resources themselves. Such knowledge is also crucial for further risk management, 
as correctly identifying cause-and-effect relationships is an important element of 
success in implemented solutions. 

Step 5: Breakdown of adverse events according to the nature of the risk 

The final step in this assessment is categorising the identified adverse events into 
known and unknown risks. This classification is critical for selecting analysis 
methods in step 3 of the proposed operational risk assessment method. As char-
acterised in Chap. 2, the following assumptions are made for the classification 
performed: 

Known risks will comprise a set of adverse events that can be identified and 
measured based on quantitative and qualitative analyses. The probability and conse-
quences of these events can be calculated from historical data or estimated based on 
expert knowledge. For this group, tools and methods aimed at reducing the proba-
bility and mitigating the impact of the risk can be applied at the risk post-treatment 
stage.
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Fig. 5.9 Classes of adverse events that form the basis of the risk classification exercise 

Known risks will comprise a set of adverse events that can be identified and 
measured based on quantitative and qualitative analyses. The probability and conse-
quences of these events can be calculated from historical data or estimated based on 
expert knowledge. For this group, tools and methods aimed at reducing the proba-
bility and mitigating the impact of the risk can be applied at the risk post-treatment 
stage. 

The result of the identification exercise should be a list of adverse events for 
which a risk analysis will be carried out. However, the events on this list should 
be grouped according to the accepted risk assessment context and the proposed 
classification criteria formulated in the adverse event identification exercise. In this 
way, 16 possible classes of adverse events are distinguished, as shown in Fig. 5.9 

5.2.3 Risk Analysis 

The proposed assessment method adopts the classical way of expressing risk as the 
product of a measure of the frequency of an adverse event and a measure of the 
consequences of its occurrence. Thus, the risk ratio (RPN) will be estimated using 
the formula (5.9). 

RPN = O × C (5.9) 

where 

O—a measure of the frequency of occurrence of an adverse event, 
C—a measure of the consequences of the adverse event.
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How the frequency of an adverse event is determined depends primarily on the 
nature of the risk being assessed and the data on the CHT system collected in the 
company’s knowledge bases. The extent and quality of the data available to the 
risk assessment team depends mainly on the reporting system, which should be 
dedicated to the assessed process and the supporting CHT system. The broader the 
reporting of data on adverse events and their accompanying conditions, the greater 
the accuracy of the risk analysis performed and the precision of the results obtained. 
If an organisation collects data continuously and comprehensively according to the 
information needs of the risk assessment team, then estimating the frequency of 
occurrence of an adverse event will be possible based on a probability distribution 
describing the random occurrence of the event. However, if the company does not 
collect all adverse event data, then the determination of risk parameters can only 
be based on the experience and knowledge of management and the risk assessment 
team. 

In the proposed risk assessment method, estimating the consequences of an 
adverse event according to the concept of vulnerability of the process to the identi-
fied risks is recommended. The concept of process vulnerability is presented in [3]. 
Vulnerability is assessed by looking at the impact of an event on defined process 
evaluation parameters. It is worth noting that the assessment concerns the impact’s 
effect (e.g., a reduction in the service’s quality) and the impact’s duration (how long 
the indicator is below the target value). The impact assessment of an adverse event 
according to the proposed approach is shown in Fig. 5.10.

According to Fig. 5.10, the proposed approach should assess: 

• the direct and indirect effects of the adverse event on the achieved process 
outcomes (e.g. increased handling time of a transport order, reduced level of 
customer logistics service); 

• the duration of the impact of the identified adverse events on the internal transport 
process in subsequent periods. 

The assessment of the impact of adverse events from a short-term perspective of 
the transport order handling process refers to three parameters describing the final 
result of the process. The assessment of the long-term consequences of the occurrence 
of the event, on the other hand, refers to the cost-quality parameters recorded from 
the organisational level. Estimating the consequences of an event thus refers to the 
consequences borne by the company at the time of the event and in future periods. 
Therefore, these consequences can take the form of:

• a non-recurring cost that is directly related to the occurrence of the adverse event 
(attributable to the process); these can be actual costs (e.g. additional pay for 
employee overtime), including the costs of extraordinary events (e.g. the cost of 
repairing a damaged AGV); 

• costs arising in the future, which are not directly recorded in the accounts but 
which may arise and even accrue in subsequent periods as a result of the event 
(e.g. loss of credibility that will reduce demand for the company’s products and
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Fig. 5.10 Assessment of the impact of adverse events in the short and long-term (based on [3])

loss of potential revenue, or higher maintenance costs for transport equipment). 
These costs result from the extended activation time of the adverse event’s effects.

The prepared adverse event matrix shown in Fig. 5.9 is the basis for the risk 
assessment. The resulting division into known and unknown risks is essential at the 
analysis stage. This division aligns with the definition presented in step 5 of the 
risk identification and determines the analytical team’s level of knowledge about the 
investigated events. On this basis, it is possible to select effective risk estimation 
techniques (appropriate to the information resources available). Figure 5.11 presents 
recommendations for selecting risk analysis models depending on the organisation’s 
knowledge of the phenomenon under investigation.

Model 1: Risk analysis based on historical data on previously recorded adverse 
events 

The higher the level of knowledge about the adverse events analysed in an organi-
sation, the more accurate the risk index estimation associated with their occurrence. 
The greater the collection of historical data on the frequency and impact of adverse 
events, the more precise the analytical methods a company can use. A highly valued 
and expertly recommended way of assessing risk is to use quantitative analytical 
methods. Determining the value of a risk indicator based on the use of quantita-
tive methods increases the reliability of the presented results for decisions at the
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Fig. 5.11 Selection of risk analysis models

operational level. Quantitative methods dedicated to operational-level risk analysis 
are usually divided into statistical and operational research methods. Examples of 
methods from both groups are shown in Fig. 5.12. 

However, it should be remembered that the quality of the results is influenced 
not only by the method of analysis used but also by the quality and availability

Fig. 5.12 Quantitative methods dedicated to operational-level risk analysis (based on [3]) 



5.2 Operational Risk Assessment Method for Cyber-Human-Technical … 199

of the required data. Collecting and updating data on disruptions occurring and 
associated losses is a critical challenge for this group of risk assessment methods. 
Quantitative methods require access to up-to-date data on events in the company and 
the environment. Therefore, it is necessary to define a set of internal and external 
data that can effectively feed analytical systems. The more significant organisational 
challenge is the acquisition and collection of external data. Firstly, it is necessary 
to clearly specify which data (phenomena) should be recorded in the organisation’s 
knowledge bases. 

Primarily, this should be data relevant to understanding the risks to which the 
company is exposed. Therefore, the starting point for acquiring these data should be 
the results of the conducted proceedings identifying adverse events, especially those 
belonging to the AE-E group, i.e. those in which the source of risk is the environment. 
Identifying these events and collecting data to estimate the risk of their occurrence 
is critical since, in most cases, the company has limited or no influence on activating 
this risk. The second critical challenge regarding external data is its availability. Since 
they relate to phenomena that can be monitored by the enterprise with a specific time 
lag or cannot be monitored at all because they relate to the activities of other entities, 
it is almost impossible to access detailed knowledge about them. 

The collection of internal data seems to be a more straightforward task. Many 
researchers emphasise that information systems currently being developed as part 
of the digital transformation can strongly support this process. In CHT systems, the 
support of data collection by cyber systems even seems natural. Indeed, it is, but only 
on the condition that a data reporting system is set up that is adapted to the require-
ments of the risk analyses being prepared. Therefore, the data must be reported in an 
appropriate structure and updated at the required frequency. Research conducted by 
the Author has confirmed, for example, that in risk analysis, it is more beneficial to 
aggregate data according to the modal value (dominant) of a particular phenomenon 
than according to the average value [3]. Often, the information needs of the risk 
assessment process also necessitate an extension of the scope of the reported data. 
Indeed, for analysis, it is necessary to collect data not only on the consequences of a 
given adverse event but also on the conditions accompanying it. This is particularly 
important in CHT systems, where an adverse event is often associated with a combi-
nation of several factors leading to the activation of the hazard. Recording these 
factors is critical, mainly when digital systems use the data collected for the “learn-
ing” process. Limited data recorded in the system are responsible for an incomplete 
or incorrect view of the phenomenon in question, resulting in erroneous conclusions 
from the analyses performed. 

For CHT systems, there is another challenge related to using quantitative methods 
to estimate known risks based on collected historical data. The result of the develop-
ment of Industry 4.0 and digital transformation is the increasing number of imple-
mentations relating to cyber-physical systems supporting internal processes in organ-
isations. However, both phenomena are still at an early stage of development in 
many companies. This means these organisations do not yet have enough data or 
shaped experience curves to ensure that the required knowledge assets are available 
at the right level. For this reason, quantitative–qualitative analysis methods are often
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Fig. 5.13 Description of the linguistic variable (based on [6]) 

used for risk analysis, which allows risks to be estimated even without the required 
availability of historical data, e.g. based on expert opinion. 

In the case of limited access to quantitative data, a frequently used approach is 
a linguistic approach to estimate the magnitude of parameters describing risk. This 
approach involves using verbal (linguistic) variables and the relationships between 
them [5]. The primary concept in this case is the linguistic variable (linguistic vari-
able), whose value is not a number but simple words or sentences used in natural 
language in human communication. The four elements shown in Fig. 5.13 describe 
the linguistic variable. 

Analyses based on a linguistic approach use the knowledge and experience of 
experts or employees (mainly managers) in situations where the company does not 
have the historical data collected to benefit from a quantitative approach. 

Linguistic variables are used, among other things, in fuzzy set analysis. This 
concept was first applied by Zadeh [7] for situations in which the decision-maker 
is faced with uncertainty and imprecision in the information used in the analytical 
process. The theory is a valuable analytical tool when measuring ambiguous concepts 
linked to people’s subjective judgements [8]. Linguistic variables are used in this case 
to express experts’ opinions regarding evaluating the two parameters describing the 
estimated operational risk. According to fuzzy set theory, the risk parameters for each 
adverse event are treated as a fuzzy number (FN) to which a specific membership 
function (MF) is assigned. It is worth noting here that the membership functions 
can take different shapes, with the choice of shape being a subjective decision and 
depending on the issue being analysed. In both theory and practice, triangular or 
trapezoidal functions are most commonly used [8]. The triangular fuzzy number is 
represented by the triangle AZ = (a, b, c), while the membership function will be 
described by the formula (5.10). 

µz(x) = 

⎧ 
⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

0 for x < a 
x−a 
b−a for a ≤ x ≤ b 
c−x 
c−b for b ≤ x ≤ c 
0 for x > c 

(5.10)
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In the membership function described in this way, the parameters a and c denote 
the lower and upper bounds for the described fuzzy number AZ , while the parameter 
b indicates the modal value of AZ . 

If a trapezoidal fuzzy number is used, it will be described as AZ = (a, b, c, d), and 
its membership function will be expressed by the formula (5.11). 

µz(x) = 

⎧ 
⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

0 for x < a 
x−a 
b−a for a ≤ x ≤ b 
1 for b ≤ x ≤ c 
d−x 
d−c for c ≤ x ≤ d 
0 for x > d 

(5.11) 

In the membership function described this way, the parameters a and d represent 
lower and upper bounds for the described fuzzy number AZ . 

Although triangular and trapezoidal functions are most commonly used in fuzzy 
set theory for risk assessment, the Author recommends performing tests to confirm 
the adequacy of the chosen function before making a decision. It is worth noting that 
Gaussian FNs were best suited to the issue under study in one of the studies conducted 
by the Author [7] concerning the risk assessment of using drones in warehouses based 
on fuzzy sets. 

Based on the research, the Author also recommends using the MAMDANI model, 
which consists of four modules: Fuzzification, Knowledge base, Fuzzy Interference 
System and Defuzzification [9]. The analytical process following the MAMDANI 
model is shown in Fig. 5.14.

The analytical procedure involves mapping fuzzy inputs and controlling outputs 
according to fuzzy set theory. Accordingly, the knowledge base consists of [9]: 

• a database in which the membership functions of the fuzzy sets used in the rules 
applied are defined and 

• rule bases containing ‘if–then’ rules, which are used to capture imprecise ways 
of reasoning. 

The Fuzzy Interference System uses the MIN and MAX operators. The MIN 
operator is used for operations involving combinations and implications, while MAX 
is used to aggregate fuzzy results. The final stage of the procedure is defuzzification, 
which aims to convert the fuzzy output into a crisp output signal. The output value 
is determined by Eq. (5.12). [10] 

Centroid of area, z∗ =
{
µA(z) · zdz{
µA(z)dz 

(5.12) 

where z* is the defuzzified output, and µA(z)—the aggregated output member 
function. 

After defuzzification, the fuzzy inference system returns a crisp output value that 
explicitly expresses the risk level of the adverse event under analysis.
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Fig. 5.14 The MAMDANI model in fuzzy set analysis (based on [9])

Model 2: Risk analysis of future (predicted) adverse events—known but not yet 
recorded in the system 

Risk analysis based on historical data is limited to events that have already been 
recorded in the enterprise and about which the organisation’s knowledge can be 
expressed in the form of quantitative data. However, as highlighted above, CHT 
systems are new solutions only being implemented in enterprises and regularly devel-
oped as the enterprise gains further levels of digital maturity. Therefore, it is diffi-
cult to assess the risks associated with their operation comprehensively, as many 
adverse events may not yet have occurred during their initial periods of operation. 
An example of such an event is battery ageing, which manifests itself in an increas-
ingly short phase of use between maintenance. In the initial phase of operation, such 
a risk hardly occurs with properly functioning batteries and equipment, whereas it 
increases with the lifetime of the transport equipment. 

For this reason, CHT systems also require a second risk analysis model, which 
refers to identified adverse events with no history of occurrence in the company under 
study. These events are known to managers because they have been recorded in other
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companies, among supply chain partners or in similar CHT systems. Experts also 
have knowledge of these events and can actively participate in the analysis process. 
In analysing these events, data from the environment on adverse events recorded by 
others play a unique role. The problem in this case is the availability of this data, 
which is usually the internal data of other organisations unwilling to share it. 

The solution to this problem is for companies to work together in Supply Chain 
Risk Management (this concept is characterised in Chap. 2). Within this concept, 
it is possible to share knowledge about the frequency and impact of adverse events 
in the various phases of the life cycle of cyber-physical systems with partners with 
more experience. In addition, it is possible to analyse the strength of the impact of 
an occurring event on the activities of other participants in the supply chain, which 
makes it possible to assess its effects not only on a micro scale (company) but also on 
the scale of all cooperating links (estimation of the effects of the occurring domino 
effect. 

A second possibility for acquiring the required knowledge is cooperating with 
research units that conduct analyses in this area. This cooperation can take the form 
of: 

• active, e.g. through joint research projects that evaluate potential adverse events 
based on observations, simulations or experiments; 

• semi-active, e.g. through expert panels in which representatives of research institu-
tions act as experts to assess the likelihood and consequences of identified adverse 
events; 

• passive, e.g., through sharing research reports and scientific publications that 
describe the results of analyses for similar CHT systems, which can increase the 
organisation’s knowledge of the phenomena under investigation. 

A third possibility is the use of expert panels, which can include representatives 
not only from science but also from industry. The opinions gathered in a group of 
experts can form the basis for estimating risk indicators based on fuzzy set theory, 
which was characterised when describing Model 1. Due to the lack of historical data, 
using this method is practically the only way to map the level of risk using numerical 
variables. 

If it is not possible for a company to use the above-described means of obtaining 
knowledge of forecast adverse events, it should use qualitative methods to assess 
future risk. These use subjective assessment measures but are characterised by high 
availability and flexibility of inference. It should also be noted that the correct prepa-
ration of the required information and a sound approach to the analysis process will 
produce results that are close to objective. Several qualitative methods are described 
in the literature that can be used to analyse predictive adverse events. Also, ISO 
31010:2019 [11] proposes a set of qualitative methods that can be used for risk 
assessment. The Author recommends using the proposed risk assessment method 
for predictive risk analysis. However, it should be noted that qualitative methods can 
also be used in Model 1 if the company does not have the right tools and professionals 
with the skills to perform quantitative risk analysis. Examples of qualitative methods 
are shown in Fig. 5.15.
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Fig. 5.15 Qualitative 
methods recommended for 
risk analysis in Model 2 
(based on [11]) 

It is also worth noting that the use of qualitative methods brings certain benefits 
[12]: 

• There is no need to value information (availability, confidentiality, integrity). 
• There is no need to quantify the impact and frequency of the risks involved. 
• Estimating the costs of recommended risk treatments and calculating potential 

losses is unnecessary. 
• Can be used without specific information and quantitative data or resources needed 

with quantitative methods. 
• Ability to include factors in the analysis that are not quantitative, e.g., company 

image and organisational culture. 
• Identification of areas in the organisation (process) that require special attention 

from the point of view of process continuity, effectiveness, efficiency and safety. 

In the case of qualitative methods, the experience and knowledge of the assessment 
team members are of particular importance. For this reason, a company deciding on 
this risk assessment method should make every effort to ensure that the assessment 
team consists of people with extensive professional experience and interdisciplinary 
knowledge of the CHT system under study. 

Model 3: Scenario analysis for unknown adverse events 

Identifying adverse events can identify risks of an unknown nature for which the 
organisation has the limited knowledge to assess the probability and consequences 
of occurrence. This group usually includes events with a very low probability of 
occurring but whose consequences could even be catastrophic for the company. 
Precisely because of the possibility of a very high loss or risk to the health or life 
of process participants, this group of adverse events should also be analysed, even 
though the acquisition of knowledge about their course and final results is limited. 

Because these risks are unknown, the number of possible methods to be used 
is limited. The low incidence of these adverse events makes it difficult not only
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to determine their impact but also to predict their course, including, in particular, 
the identification of risk-activating factors. Due to the limited knowledge of the 
phenomenon under investigation, the only risk analysis method is brainstorming 
with experts. The expert team should consist of external specialists and in-house 
staff with extensive experience and comprehensive knowledge of internal processes, 
but also of market trends and other external factors affecting the CHT system and 
the process it supports. 

A tool that can further support the evaluation process is scenario analysis. The 
main objective of the procedure carried out is the development of scenarios, the 
preparation of which is intended to stimulate thinking about [13]: 

• possible adverse events, 
• assumptions about the occurrence of adverse events, including possible triggers 

for the risks involved, 
• course of adverse events and the possible consequences of their occurrence. 

The analysis involves the preparation of multivariate, narrative scenarios depicting 
the possible course and potential consequences of the assessed adverse event. Each 
scenario describes the phenomena caused by the occurrence of the analysed event, 
taking into account various internal and external factors that may affect the conse-
quences. The correct execution of the scenario analysis is critical, as based on the 
results obtained (including a picture of the course of the adverse event), the organi-
sation will implement protective barriers to reduce the consequences of the assessed 
risk. However, it should be noted that, as recommended in [14], the scenario anal-
ysis should also consider situations in which the controls would fail or a risk with a 
combination of parameters that have never been recorded before would occur. This 
forces team members to go beyond the control zone and take a broader view of the 
phenomenon under analysis when preparing the scenario analysis. 

5.2.4 Risk Evaluation 

The final stage of the risk assessment process is risk evaluation, which prioritises 
the estimated risk indicators that will form the basis for decisions on how to proceed 
in the risk management process. The evaluation process results will thus influence 
managers’ attitudes towards the risks involved. Therefore, the evaluation aims to 
determine the rules for deciding individual risk acceptance levels, which will deter-
mine the organisation’s implementation of selected risk mitigation measures and 
prioritise their activation. 

The most straightforward rule of risk evaluation is distinguishing two basic risk 
classes—(a) acceptable risk and (b) unacceptable risk. However, with such division 
rules, it is difficult to prioritise the implemented risk mitigation measures. For this 
reason, most researchers introduce an additional diversification of levels for the 
unacceptable risk group to prioritise and rank the actions taken with limited financial
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Fig. 5.16 Risk acceptance 
levels 

resources. This approach was also applied to the proposed risk assessment method, 
and the differentiated risk acceptance levels are shown in Fig. 5.16. 

In accepting the risk involved, managers do not take action to reduce the risk, 
as in most situations, the expenditure incurred would not be economically justified. 
Therefore, the most common recommendation concerning this group of events is to 
continuously monitor the level of risk and the factors responsible for activating the 
threat. However, if the risk is not accepted, managers must develop a specific way of 
dealing with the risk. However, due to the usually limited financial resources present, 
it is recommended that measures be taken first to mitigate critical risks (high level). 
In this case, action to reduce the level of risk should be taken immediately (without 
undue delay—as soon as possible) and without regard to the costs involved. In the 
second instance, managers should take action targeting events whose risk indicators 
have been assessed as medium–high. The countermeasures concerning the available 
financial resources should be optimised in this case. Their implementation time 
may also be longer than for critical risk events. In the case of adverse events with 
risk indicators reaching medium and minor values, mitigating actions are reviewed 
regarding the costs incurred to achieve the expected results and are only implemented 
where economically justified. 

Limits for individual risk acceptance levels are set on an individual basis by the 
risk assessment team. Decisions in this area are strongly influenced by the so-called 
risk appetite of managers, which is characterised in Chap. 2. Risk appetite determines 
managers’ tolerance level to the risks involved in the planning and execution process 
of internal transport. This appetite thus shapes the acceptable limits of the risks 
involved. Therefore, it makes sense for the assessment team to include representatives 
of different risk appetite levels, as this will ensure that the limits set are a compromise 
between extreme attitudes and the risks involved. 

Basing the risk index on the product of two parameters (the frequency and the 
consequences of the occurrence of a given event) makes it possible to use a well-
known tool for risk evaluation, namely a risk matrix (map). This tool is popular
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Fig. 5.17 Risk matrix 

in industrial risk analysis, as it clearly and visibly positions each of the assessed 
adverse events and allows them to be prioritised for risk mitigation. Thus, it provides 
a map for managers to set directions for dealing with risks. For the distinguished 
risk acceptance levels shown in Fig. 5.16, a matrix was developed to evaluate the 
risk parameters on a scale of 1–5. This map is presented in Fig. 5.17. However, it 
should be remembered that the limits of the division are left to the discretion of the 
decision-makers, and those presented in the matrix are only proposals made by the 
Author. 

However, it should be remembered that the limits of the division are left to 
the discretion of the decision-makers, and those presented in the matrix are only 
proposals made by the Author. 

Based on the evaluation, managers decide on the recommended attitudes towards 
the listed risk groups. These attitudes will depend primarily on the resources available 
to the organisation and the maturity of the company’s risk management system. It 
should be taken into account that the chosen risk management system dictates how 
the management process will proceed, and this will determine the process’s resilience 
to adverse events. 

5.2.5 Risk Monitoring 

Risk assessment and monitoring must be continuous in the organisation. Relying on 
sporadic risk analyses initiated after an adverse event is an unnecessary activity that 
inefficiently engages resources. It therefore makes sense to implement a risk culture 
in the company based on: 

• the periodic, regular process of updating the risk assessment for the internal 
transport process and 

• the constant monitoring of the activity of the CHT system elements and their 
collaboration affects the correct execution of the internal transport process and 
the results achieved.



208 5 The New Approach to Risk Assessment in Logistics 4.0 on the Example …

Fig. 5.18 Components of a risk monitoring system 

When describing the risk identification and analysis phase, particular attention 
was paid to the availability of complete and up-to-date data. The data quality feeding 
the risk assessment process depends mainly on the risk monitoring systems in place. 
The risk monitoring process associated with the operation of CHT systems should 
be based on the three components shown in Fig. 5.18. 

(1) Reporting system for risk assessment 

A fundamental challenge in preparing a risk assessment is the limited availability 
of comprehensive data on adverse events occurring. The lack of such data is often 
due to inadequate procedures indicating the extent of the information needed and 
the means of collecting it, including the persons responsible for the process. Such 
procedures only take shape as the risk culture develops in the organisation, and infor-
mation technology can strongly support the process. For the process to be effective 
and efficient, it is necessary to develop assumptions for a reporting system for risk 
assessment. 

In the proposed risk assessment method, the assessment team focuses on the 
course (execution) of the internal transport process and the results achieved by the 
service process. Therefore, the reporting system should be based on the two pillars 
shown in Fig. 5.19:

• a knowledge base of occurring adverse events—collecting comprehensive infor-
mation on disruptions and adverse events affecting the course of cargo handling 
in internal logistics and 

• a performance database that provides a basis for analysing potential deviations 
from service targets/standards 

The adverse event report is designed to collect detailed data on recorded adverse 
events. In the document template, the responsible persons should enter the required
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Fig. 5.19 Pillars of the reporting system for risk assessment

data. Wherever possible, suggested answers should appear under these headings, and 
only in justified cases should the recorded data be left free. In this way, the data to 
be entered will be standardised, significantly speeding up the procedure for further 
analysis. The duty to record data on an adverse event lies with the employee respon-
sible for monitoring the execution of the process. However, in the case of the CHT 
system, some of the data may come from selected IT systems responsible for super-
vising the correct operation of technical equipment and monitoring its operational 
parameters. The range of data reported should meet the information needs of the 
assessment team, but among the primary data that need to be recorded are: 

• date of the adverse event; 
• the type of event (short characteristics); 
• the cause of occurrence (concerning the analytical layers); 
• the consequences of the adverse event; 
• the environmental conditions at the time of the event; 
• the recovery time of the CHT system after the adverse event. 

This report data will provide decision-makers access to complete and up-to-date 
knowledge of adverse events. It is also worth noting that the available Industry 
4.0 solutions implemented within CHT systems can significantly automate the 
process of collecting and analysing input data. An appropriately defined framework 
for the recording system of adverse event information can improve the effective-
ness, efficiency, and time required to make inferences for risk assessment purposes. 
The knowledge base created from the reported data also provides information for 
determining selected Risk Indicators.
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The performance report aims to support monitoring the correct execution of the 
internal transport process by monitoring the results achieved, expressed as Key 
Performance Indicators (KPIs). KPIs can be quantitative indicators (e.g. lead time, 
logistics service level, number of vehicles involved) or value indicators (e.g. energy 
costs, employee salary costs). Based on the reported data on current KPIs, deviations 
from set targets (defined standard values) are analysed. The template for the reported 
data and the indication of the source are presented in Table 5.2. 

This report should be prepared periodically—ideally once a month, but at least 
once a quarter. Excessive intervals between reports may limit the flexibility of 
managers’ responses to disruptions as they occur. 

(2) Key risk indicators system 

The reporting system should be integrated with a system of indicators, the scope of 
which should take into account the information needs of the risk assessment team. 
The particular attention of decision-makers is primarily focused on performance 
measures (concerning the effectiveness and efficiency of the activities undertaken) 
and the demand for resources to perform assigned tasks. Therefore, the measurement 
system developed should be based on traditional performance indicators, including 
task performance and resource utilisation indicators, as well as risk indicators, which 
are calculated based on performance indicators and data from adverse event reports. 
In this case, the risk indicators have an informative role (providing data for the risk 
assessment to be carried out) and should also act as gatekeepers to correctly executing 
processes. In the case of changes in the values of risk indicators indicating an increase 
in risk, it is necessary to take appropriate action, including carrying out proceedings 
to assess the impact of the change on the level of risk associated with the analysed 
process. 

The selection of indicators forming the set of performance and risk indicators 
is an individual decision of each enterprise. Managers should make this decision 
based on a thorough analysis of the information needs of process owners and the 
risk assessment team. However, it should be remembered that too many indicators 
that require ongoing monitoring increase the operational costs of the assessment 
process. Therefore, it is reasonable to distinguish from the set of performance and risk 
indicators a group of critical indicators called Key Performance Indicators (KPIs) and 
Key Risk Indicators (KRIs), whose ongoing monitoring managers consider critical

Table 5.2 Model performance report 

Background information Method of registration 

Indicator name Downloading from information systems 

Target indicator value Downloading from information systems 

Current indicator value Downloading from cyber-systems 

Recorded deviation Automatic calculation 

Identified causes of deviation Input by the manager/downloading from cyber-systems 

Identified effects of deviation Input by the manager 
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Fig. 5.20 Pareto rule in the determination of KPIs and KRIs 

from the point of view of enterprise risk management. The Pareto method (20/80 
rule) can distinguish between KPIs and KRIs, allowing decision-makers to identify, 
for example, 20% of the indicators monitoring the factors responsible for 80% of the 
causes of adverse events. This rule is illustrated in Fig. 5.20. 

For the group of KPIs and KRIs, it is recommended that managers select indicators 
that are used operationally as part of their day-to-day monitoring of process correct-
ness or are considered important from the perspective of improving the assessed 
process. It should also be remembered that the group of KPIs should include at least 
one representative for each analytical layer highlighted. 

(3) Technical equipment performance monitoring and security cyber systems 

The essential components of the risk monitoring process are the technical equipment 
performance monitoring systems and security cyber systems, shown in Fig. 5.21

CHT systems’ support of the transport process offers a vast potential for moni-
toring the operation of the technical equipment used. Industry 4.0 solutions based on 
collections of active sensors monitoring selected elements and activities of technical 
equipment and the Internet of Things make it possible to track in real time a broad 
spectrum of parameters related to the operation of a given piece of equipment and 
deliver them to a central system collecting and analysing the measurement results 
(CMMS—Computerised Maintenance Management System). Based on defined limit 
values, these systems not only report on deviations from the accepted standards but 
can also recommend actions or initiate reactions of other digital systems according 
to a procedure algorithm implemented for these purposes. The basic functionality of 
CMMS systems includes:

• asset management (asset tracking, recording asset history); 
• scheduling labour and resources; 
• work order management; 
• preventive maintenance plan; 
• stock management;
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Fig. 5.21 Technical equipment performance monitoring and security cyber systems for operational 
risk assessment

• audits; 
• performance indicators and reports. 

However, in CHT systems, in addition to CMMS systems and collections of active 
sensors, digital twins, the idea of which is described in Chap. 3, are an important 
solution to support the monitoring process. Digital twins can be created to digitally 
represent the vehicles used in the material handling process. By exchanging data in 
real time between the physical object and the digital object, it is possible to: 

• monitor the operation of technical objects in real-time; 
• help to understand better disruptions occurring in the operation of technical 

facilities; 
• accelerate the response to disturbances occurring in the operation of technical 

facilities; 
• anticipate the occurrence of disturbances (failures), indicating the type and time 

of their occurrence; 
• analysing the response of a technical facility to planned actions involving it; 
• elimination of erroneous activities and inefficient investments.
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As has been highlighted on many occasions, CHT systems are particularly vulner-
able to digital attacks, which can come from within the organisation as well as from 
the environment. Therefore, systems that monitor the security of cyber systems are a 
critical part of the risk monitoring process. The security monitor should be concerned 
with the data collected, the network, the entire IT infrastructure, and the software 
and mobile devices. This process should be supported by appropriate cyber secu-
rity systems, such as anti-virus software, firewalls, identity and access management 
systems (allowing you to determine who has access to your organisation’s resources 
and who can change them). Two of the most popular strategies for securing industrial 
networks today include the concepts of Defense in Depth and Zero-Trust. 

Defense in Depth uses a combination of different defence mechanisms to protect 
an organisation’s critical resources from potential attack [15]. Therefore, this strategy 
creates a multi-layered security system to mitigate risk and minimise potential losses. 
Creating a multi-layered security architecture provides multiple lines of defence 
against cyber threats. In this way, despite the breach of one security layer, other 
layers remain unaffected, as each layer represents a different security control or 
mechanism. Comprehensive guidance on the security layers to be created can be 
found in the literature and subject portals. Abdelghani [16] emphasises that the 
Defense in Depth strategy is based on technology, people and processes. Therefore, 
among its basic components, there are[16]: 

• Physical Access Protection. 
• A comprehensive set of policies and procedures covering all cybersecurity aspects. 
• Network Segmentation and Separation—physical separation, network segmenta-

tion, Firewall and VPN. 
• Device hardening operations, which include: (a) password management including 

encryption, (b) disabling of unused services, (c) access control, (d) patches, 
hotfixes, application updates, and (e) strong authentication. 

• Monitoring and maintenance. 

The second Zero-Trust strategy is based on the premise of “trust no one, verify 
everything”. Earlier strategies considered a perimeter-based security model (every 
user, device, and network traffic inside the border is trusted). In contrast, the zero-
trust model treats everything as hostile, and trust must be gained through multiple 
parameters, including user authentication, authorisation, and verification of devices 
and services. Among the main principles of this strategy are [17]: 

• All critical data, assets, and services must be secured irrespective of location 
(inside or outside the corporate network). 

• No components are trusted by default, and access communications must always 
be encrypted, even for intranet channels. 

• Just-in-time access, where the authentication and authorisation verification are 
done based on the set access policy precisely at the time of access request and 
will only be valid for one session.
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• Just enough access, which corresponds to least privilege access, should be applied 
such that only enough amount of access required to carry out the task is provided 
and no more. 

• Access control policies must be configured based on the data received from a 
maximum number of sources, such as device health, type of resource accessed, 
etc. 

• Access is never granted based on history and must be evaluated whenever 
requested. 

At the same time, it is crucial to remember that the Zero-Trust strategy is a 
concept that uses various security solutions that target the elimination of potential 
vulnerabilities present in the security layers. Critical to this is the fact that this model 
covers not only traditional digital assets but also addresses the protection of the cloud 
space, IoT, and other Industry 4.0 solutions implemented in smart factories [17]. 

5.3 Implementation of the Proposed Method ORA_CHTS 
in Internal Transport Systems 

The framework of the proposed risk assessment method is universal and can be imple-
mented in various internal logistics processes supported by CHT systems. However, 
the object of the research described in this book is the internal transport process. 
Therefore, the applicability of the proposed ORA_CHTS method in the assessment 
procedure will be presented using this process as an example. 

5.3.1 Characteristics of the AGV System 

The ORA_CHTS method was implemented in a specific internal transport system 
handling material flows between the warehouse and the production floor in a selected 
company from the automotive sector. Transport handling concerns delivering parts 
from the material warehouse to the assembly lines, picking up containers with 
finished products from the assembly stations, and transporting them to the ware-
house. The assembly stations were handled in 450 m and 350 m loops, which start 
and end at the parking point. The layout of both routes is shown in Fig. 5.22.

Until recently, the material handling process was executed by vehicles manu-
ally operated by skilled operators. This system was replaced by an AGV solution 
using laser navigation. The choice of navigation method was mainly influenced by 
two factors: (a) the implementation of the AGV system into the existing technical 
and construction infrastructure and (b) the resulting contamination during metal 
processing in the vehicles’ moving space. The significant benefits of laser naviga-
tion are primarily the flexibility of planning the paths of the vehicles, ensuring that 
periodic changes can be made. The vehicle is equipped with a navigation module
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Fig. 5.22 Layout of the transport system work area

containing a laser that is responsible for reading information from reference mark-
ings placed on the hall equipment. The laser sensor has an optoelectronic detection 
system, a visualisation LED, a 7-segment digital readout and an optical shield. The 
other parameters of the AGV system used are shown in Table 5.3.

The vehicle has a touchscreen graphic interface allows communication between 
the vehicle and a human. The most important messages are shown in Fig. 5.23.

Prior to the start of a mission, the operator is required to indicate in the AGV 
system the stations that have been scheduled for service. The scope of the mission 
being carried out is displayed on the screen, indicating the unloading and loading 
locations. When the mission is completed, the vehicle returns independently to the 
charging point and waits for the next mission to start. When the vehicle’s battery 
charge level reaches a critical level, the vehicle returns to the parking area, which 
also acts as a battery charging point. The need to change the battery is reported on the 
truck’s control screen, and, in addition, light and sound signals are given to alert the 
operator. A new mission can only be started once the batteries have been replaced. 

In addition, the vehicle is equipped with dedicated measures to ensure its safe 
operation due to sharing the workspace with people: 

• The stacking control module consists of four controls with different colours 
that activate in specific situations. Table 5.4 shows the meaning of the activated 
controls.

• Emergency stop button—its use activates the brake and cuts off traction: all 
moving parts of the vehicle lose power. Resumption of vehicle operation is only 
possible after operator intervention. 

• The dynamic deceleration field—a virtual field created in front of the tractor at a 
height of 170 mm, which activates when an obstacle is detected in this zone. In 
such a situation, the vehicle reduces its speed to 0.72 km/h. The field is dynamic, 
as the programming adjusts the shape of the field to follow the actual path.
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Table 5.3 Parameters of the AGV system 

Communication module WiFi 

Maximum vehicle speed 1. .38 m/s = 4.97 km/h 

Deviation from a given position in free movement ± 50 mm 

Number of parking spaces 1 

Required clearance on both sides of the robot in a 
parking space 

50 cm 

Number of charging points 1 

Low battery 30% 

Battery charge critical threshold 20% 

Access to the charging point Manual 

Floor requirements Flat, stable, dry—deviations from 
specifications should be assessed locally 

Temperature 0–40 °C 

Maximum temperature 40 °C should not last longer than 60 min 

Average temperature up to 35° in 24 h 

Temperature change up to 5 °C per hour 

Humidity range 45–90% przy 20 °C 

Maximum slope on the route 3% 

Minimum height on the route 2.5 m 

Maximum load capacity 5 t  

Maximum overall dimensions of the load 2.63 m × 1.063 m 

The minimum distance of an object from the 
ground necessary to be detected by a safety laser 

10 cm

Fig. 5.23 Information 
presented on the graphic 
interface
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Table 5.4 Stacking control module 

CControlled by 
tthe module MMode MMeaning 

Module 1 
constantly on detained for safety reasons 
flashing waiting for the operator to restart 
off safety OK 

Module 2 
constantly on rorremetsys 
flashing low battery 
off system OK 

Module 3 
constantly on toboryranoitats-edomlaunam 
flashing noitomnitobor-edomlaunam 
off robot inactive 

Module 4 
constantly on toboryranoitats-edomcitamotua 
flashing noitomnitobor-edomcitamotua 
off robot inactive 

• Dynamic stopping field—a virtual field created in front of the tractor at a height 
of 170 mm, which activates when an obstacle is detected in this zone. In this 
situation, the vehicle comes to an emergency stop. This field is also dynamic and 
is located in front of the slowing field, as shown in Fig. 5.24. 

• Laser curtain scanner for obstacle detection—in the event of an obstacle appearing 
in the area of the laser curtain’s designated field, the vehicle stops, simultaneously 
sending out an audible and luminous warning signal. 

• Blue spot in front of the vehicle—a blue LED light informs employees of an 
approaching vehicle. This light is significant at intersections of vehicle and people 
paths, so the point is 4 m away from the vehicle. 

• Traffic lights for correct train connection (tractor and wagons)—a traffic light is 
placed on each wagon and can send a green or red light signal. The green part 
of the traffic light indicates that all train elements are correctly connected. A red 
light indicates that there is some irregularity in the formation.

Fig. 5.24 Dynamic slowing 
and stopping field 
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It is also worth mentioning that if the vehicle loses its reference point to the 
mapped path and the navigation laser cannot measure enough points, it immediately 
enters error mode. 

5.3.2 Risk Assessment for a Selected Transport System 

An interdisciplinary team of experts was appointed to prepare the risk assessment. 
The team consisted of (a) the director of the logistics division, (b) the warehouse 
manager, (c) the production director, (d) the AGV system operator, (e) the leader of 
the cargo handling team, (f) a scientist—a specialist in risk management in logistics 
systems (the Author). The expert team used the ORA_CHTS method developed by 
the Author to prepare the risk assessment. 

Stage 1: Setting the context for the risk assessment 

The risk assessment concerned the implemented AGV system for handling mate-
rial flows between the warehouse and the production floor, as described above. The 
adopted context for the risk assessment was to evaluate the risks by the planning and 
execution phases of the material handling process, using the team’s expert knowledge 
and initial experience gained during the testing phase of the AGV system. The iden-
tification of adverse events was based on the four analytical layers identified (human 
factor, technical, digital and environment), considering the sources of adverse events. 
Accordingly, the risk identification process was carried out according to the flowchart 
in Fig. 5.8. 

Stage 2: Identification of adverse events 

The procedure for identifying adverse events related to the planning and execution 
of the internal transport process handled by the CHT system identified 84 adverse 
events. The most challenging part was the identification of unknown risks—the team 
identified only seven such events: 3 for the planning phase (including 1 in the human 
layer and 2 in the environment layer) and 4 in the execution phase (including 1 in the 
technical layer and 3 in the digital layer). The risks identified and their classification 
into the distinguished classes are shown in Table 5.5.

The low number of identified events for unknown risks may be because most of the 
identified adverse events were categorised as known risks, which is also confirmed 
by the size of this set of events. It should also be emphasised that it is unfortunately 
impossible to present the full results of the known risk assessment in the book. 
This is primarily due to the extensive research material covering the analysis of 84 
events and the company’s protected know-how. However, to verify the usefulness 
of the developed ORA_CHTS method, two exemplary adverse events belonging to 
each distinguished class of the known risk category were selected. These events are 
presented in Table 5.6, together with their respective classifications.

For the adverse events indicated in Table 5.6, a risk analysis was performed using 
Model 2.
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Table 5.5 Unknown risks identified for the assessed system 

Name of the adverse event Class 
affiliation 

Delegating the control of the AGV system to an inexperienced operator AE-H/PP/ 
UK 

Bankruptcy of the AGV system service provider AE-E/PP/ 
UK 

Introduction of high limits on the consumption of energy from non-renewable 
sources 

AE-E/PP/ 
UK 

Failure of the AGV system due to operation in very high temperatures (occurrence 
of hot weather and limited use of air conditioning) 

AE-T/EP/ 
UK 

Incorrectly prepared update of the AGV system control software AE-C/EP/ 
UK 

Internal cyber-attack on the AGV system AE-C/EP/ 
UK 

Uncontrolled activation of the fire extinguishing system in the server room, leading 
to damage to the servers 

AE-C/EP/ 
UK

Table 5.6 Known risks identified for the AGV system under assessment 

Event 
symbol 

Name of the adverse event Class 
affiliation 

AE_C_1 Failure to implement an adequate digital security system AE-C/PP/K 

AE_C_2 Incorrectly parameterised human-vehicle communication system 

AE_C_3 External cyber attack AE-C/EP/K 

AE_C_4 Temporary interruption of energy supply 

AE_H_1 Incorrect assignment of missions to vehicles AE-H/PP/K 

AE_H_2 Incorrect assignment of paths 

AE_H_3 Human intrusion into the path of a vehicle AE-H/EP/K 

AE_H_4 Failure of an employee to see a moving vehicle 

AE_T_1 Incorrectly mounted laser sensor on AGV AE-T/PP/K 

AE_T_2 Incorrectly programmed warning (limit) parameters for vehicle 
operation 

AE_T_3 Collision between vehicle and another vehicle AE-T/EP/K 

AE_T_4 Excessive speed of the vehicle in the shared working space 

AE_E_1 Incorrectly prepared surface on which vehicles are running AE-E/PP/K 

AE_E_2 Incorrect marking of the area not accessible for vehicles 

AE_E_3 Incorrect lighting interfering with the reading of the reference mark AE-E/EP/K 

AE_E_4 Pollution of the hall—oil spills, production waste



220 5 The New Approach to Risk Assessment in Logistics 4.0 on the Example …

Stage 3: Risk analysis 

The company does not yet have a sufficiently complete database, as the AGV system 
has only just been implemented for cargo transport. This makes it impossible to 
perform a risk assessment using quantitative methods to estimate the frequency 
parameters and consequences of identified adverse events. For this reason, it was 
not possible to use Model 1 to prepare the risk analysis. However, in the future, once 
the company has collected adequate quantitative data describing the operation of the 
AGV system, it is planned to implement Model 1 into the risk assessment process. 

A classic brainstorming technique was used with no time limit and a defined 
number of ideas to analyse events belonging to the set of unknown risks. This 
provided the assessment team with the freedom to proceed with the analysis. The 
analysis was primarily a cause-and-effect analysis. The team first identified the poten-
tial sources of occurrence of each of the seven identified adverse events, and then the 
possible consequences of their occurrence were determined. For this part of the risk 
analysis, the qualitative Bow-Tie method and scenario analysis were used to develop 
multivariate, narrative scenarios describing the possible course and potential conse-
quences of the assessed adverse event. Unfortunately, these research results cannot be 
published due to the company’s safety policy and know-how. For this reason, in the 
remainder of the book, the presentation of the results is limited to events belonging 
to the known risk category. 

Due to the lack of historical data, the assessment team used Model 2 using fuzzy 
set theory, described in Sect. 5.2, and the Mamdani model shown in Fig. 5.14 to 
assess the known risk. The team used the Mamdani model, built in Matlab software, 
to prepare the risk analysis. In the model, the input variables were the probability 
and consequences of the identified adverse events, and the output variable was the 
event’s risk level. The probability and consequences of each adverse event were 
estimated based on the expert opinion of the assessment team members. Linguistic 
variables were used to express opinions on the two parameters assessed, which were 
then modelled using fuzzy set theory. Table 5.7 (probability) and Table 5.8 (effects) 
show the linguistic variables for the input variables. The linguistic variables for the 
output variable (risk level) are presented in Table 5.9. 

As described in Sect. 5.2, the risk parameters of each analysed adverse event are 
treated as fuzzy numbers (FN) and membership functions (MF). A triangular MF 
(for the probability and consequences of the adverse event) and a trapezoidal MF

Table 5.7 Probability of adverse event 

Rating category Description Fuzzy value 

CERTAIN (P5) Expected to occur regularly under normal circumstances (7.5, 9, 10, 10) 

VERY LIKELY (P4) Expected to occur at some time (5.5, 6.5, 8) 

POSSIBLE (P3) May occur at some time (3.5, 4.5, 6) 

UNLIKELY (P2) Not likely to occur in normal circumstances (1.5, 2.5, 4) 

RARE (P1) Could happen, but probably never will (0, 0, 0.5, 2)



5.3 Implementation of the Proposed Method ORA_CHTS in Internal … 221

Table 5.8 Consequences of adverse event 

Rating category Description Fuzzy 
value 

CATASTROPHIC 
(C5) 

Failure to complete the mission entirely, permanent damage to the 
AGV, loss of the order/client, permanent damage to workers’ 
health 

(7.5, 9, 
10, 10) 

HIGH (C4) Failure to complete the mission, crash or damage to the AGV, 
injured worker 

(5, 6.5, 
8) 

MODERATE (C3) Inability to start the mission, stopping the operation of the AGV 
system, need to postpone the service to a later date, risks to 
workers’ health and safety 

(3, 4.5, 
6) 

MINOR (C2) Disruptions cause a delay in the implementation of the service or 
the lack of the expected results of the mission (in terms of the 
quality and completeness of the measurements performed) 

(1, 2.5, 
4) 

NEGLIGIBLE 
(C1) 

No impact or little impact on security (0, 0, 
0.5, 
1.5) 

Table 5.9 Risk level 

Rating category Description Fuzzy 
value 

HIGH (RL5) Consequences are catastrophic or high for AGV missions 
and the service provided, which occur certainly or almost 
certainly in the future 

(80, 90, 
100 100) 

MEDIUM–HIGH 
(RL4) 

A certain (almost certain) event with minor consequences or 
an unlikely event with critical consequences 

(60, 70, 
80, 90) 

MEDIUM (RL3) An almost certain event with minor consequences or an 
unlikely event with significant consequences. Limiting the 
possibility of a successful AGV mission 

(40, 50, 
60, 70) 

MINOR (RL2) The occurrence of an event is possible—minor/no significant 
consequences without much impact on the mission’s success 

(20, 30, 
40, 50) 

LOW (RL1) It is almost impossible for an event to occur. The 
consequences are negligible—no impact on the 
accomplishment of the mission 

(0, 0, 15,  
25)

(for the level of risk) were chosen for the analytical procedure. This selection was 
based on the popularity of both functions and the best fit to the data. The arithmetic 
mean aggregation operator was used to aggregate the collected opinions of the team 
members. The aggregation represent the operator, defined on triangular FN: (a1, b1, 
c1), (a2, b2, c2) … (an, bn, cn) delivers the result as (x, y, z) according to the formulae 
5.13:
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(5.13) 

where n is the number of experts (in the analysis, n = 6). 
The membership functions (triangular and trapezoidal) used in the model to repre-

sent the linguistic scales of the input and output parameters were constructed from 
Tables 5.7, 5.8 and 5.9. They are  shown in Figs.  5.25 and 5.26. 

The surface risk results are visualised in Fig. 5.27 for the risk assessment model 
built in Matlab. It should be noted that no rule prioritisation was applied in the model, 
which means that all entered rules in the model have a weight of 1.

The result of the risk analysis carried out using the Mamdani model is shown in 
Table 5.10.

The results clearly show a wide variation in the risk levels estimated for the indi-
vidual adverse events. The highest risk level concerned event AE_C_4 (Temporary 
interruption of energy supply) and AE_C_3 (External cyber-attack), while AE_E_ 
1 (Excessive speed of the vehicle in the shared working space) reached the lowest 
risk level. The values of the risk indicators for the analysed adverse events form the 
basis for further evaluation of the results obtained. 

Stage 4: Risk evaluation 

A risk matrix was used to evaluate the results obtained. The matrix was built based 
on the rule base entered into the Mamdani model and the defined risk acceptance 
levels shown in Fig. 5.16. The matrix denotes classifying individual adverse events 
into the corresponding risk categories. This classification is shown in Fig. 5.28.

Fig. 5.25 Membership functions of probability and consequences
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Fig. 5.26 Membership functions of risk level

Fig. 5.27 Surface risk results
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Table 5.10 Results of risk analysis for adverse events in the CHT system 

Event P (Fuzzy) C (Fuzzy) P (Crisp) C (Crisp) Risk level 

AE_C_1 P2 C4 3.33 7.12 54.81 

AE_C_2 P3 C4 5.12 7.33 75.31 

AE_C_3 P3 C5 4.66 8.56 70.07 

AE_C_4 P4 C4 7.22 7.07 75.61 

AE_H_1 P2 C3 2.89 5.23 28.40 

AE_H_2 P2 C4 2.96 6.88 48.10 

AE_H_3 P3 C4 5.22 6.96 74.30 

AE_H_4 P3 C3 6.56 5.04 68.80 

AE_T_1 P2 C4 3.56 6.66 52.50 

AE_T_2 P2 C4 3.03 6.84 48.34 

AE_T_3 P2 C4 3.07 6.67 46.40 

AE_T_4 P2 C4 2.86 7.34 54.90 

AE_E_1 P2 C3 2.95 5.08 26.33 

AE_E_2 P2 C4 2.88 7.07 51.15 

AE_E_3 P3 C3 4.89 4.91 48.30 

AE_E_4 P3 C4 5.34 6.98 73.00

Fig. 5.28 Risk evaluation results for the CHT system
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The analysis of the risk evaluation results shows that none of the analysed adverse 
events were classified in the lowest (LOW) or highest (HIGH) risk class. The most 
numerous class is the MEDIUM level risk, in that most events were characterised by 
probability (P2) and consequence (C4). Their risk should be considered acceptable 
for the two events belonging to the MINOR class. For the remaining adverse events, 
the company is required to take specific actions to reduce the occurrence of the 
identified risks. 

Based on this classification, it is possible to prioritise the risk mitigation actions 
that need to be taken. In the first instance, mitigation actions should address events 
AE_C_4 and AE_C_3, followed by events AE_C_2, AE_H_3, and AE_E_4. Only 
after these have been completed should analyses be prepared to confirm the economic 
viability of implementing risk mitigation solutions for events in the MEDIUM class. 
In the case of acceptable risk, it is recommended only to monitor it for a possible 
increase in the risk parameters describing it. It is also worth noting that, as a result 
of the analysis, none of the events reached the HIGH level, which would require 
immediate measures to improve the CHT system. 

Step 5: Risk monitoring 

The verification method focused primarily on confirming the correctness of the risk 
assessment steps. The verification scope carried out this way was primarily due to the 
research formula adopted. The developed ORA_CHTS method was not permanently 
implemented in the company but only applied as an experiment to assess the risk for 
the implemented AGV system. Therefore, it did not include a risk monitoring phase, 
as this would have required a comprehensive design of the monitoring system based 
on the three pillars highlighted. As the method description highlights, the monitoring 
process is an ongoing activity. At the same time, the monitoring system for the 
correctness of the process and the impact of the environment has to be customised 
to the needs of the company and take into account the specifics of the process, 
the risk culture applicable and the organisation’s digital maturity. For this reason, 
verification of step 5 as a research experiment proved not feasible. The developed risk 
monitoring system adapted to the needs of the ORA-CHTS method was therefore 
only reviewed by the team of experts participating in the study being conducted. The 
experts positively evaluated all three highlighted pillars of the monitoring system 
while pointing out that: 

• the designed reporting system should include the possibility of automatic data 
transmission from selected sensors monitoring the operation of the CHT system; 

• the construction of the reporting system should be preceded by a detailed analysis 
of the information needs of managers and the information potential of currently 
used IT systems; 

• risk indicators should have the same rank (importance) in the company as 
performance indicators and be subject to the same supervision standards; 

• the system for monitoring the technical condition of equipment and digital security 
should be given critical priority due to its importance in keeping the process 
running.
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The opinions formulated by the experts during the assessment detail the guidelines 
described by the Author in the ORA_CHTS method and are in line with her assumed 
approach to the risk monitoring process. 

5.3.3 Comparative Analysis of Risk Levels for HT and CHT 
System 

For the purposes of the results presented in this book, an additional risk analysis was 
also conducted for the selected 16 adverse events regarding their occurrence in the 
process handled by the traditional HT system. The same group of experts participated 
in the assessment because the members of this team also have a great deal of expe-
rience and knowledge of the traditional material handling system, which previously 
handled the material flow process between the warehouse and the assembly hall. 
They estimated the risk parameters for the same process the HT (human-technical) 
system handled based on their knowledge and experience. The Mamdani model, 
which was also used for the risk analysis for the CHT system, was again used for the 
risk analysis. The results obtained are shown in Table 5.11. 

The risk levels for the same adverse events occurring in the HT and CHT systems-
supported internal transport processes are compared and shown in Fig. 5.29.

Table 5.11 Results of the risk analysis for adverse events in the HT system 

Event P (Fuzzy) C (Fuzzy) P (Crisp) C (Crisp) Risk level 

AE_C_1 P3 C1 4.34 1.13 22.50 

AE_C_2 P1 C2 1.08 2.88 8.68 

AE_C_3 P1 C2 1.33 3.11 13.30 

AE_C_4 P1 C1 1.21 0.97 6.94 

AE_H_1 P2 C2 2.87 3.04 24.60 

AE_H_2 P2 C2 2.67 2.69 24.01 

AE_H_3 P3 C3 5.11 4.22 41.80 

AE_H_4 P3 C2 5.43 3.33 37.60 

AE_T_1 P1 C1 0.97 1.03 6.75 

AE_T_2 P2 C2 3.05 2.92 24.80 

AE_T_3 P2 C4 3.67 7.22 58.93 

AE_T_4 P2 C3 3.02 5.34 30.40 

AE_E_1 P2 C1 2.87 1.12 9.52 

AE_E_2 P2 C1 2.56 0.96 7.21 

AE_E_3 P1 C1 1.13 1.77 11.10 

AE_E_4 P3 C2 5.55 3.04 33.10 
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Fig. 5.29 Comparison of risk levels for the material handling process supported by the HT and 
CHT systems 

The risk indicators estimated for the HT system were taken to the evaluation stage, 
in which the risk matrix was also applied. The results obtained in this stage are shown 
in Fig. 5.30. 

As shown in Fig. 5.30, the range of classification of assessed adverse events has 
completely changed. Almost all the adverse events assessed have a very low-risk 
rating categorised as acceptable. Only two events were categorised as unaccept-
able risk, but this is still the MEDIUM level. It means that before taking action to

Fig. 5.30 Risk evaluation results for the HT system 
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reduce the risk of this event, it is necessary to analyse the economic feasibility of the 
implemented risk mitigation mechanisms. 

The analysis of the results in Figs. 5.29 and 5.30 shows a significant discrepancy 
between the estimated levels of risk present in the CHT and HT system. Of course, this 
is understandable, as the selection of adverse events for the presented analysis results 
was primarily aimed at illustrating the risks associated with the operation of CHT 
systems. Their identification was also driven by the priorities defined in step 1, i.e. 
during the identification of the context of the risk assessment performed. However, 
the analysis of the two figures is intended to raise awareness of the need for a change 
in the approach to the risk assessment being carried out. Events whose probability 
and impact in HT systems were estimated at a low level and were monitored on 
an occasional basis so that no precautionary action was taken against them now, in 
CHT systems, have to be continuously monitored and require the implementation of 
many actions to mitigate the risk of their occurrence. It shows how important it is to 
correctly define the context of the risk assessment to be carried out and to give new 
priorities to the identified risks related to the operation of operational processes by 
CHT systems. 

5.3.4 Conclusions from the Verification of the ORA_CHTS 
Method 

The developed framework of the risk assessment method for CHT systems is 
universal, following the recommendations of the ISO 31000:2018 standard. It can be 
applied to different operational processes (logistics and manufacturing). The process 
approach proposed by the Author, combining business and engineering orientations, 
seems to respond to contemporary challenges regarding assessing risks occurring 
in processes supported by CHT systems. It is because it considers the specificity 
of implementing operational processes in the new digitally-driven working environ-
ment, respecting the new relationship between man and technical system and the 
strong influence of the environment (primarily digital transformation). 

However, this universal framework for the assessment procedure has been filled 
with guidelines, recommendations, and assumptions that consider the specifics of the 
internal transport process supported by CHT systems. In preparing the requirements 
for the various stages of the procedure, the Author drew on the results of many years 
of research into the impact of digital transformation on emerging risks in internal 
logistics systems, including transport systems in particular. This research included 
basic research, industrial research and development work. Therefore, the presented 
method is based on the literature and industrial research results, which were then veri-
fied in real logistics and transport systems. Its adaptation to industrial requirements 
was confirmed by the verification carried out in a selected manufacturing company, 
the results of which are presented in this chapter.
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The experts participating in the study highly appreciated the usefulness of the 
method developed, the logic of the analytical procedure and the unambiguity of the 
assumptions made for the successive stages of the assessment. They also confirmed 
its comprehensiveness by assuming an interdisciplinary risk identification and anal-
ysis approach. After the experiment, critical team members recommended its use in 
the risk assessment process in the company under study, which is the best assess-
ment for the verification. The experts paid particular attention to the need to prioritise 
identifying adverse events. This is mainly because, due to the assumed interdisci-
plinarity, the list of potential adverse events may be so extensive that the costs of their 
complete analysis will be too high and the implementation time is too long to achieve 
a satisfactory result. In this way, the experts confirmed the critical importance of the 
context identification stage for risk assessment, which was also highlighted by the 
Author in the prepared characterisation. 

The costs associated with preparing such a comprehensive risk assessment are 
mainly due to the time-consuming nature of the risk identification and analysis 
process. However, formulated in the form of an assessment context, an unambiguous 
definition of the framework of the analysis and defining priorities for the identified 
events allow for the direct and clarifying of the scope of the analysis. This makes it 
possible to increase the efficiency of the assessment team. Of course, these costs and 
time can be reduced, including through big data and artificial intelligence. However, 
it is crucial to remember that these solutions will be effective primarily in Model 
1 when assessing events known to managers and monitored by digital systems and 
responsible persons. 

On the other hand, regarding unknown risks (Model 3), implementing I4.0 solu-
tions into the risk assessment process requires much work to investigate cause-and-
effect relationships and build appropriate analytical algorithms, which generates high 
preparation costs. In this case, the economic viability of incurring the costs of imple-
menting such solutions concerning the potential benefits of the risk knowledge should 
be assessed. In many cases, using quantitative methods and expertise using Model 
3 will be more effective in addressing operational risk than reaching for complex 
digital solutions. 

An important consideration in implementing the method is correctly selecting risk 
assessment team members. The team should include representatives with different 
knowledge and experience concerning the assessed process. The interdisciplinarity 
of the assessment depends mainly on the diversity of competencies of the team 
members, who can look at the analysed process from different points of view and 
perceive different types of risks related to the transport operations performed. Due to 
the specific nature of CHT systems, the team should include a manager responsible 
for the results of the process and managing the team, specialists with organisational 
knowledge about the implementation of the process, technical knowledge related to 
the operation and maintenance of the technical system, and IT knowledge to increase 
the efficiency and security of the use of digital systems to support the operation of 
the process. In the author’s opinion, in the case of periodic risk assessment, it is 
worthwhile to include an external expert in the team who will be able to detect
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adverse events that are “invisible” to those involved in the daily implementation of 
the process. 

Verifying the ORA_CHTS method confirms its usefulness and effectiveness in the 
industry. It can be applied to material handling processes in various industrial sectors, 
whether in manufacturing companies, trading companies or logistics operators. Its 
flexible framework allows the scope of the analysis to be customised to the company’s 
specific needs. It also does not require the use of advanced computing techniques. 
The choice of risk identification and analysis methods depends on the assessment 
team’s capacity and the availability of quantitative data. It is left to the discretion 
of those responsible for risk management in the organisation. A critical aspect of 
implementing the ORA_CHTS method is introducing a risk management culture 
within the organisation, focused on fully understanding the benefits and risks of 
applying CHT systems to operational processes and the potential for using digital 
transformation to improve the risk assessment process. 

5.4 Summary 

Complex cyber-human-technical systems handle cargo transport processes in the 
internal logistics of smart factories. These systems are based on three pillars: (a) 
people, (b) transport equipment and (c) cyber systems, whose mutual cooperation 
determines the effectiveness and efficiency of the execution of operational processes. 
Today, this cooperation is taking on a different character than the systems oper-
ating the internal transport processes before the fourth industrial revolution (human-
technical systems). The critical change here is the relationship between man and 
transport equipment. In the traditional HT system, the machine was subordinate to 
the human. Man made the decisions, and the machine was merely a tool in his hands. 
Today, machines communicate with each other and carry out human-programmed 
tasks, but without human participation. Thanks to artificial intelligence, they can 
even make decisions on their own. The quality of these decisions depends on the 
original algorithms developed by humans but subsequently developed by artificial 
intelligence. Therefore, emerging errors in the behavioural logic of these devices are 
more difficult to detect, and, at the same time, the scale of their impact is far greater 
than it was in traditional transport systems. In HT systems, the effect of an erroneous 
human decision affected individual devices that were only part of the technical system 
in operation. In Logistics 4.0 solutions, the decision errors are usually systemic in 
nature, meaning that they can affect all the objects belonging to the system. It is also 
worth noting that technological changes are simultaneously responsible for organisa-
tional changes. This makes it necessary for the methodology of the risk assessment 
performed for CHT systems to change regarding the approach to identifying and 
analysing adverse events and to develop a dedicated context for the risk assessment 
performed. 

Chapter 4 proved a research gap regarding adapting risk assessment methods to 
the specifics of the currently implemented Industry 4.0 solutions in material handling
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processes. Therefore, the aim of Chapter 5 was to present the framework of the risk 
assessment method and its verification on the example of a selected material handling 
system. In order to understand the changes occurring in the material handling process 
supported by CHT systems, it was first necessary to present a comparison of the char-
acteristics of the material handling process supported by the human-technical system 
versus that supported by the cyber-human-technical system. The characteristics of 
the two systems are presented in Sect. 5.1. This comparison made an important 
contribution to the formulated risk assessment context, which was the first step of 
the proposed method. 

In Sect. 5.2, the Author proposed a new framework for risk assessment in logistics 
processes supported by CHT systems (ORA_CHTS). In formulating the assumptions 
for ORA_CHTS, the Author adopted the interdisciplinary approach formulated in 
Sect. 2.3 as a process approach, which combines business and engineering orienta-
tion in the analytical procedure. A critical assumption for the conducted investigation 
is the assumption of a focus on operational risk, which is defined in Sect. 5.2. This  
assumption determines the matrix describing the range of events that are the subject 
of the assessment. The assessment procedure has been restricted to only those events 
whose impact is assessed negatively. This assumption reflects the engineering orien-
tation characteristic of risk assessment in technical systems. At the same time, the 
procedure methodology was based on the ISO 31000:2018 guidelines, reflecting the 
business orientation adopted in the assessment procedure. 

The ORA_CHTS framework is based on a six-step process. Noteworthy is the high 
priority given to the first stage of the procedure, which concerns defining the context 
for the analytical procedure to be carried out. At this stage, the characteristics of 
the new organisation and the flow of the internal transport process are distinguished, 
which determines the prioritisation of the identified risks. The assessment context 
defined for the proposed approach implies distinguishing four layers of analysis 
reflecting the main sources of adverse events occurring in the processes handled by 
CHT systems, namely: the human factor layer, the technical layer, the digital layer 
and the environment. At the same time, the formulated evaluation context implies the 
consideration of the phases of the process management cycle in the adopted evalua-
tion procedure. Based on the importance given to the planning phase of the process 
supported by the CHT system, the evaluation context implies a separate analysis 
of adverse events related to the planning and execution phases, which will allow 
for better alignment of risk management modalities. The context thus formulated is 
reflected in a matrix arrangement of analytical layers. 

The next step is the identification of adverse events. For this stage, a procedure 
was designed with five analytical steps: process and decision-making analysis in 
the planning and execution phases of the material handling process, identification 
of adverse events in both phases, classification of adverse events according to the 
distinguished analytical layers and their categorisation according to the knowledge 
available about them. The procedure formulated in this way results in a set of iden-
tified adverse events grouped according to the phases of the process management 
cycle and the analytical layers and broken down into known and unknown risks. Such 
a detailed classification of the set of events allows, in the subsequent stages of the
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procedure, to correctly select the methods of risk analysis and to indicate the most 
effective ways of proceeding to reduce the level of risk. 

The categorisation of adverse events into known and unknown risks allows 
the appropriate risk analysis method to be applied. In ORA_CHTS, the Author 
proposes three models of analytical procedure, which recommend selecting appro-
priate methods of analysis depending on the availability of data and the knowledge 
of the assessment team members. Due to the universal nature of the framework, the 
Author does not indicate the specific analysis techniques and methods that should be 
used for risk assessment, as this depends significantly on the specifics of the events 
but also the knowledge and analytical tools available to the assessment team. The 
assumptions presented only make recommendations on selecting groups of analyt-
ical methods that should be used in each model described. One of the proposed 
methods is a risk analysis based on fuzzy set theory, which can be applied to both 
Model 1 and Model 2. This method addresses a current limitation in the risk analysis 
process of CHT systems, namely the lack of comprehensive historical data on the 
events under investigation. This phenomenon is currently observed in many logistics 
processes supported by CHT systems due to the early stage of digital maturity in 
several enterprises. However, in the years to come, with the development of digital 
transformation, the fuzzy set method will be replaced by quantitative methods. This 
is likely due to the availability of big data and the possibility of applying machine 
learning or artificial intelligence techniques in the risk analysis stage. 

The fourth stage of the proposed method is risk evaluation. Using only two classic 
risk parameters (probability and consequences) at the analysis stage allows the eval-
uation stage to use a popular tool for visualising risk categories in the form of a 
risk matrix. This tool clearly illustrates risk classification results, dividing risks into 
acceptable and unacceptable. This makes it possible to precisely prioritise and target 
actions to reduce the risk level of the adverse events analysed. The results of the risk 
evaluation are the basis for improvement measures, the implementation of which is 
the next step in the risk management process, which, however, is not described in 
the ORA_CHTS method. However, it is the subject of the author’s current research 
and will be developed in the aspect of building process resilience of organisations in 
supply chains. 

Therefore, the characterisation of the ORA_CHTS method is concluded at stage 
5 on risk monitoring. This stage is critical as it runs in parallel with all the stages 
defined in the framework. Its purpose is to ensure that the process is carried out 
correctly and that the results achieved are in line with the objectives, as well as to 
monitor the environment in terms of its impact on the risks arising in the internal 
transport process. The risk monitoring system recommended by the Author for the 
ORA_CHTS method is based on three elements: (a) a reporting system, (b) a system 
of risk indicators, and (c) a system for monitoring technical equipment and cyber 
security systems. 

The developed ORA_CHTS method was implemented for risk assessment in a 
selected internal transport system using an AGV system. Implementing the method 
in the existing system allowed to verify the correctness of the assumptions made 
and the challenges associated with its implementation. The assessment results, and
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conclusions from verifying the method are presented in Sect. 5.3. In order to obtain 
comprehensive conclusions, the evaluation results obtained for the CHT system were 
compared with the risks for the same events estimated for the traditional TH system. 
This provided proof of the need to change the approach to risk assessment for the 
internal transport process operated by CHT systems. 
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Chapter 6 
Conclusions and Future Research 

Risk assessment is becoming increasingly important in the management of modern 
companies as a system to support corporate decision-making processes. Numerous 
scientific publications confirm its growing importance and application in developing 
risk assessment methods and how they can be used to improve processes in organisa-
tions and build the resilience of companies and supply chains to emerging disruptions. 
Department managers and process owners also express the demand for risk assess-
ment results in improving their decisions. Risk management is no longer the domain 
of top management and strategic management. Nowadays, lower-level managers and 
process owners see the potential in its application at the operational level. The impor-
tance attached to risk assessment is also evident in the quality certification documents 
for the management of organisations. The ISO 9001:2015 series places much more 
emphasis on risk management than was included in the 9001:2008 standard. ISO 
auditors emphasise that it is expected that the next version of ISO 9001 will take place 
even more emphasis on assessing and dealing with risks identified for business opera-
tions, observing the growing importance of risk in business management. At the same 
time, standards and norms are being developed exclusively for risk management, such 
as COSO (Enterprise Risk Management—Integrated Framework and Enterprise Risk 
Management—Integrating Strategy with Performance); FERMA Risk Management 
Standard—AIRMIC/ALARM/IRM; Australian Standard AZ/ZNS 4360; PN-ISO 
31000:2018 Risk Management—Principles and Guidelines; ISO 28000—Security 
Management System in the Supply Chain. Some of these are discussed in Chap. 2. 
Also, trends and phenomena emerging in the environment, such as project manage-
ment, requirements to build resilient supply chains, but also the COVID-19 pandemic, 
increase managers’ demand for risk assessment results and their applicability in 
tactical and operational planning processes. These trends and their relevance were 
also identified and described by the Author in Chap. 1. However, the phenomenon 
that has had the most significant impact on the writing of this book is the acceler-
ating digital transformation, which is not only changing the technical infrastructure 
used to support individual operations but is strongly modifying the organisation of
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processes and impacting the organisational culture of the company. Digital trans-
formation brings with it enormous potential for process improvement. It expands 
analytical capabilities to support multidimensional risk assessment in companies. 
However, it also generates new types of risks and changes in the risk level of events 
that were not previously considered critical. For this reason, the Author considered 
it reasonable to present the readers with a new paradigm of risks associated with 
logistics processes supported by CHT systems, using the internal transport process 
as an example. 

The basic assumption for the preparation of this book was the need to adapt risk 
assessment methods to the requirements of modern logistics and transport processes, 
which are increasingly supported by CHT systems. Implementing Industry 4.0 solu-
tions affects not only technological and organisational changes but also the risks 
arising in the planning and execution phase of these processes. This requires a change 
in the approach to risk assessment, which should be interdisciplinary and focus on 
the entire process flow rather than its individual components. Therefore, the mono-
graph aims to present a new risk assessment paradigm for Logistics 4.0 systems, 
particularly the internal transport system. This paradigm is concerned with the oper-
ational level of risk management. It combines two approaches to risk assessment for 
anthropotechnical systems sup-porting process execution in modern companies—the 
business approach and the engineering approach. In the book, the Author proposes a 
new risk assessment method for Logistics 4.0 systems based on the author’s concept 
of an interdisciplinary process approach to risk assessment, digital transformation and 
automation of logistics processes, including internal transport in material handling. 

The developed risk assessment method was based on the following:

• theoretical research, based on which the Author identified the currently existing 
research gap concerning risk assessment for internal transport processes supported 
by CHT systems, and

• industrial and development research, which was conducted as part of research 
projects and industrial internships in companies implementing Industry 4.0 
solutions in logistics processes. 

The comprehensive literature research conducted, primarily discussed in Chaps. 2 
and 4, is a critical contribution to structuring the knowledge on risk management and 
the risk aspects of implementing automated material handling solutions. These results 
summarise the theoretical research of the last seven years conducted by the Author 
and her team on different approaches to risk assessment and, above all, the impact of 
implementing Industry 4.0 solutions on the risks arising in transport processes and 
the methods for their assessment. In this way, the developed ORA_CHTS method fills 
the identified research gap and responds to the needs currently reported by industry 
and academia. 

Key theoretical aspects presented in this book include:

• The comprehensive literature review of different approaches to enterprise risk 
management and, on this basis, the development of the author’s approach to risk 
management based on an interdisciplinary process analysis.
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• The comprehensive literature review of Industry 4.0 solutions, particularly Logis-
tics 4.0 solutions, implemented to support the material handling process. This 
review identified a research gap, which initiated the need to develop the ORA_ 
CHTS method.

• The development of an operational risk assessment method for logistics processes 
supported by cyber-human-technical systems, which is based on: 

– The new approach to formulating the risk assessment context—based on the 
matrix arrangement of analytical layers, including human factor, technical, 
digital, and environmental layers, and a division between the planning and 
execution phases of the process. 

– The new approach to risk identification—based on the 5-step analytical proce-
dure and the categorisation of risks into known and unknown. This approach 
distinguished 16 classes of adverse events as the basis for the identification 
carried out. 

– The new approach to risk analysis—based on the three defined analytical 
models. The choice of analytical models depends on the adverse event class 
and historical data access.

• Development of a new approach to risk monitoring based on the system, including: 

– Customised reporting system for risk assessment. 
– Risk Indicators System. 
– System for monitoring the performance of technical equipment and the security 

of cyber systems. 

The ORA_CHTS method was also assessed for its feasibility of implementation 
in a real system. Verification of the correctness of the assumptions made and the 
usefulness of the assessment procedure for the business environment was presented in 
the example of the internal transport process in a selected manufacturing company. 
The method was verified positively, thus confirming the effectiveness and correctness 
of the formulated principles for the assessment procedure. At the same time, the team 
of experts and managers participating in the risk assessment process highly evaluated 
the results obtained. It recommended the ORA_CHTS method for implementation 
in the enterprise at the level of operational management support. Thus, taking into 
account the practical aspects of the study, the author’s main achievements include:

• Validation of the developed ORA_CHTS method in the existing internal transport 
process supported by a CHT system using an AGV solution.

• Verify the method for existing conditions of planning and execution of the 
process, taking into account the requirements of the operating environment of 
the AGV system, the existing constraints, and the characteristics of the CHT 
system supporting the process.

• Verify the effectiveness of the developed method as a solution to support 
managerial decision-making processes.

• Development of guidelines for reporting data to information systems supporting 
the risk assessment process.
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The developed ORA_CHTS method may be subject to further development by 
researchers, particularly in selecting specific methods and techniques for risk identifi-
cation and analysis. Theoretical research may also address the possibility of using the 
assessment results to improve the handling of material flows within a company and 
improve cooperation in the supply chain. The developed assessment method could 
also find wide application in manufacturing, trading, and service companies (logis-
tics operators, distribution centres). The ORA_CHTS method can support processes 
concerning:

• Formulating guidelines for the risk assessment context to be developed, with 
particular attention to the specifics of the internal transport processes supported 
by CHT systems.

• Identification of risks in the internal transport process supported by CHT systems, 
considering 16 classes of potential adverse events.

• Risk analysis, taking into account the occurring classes of adverse events and the 
availability of historical data on these events, based on the proposed analytical 
models.

• Develop logistics process monitoring systems guidelines to support operational 
risk management in companies. 

Summarising all the research work carried out, the following final conclusions 
can be drawn:

• Based on a comprehensive review of the literature on the application of Industry 
4.0 solutions in logistics processes, especially in internal transport, and from the 
area of risk management, it can be concluded that there is currently a research gap 
regarding risk assessment methods at the operational level taking into account the 
interdisciplinary process approach and changes in logistics processes, especially 
internal transport, caused by their handling by CHT systems.

• The Author also confirmed this gap based on industrial research and research 
internships in companies implementing and applying Industry 4.0 solutions, 
including AGV and UAV systems.

• The interdisciplinary approach to assessing the risks associated with using CHT 
systems should be based on a matrix arrangement of analytical layers considering 
the system’s components and environment, as well as the phase of the process 
management cycle.

• At the risk identification and analysis stage, the nature of the adverse events 
to be assessed should be taken into account, particularly the level of knowledge 
managers have about them. The level of knowledge should be assessed at the risk 
identification stage, and then at the analysis stage, it should enable the adaptation 
of an appropriate risk estimation model.

• Current development trends and industry requirements suggest the need to build 
a risk management process based on the concept of continuous process improve-
ment. Therefore, the risk assessment method implemented should also influence
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the risk monitoring system built. This is because the effectiveness of the moni-
toring process directly determines the quality of the data used in the risk assess-
ment process, as well as the speed of the organisation’s response to changing 
internal factors and external phenomena affecting the level of assessed risk. 

Based on the results obtained from the literature review, ongoing industrial 
research and work on developing methods for operational risk management in the 
new process environment, the Author has defined further directions for her research 
challenges. Thus, in line with what has already been hinted at in Chap. 5, further 
research work will mainly focus on the following issues:

• Use the ORA_CHTS risk assessment results to improve internal service processes 
and build the resilience of the CHT system to disruptions occurring in the close 
and external environment.

• Use the ORA_CHTS risk assessment results to build the resilience of CHT 
systems, handling flows in logistics networks and taking resilience requirements 
at the supply chain level into account.

• Adapt the ORA_CHTS method to the specificities of other operational processes, 
especially external transport processes.

• The development of the ORA_CHTS method considers the guidelines of Thought 
5.0, i.e. human-centric and sustainable development orientation. 

Through such focused research work, the developed ORA_CHTS method will be 
able to be further developed and adapted to new processes and operational environ-
ments. It can also be used to improve logistics processes and build resilience in CHT 
systems, considering the resilience requirements of supply chain participants.
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