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Preface

Data engineering, collecting, analyzing and processing information are the current
directions of modern computer science. Many areas of current existence generate a
wealth of information which should be stored in a structured manner, analyzed and
processed appropriately in order to gain the knowledge concerning investigated
process or object. Creating new modern information and computer technologies for
data analysis and processing in various fields of data mining and machine learning
creates the conditions for increasing the effectiveness of the information processing
by both the decrease of time and the increase of accuracy of the data processing.

The international scientific conference “Intellectual Decision-Making Systems
and Problems of Computational Intelligence” is a series of conferences performed
in East Europe. They are very important for this geographic region since the topics
of the conference cover the modern directions in the field of artificial and com-
putational intelligence, data mining, machine learning and decision making. The
aim of the conference is the reflection of the most recent research in the fields of
artificial and computational intelligence used for solving problems in a variety of
areas of scientific research related to computational intelligence, data mining,
machine learning and decision making.

The current ISDMCI’2022 Conference held in Rivne, Ukraine, from June 14 to
16, 2022, was a continuation of the highly successful ISDMCI conference series
started in 2006. For many years, ISDMCI has been attracting hundreds or even
thousands of researchers and professionals working in the field of artificial intel-
ligence and decision making. This volume consists of 39 carefully selected papers
that are assigned to three thematic sections:

Section 1. Analysis and Modeling of Hybrid Systems and Processes:

— Methods and tools of system modeling under uncertainty

— Problems of identification of hybrid system, models and processes
— Modeling of the operating hybrid systems

— Modeling of dynamic objects of various nature

— Time series forecasting and modeling

— Information technology in education
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Section 2. Theoretical and Applied Aspects of Decision-Making Systems:

Decision-making methods

Multicriterial models of decision-making under uncertainty
Expert systems of decision-making

Methods of artificial intelligence in decision-making systems
Software and tools for synthesis of decision-making systems
Applied systems of decision-making support

Section 3. Data Engineering, Computational Intelligence and Inductive

Modeling:

Inductive methods of hybrid systems modeling

Data engineering

Computational linguistics

Data mining

Multiagent systems

Neural networks and fuzzy systems

Evolutionary algorithm and artificial immune systems
Bayesian networks

Fractals and problems of synergetics

Images recognition, cluster analysis and classification models

We hope that the broad scope of topics related to the fields of artificial intelli-

gence and decision making covered in this proceedings volume will help the reader
to understand that the methods of computational intelligence, data mining and
machine learning are important elements of modern computer science.

June 2022 Oleh Mashkov

Yuri Krak

Sergii Babichev

Viktor Moshynskyi
Volodymyr Lytvynenko
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Abstract. The results of research regarding the development of a gene
expression data classification system based on a convolutional neural net-
work are presented. Gene expression data of patients who were studied
for lung cancer were used as experimental data. 156 patients were stud-
ied, of which 65 were identified as healthy and 91 patients were diagnosed
with cancer. Each of the DNA microchips contained 54,675 genes. Data
processing was carried out in two stages. In the first stage, 10,000 of
the most informative genes in terms of statistical criteria and Shannon
entropy were allocated. In the second stage, the classification of objects
containing as attributes the expression of the allocated genes was per-
formed by using a convolutional neural network. The obtained diagrams
of the data classification accuracy during both the neural network model
learning and validation indicate the absence of the network retraining
since the character of changing the accuracy and loss values on trained
and validated subsets during the network learning procedure implemen-
tation is the same within the allowed error. The analysis of the obtained
results has shown, that the accuracy of the object’s classification on the
test data subset reached 97%. Only one object of 39 was identified incor-
rectly. This fact indicates the high efficiency of the proposed model.

Keywords: Gene expression data + Classification - Convolution neural
network - Classification quality criteria

1 Introduction

The development of hybrid models to form the subsets of differentially expressed
and mutually correlated gene expression profiles based on the joint application
of both data mining methods and machine learning tools is one of the current

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Babichev and V. Lytvynenko (Eds.): ISDMCI 2022, LNDECT 149, pp. 3-24, 2023.
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directions of modern bioinformatics. Differentially expressed genes in this case
means genes whose level of expression differs as much as possible for different
types of objects. In other words, the values of the same genes expression for
sick and healthy patients or for sick patients with different disease states should
be as possible differ. On the other hand, gene expression profiles should be as
mutually correlated as possible. In the presence of such a subset of differentially
expressed and mutually correlated gene expression profiles creates the conditions
for the development of highly effective systems for diagnosing patients’ health
based on gene expression data that can identify early diseases such as various
types of cancer, Parkinson’s disease, Alzheimer’s disease, neuroblastoma, etc.
The formation of such subsets of gene expression profiles creates conditions for
the reconstruction of highly informative gene regulatory networks, analysis of
simulation results of which will better understand the interaction between tar-
get genes and transcription factors to form appropriate actions to change the
expression of relevant genes and/or transcription factors to neutralize appropri-
ate disease by using modern effective drugs and/or methods of treatment.

It should be noted that traditional algorithms of data mining and machine
learning are not effective for gene expression profiles, which are characterized
by a large number of attributes (high dimensionality). Thus, density cluster-
ing algorithms [21,22], which allow us with high precision to allocate complex
clusters of objects with a small number of attributes, are not effective for gene
expression profiles. Therefore, there is a problem of choosing or developing a clus-
tering algorithm or an ensemble of algorithms that focus on high-dimensional
gene expression profiles and take into account the principles of objective clus-
tering inductive technology [3,4]. On the other hand, an objective assessment
of the adequacy of the clustering algorithm to form subsets of gene expression
profiles is possible by analyzing the results of the classification of objects that
contain the values of the expressions of selected genes as attributes. In [3], the
authors present the results of research regarding the use of the Random Forest
algorithm as a classifier, which has shown high efficiency for the classification of
gene expression profiles when the two classes of objects were contained in the
dataset. For this reason, there is a necessity for comparative analysis of vari-
ous types of classifiers, including neural networks, in order to create a classifier
focused on high-dimensional gene expression data, which can allow us to iden-
tify objects with high accuracy in multiclass tasks. As a result, the conditions
are created for the development of a hybrid model of forming subsets of differen-
tially expressed and mutually correlated gene expression profiles, in which cluster
analysis is used to group profiles, and clustering adequacy is assessed by using
a classifier focused on this data type. Within the framework of our research, we
evaluate the efficiency of a convolutional neural network (CNN) to classify the
objects, the attributes of which are high dimensional gene expressions.

2 Literature Review

A large number of scientific papers are currently devoted to solving the prob-
lem of using convolutional neural networks (CNN) for the classification of large
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amounts of data [7-9,12]. So, in paper [9], the authors have collected 6136 human
samples from 11 types of cancer disease with the following transformation of the
obtained gene expressions datasets into 2D images by application of spectral
clustering technique. In the next step, they have applied the convolutional neu-
ral network for the obtained image classification. The classification accuracy was
changed within the range from 98.4% to 97.7% during the simulation procedure
implementation. The paper [7] devoted to the application of both the support
vector machine algorithm and convolutional neural network to identify the early
signs of breast cancer. The authors have shown that the proposed technique
outperforms the current methods for mass regions classification into benign and
malignant. To the authors’ mind, this fact can help radiologists reduce their
burden and enhance their sensitivity when the prediction of malignant masses.
The results of the research regarding the creation of the technique of a dense
skip connection encoding-decoding based on a deep convolutional neural net-
work are presented in [12]. In this work, the authors have proposed the image
preprocessing method to provide much more texture information and enhance
the contrast between thymoma and its surrounding tissues. They have shown
that an application of the proposed technique allows increasing the objects clas-
sification accuracy by 4% in comparison with other well-known methods. In
[8], the authors to solve the problem of data imbalance have proposed a Mixed
Skin Lesion Picture Generate method based on Mask R-CNN. They designed a
melanoma detection framework of Mask-DenseNet+ based on MSLP-MR. This
method used Mask R-CNN to introduce the method of mask segmentation and
combined with the idea of ensemble learning to integrate multiple classifiers
for weighted prediction. They also have shown that the experimental results on
the ISIC dataset have allowed them to obtain the accuracy of the algorithm is
90.61%, the sensitivity reaches 78.00%, which is higher than the well known orig-
inal methods. In [16,18], the authors presented the results of research concerning
the use of CNN in models of object classification based on gene expression data.
The analysis of the obtained results has shown the high efficiency of CNN to
classify the objects that contain large amounts of attributes.

However, it should be noted, that despite some advances in this subject
area, the problem of creating an optimal model of CNN for the classification of
objects based on gene expression data has no currently unambiguous solution.
The main problem consists of the absence of effective technique for determining
CNN hyperparameters and forming the network structure considering the type
of the investigated data. This problem can be solved by applying the modern
effective data science techniques which are used successfully in various fields of
the scientific research nowadays [13,14,19].

3 Material and Methods

3.1 Architecture, Structure and Model of Convolutional Neural
Network

The general architecture of CNN is shown in Fig.1. As an input layer, in this
case, it can be used the vector of values of gene expressions of one of the studied
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samples. The number of genes can reach several thousand, so the use of classical
neural networks is complicated by a large number of neurons, which complicates
the choice of optimal network architecture. Images, sound signals, time series,
electrocardiograms, etc. can be used as input data when using CNN.

Input layer  Convolutional layers
gene 1 S ——

gene 2| | 2L — Flatten /)
gene 3 . | A\
> e

\/

RN N

One of the investigated samples

\
I I B

" AEEEEEEE B |
\
i

geneN

Maps of features

Fig. 1. The general architecture of convolutional neural network

As it can be seen from Fig. 1, the first stage of data processing in CNN is the
convolution operation. This operation is one of the most important and involves
the decomposition of input data on feature maps by applying the appropriate
convolution kernel. Each feature map, in this instance, is presented as a tensor
of parameters corresponding to a limited part of the investigated data. Thus,
the first step is to some extent a filter used to decompose the input dataset into
components, each of which contains information about the corresponding data
component. For this reason, the choice of the number of filters (feature maps) is
one of the most important steps in the stage of initialization of network parame-
ters and it is one of the hyperparameters of the network. Increasing the number
of filters leads to an increase in the level of the data features detail, but too
many features can lead to the retraining of the network. In other words, can be
identified the groups of features that are not characteristic of the studied object.
This fact can lead to a large discrepancy in the accuracy of the classification
of objects during the network learning and its further testing and validation of
the obtained model. On the other hand, a small number of filters can reduce
the resolution of the network. Some significant components of the signal that
have significant weight in the classification of the object will not be allocated.
This fact will also worsen the results of classification at both learning and model
testing and validation.

The mathematical model of the convolution operation of the input vector of
gene expression values with the formation of the corresponding map of features
can be represented as follows:
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—+oo

s(t) = (exw)(t) = / e(r)w(t — 7)dr (1)
—0o0

where: s(t) ia the map of ¢-th group of features; e is the appropriate gene expres-

sion value; w is the kernel function or a features detector for forming a group of

mutually correlated features of a gene expression vector.

The implementation of the convolution operation also assumes that the value
of the kernel function outside the corresponding group of features will be zero,
so the infinite sum used in formula (1) can be replaced by finite sums with values
in the selected range for the corresponding feature map. The main hyperparam-
eters of the function of the convolution operation implementation should also
include the step of bypassing the signal s. It is obvious that increasing the value
of this parameter leads to a decrease in the number of feature maps. In other
words, the model, in this case, is simpler, but the accuracy of its operation may
decrease due to the imposition of signal characteristics for different fields. The
next hyperparameter of the model is the padding by zeros p. The use of this
parameter allows us to preserve the dimensionality of the input data when form-
ing feature maps, while values that do not correspond to the selected features are
supplemented by zeros. The dimensionality of feature filters is determined by the
fact that increasing the dimensionality will lead to the selection of more features,
and additional selected features are usually uncommon, but they may have more
weight to identify the studied object. The general process of transformation of
part of the gene expression vector into the corresponding convolutional layer can
be represented by the following equation:

y=flwse+b) 2)

where: y is a map of features formed on the corresponding convolutional layer; w
- kernel function or feature detector; e - vector of gene expression values (input
data vector); b is a parameter that determines the step of the filter shift during
the convolution operation implementing.

The next stage in the CNN model implementation is the aggregation of the
selected convolutional layers (flatten) in order to form a fully connected layer at
the next step of this procedure. As was noted hereinbefore, one of the advantages
of the convolution layer is that the convolution is a local operation. The spatial
length of the kernel is usually small. One feature map element is calculated using
only a small number of elements at its input. The necessity of forming a fully
connected layer is determined by the fact that to calculate any element at the
output of the network (based on the features of the object which should be
identified when solving the classification problem) requires all the elements at
the input of the classifier. Thus, the procedure of the layers flatting to form a
fully connected layer allows us to use the full vector or matrix of input data
to learn the depth model of CNN, while at the stage of forming the feature
maps, was performed the stage of data filtering to identify the most informative
features.

As it can be seen from Fig.1, at an early stage of a fully connected layer
formation, it is necessary to form the pooling layers, which can be global and
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contain the full vector of input signal attributes or local, and contain only the
vector of the input signal attributes subset. These layers will be applied to the
corresponding neurons of the current layer. The main purpose of the flatting step
is to form a vector of data attributes of smaller size compared to the dimension
of the input data while maintaining the most informative characteristics of the
input signal by forming connections between the corresponding neurons from
the previous layer and one neuron of the current layer. For this reason, the flat-
ten operation is usually applied step by step between the formed convolutional
layers [20]. Flatten can be performed by averaging, maximizing or minimizing
operations, with the average value calculated for the corresponding group of neu-
rons in the first case, the maximum or minimum in the second and third cases,
respectively.

Formally, the listed hereinbefore operations of different types of flattening
can be represented as follows:

— averaging:
.. Zs x(lismyip)
e(i,j) = ad (3)
S*p
— maximizing:
— minimizing:
e(i,j) = min(z(i — s,j — p) ()

s,p

where: e(i, j) is the expression value of the current level element, the position of
which is determined by the coordinates ¢ and j; x is the expressions value of the
element at previous levels with coordinates (i — s,j — p); s,p are the dimension
of the field of the corresponding features.

It should be noted that the result of the flatting layers formation is deter-
mined by similar hyperparameters that determine the result of the convolution
operation. Usually, the signal bypass step b and the dimension of the corre-
sponding receptive field are used as hyperparameters. The architecture of a fully
connected layer in CNN usually corresponds to the architecture of ordinary neu-
ral networks, in which all neurons of the current layer are connected to neurons
of the previous layer. As can be seen in Fig. 1, the full-connected layer in CNN is
applied in the penultimate step after the stages of convolution and flatting which
allows us to significantly simplify the network architecture of the full-connected
layer by reducing the dimension of the input data vector. The values of neurons’
weights of the corresponding fully connected level are determined by a similar
formula, according to which the convolution layers are formed with the difference
that w is an array (or vector) of parameters of the corresponding fully connected
layer:

y=f(w” xe+b) (6)

Similar to classical neural networks, neurons of the fully connected layer of
CNN involve the use of the activation function to calculate the value of the
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neurons’ output based on the vector of input data. The following functions are
usually used as activation functions of CNN output layer neurons:

— sigmoidal function:
1

T 1+ exp(—e) Q

where e determines the value of the expression supplied to the input of the
neuron. The value of y, in this case, varies within the range [0,1], which
makes it convenient to use the sigmoidal function at the last level of the fully
connected layer in the classifiers;

— softmax function:

Y

y = maz —EPE) ()

"’ZlvNZ;\; exp(e;)

where: e; is the expression values of the i-th element of the previous layer; NV
is the number of elements on the previous layer.

The use of this function also leads to the normalization of the input data
within the range [0,1], however, if the application of the sigmoidal function is
appropriate mainly for solving binary classification problems, the Softmax func-
tion usually allows us to obtain high accuracy classification when the multiclass
dataset is applied and one or another class is determined by the maximum prob-
ability at the output of the neuron of the output layer. In addition, this function
is more stable to noise in comparison with the sigmoidal function. Increasing
the values of neurons’ output at the previous level to a constant value almost
does not change the value at the output of the neuron of the current layer. As
was noted hereinbefore, sigmoidal or Softmax activation functions are usually
used at the last fully connected layer. Other activation functions such as linear,
tangential, hyperbolic tangent, etc., are less effective for this layer. For neurons
of the input and middle layers, the most common is the linear activation func-
tion, but the choice of the appropriate activation function usually is determined
empirically at the simulation stage, taking into account the type of investigated
data. It should be noted that the choice of activation functions for neurons of
the respective layers significantly affects the performance of the network because
if you choose the wrong combination of activation functions, the correct setting
of network parameters in the learning process can be problematic.

The control of network training, in order to adjust the neurons’ parameters,
is performed by calculating the loss values at the output of the network. In this
instance, the comparison of the value at the output of the network with the
appropriate value corresponding to the current signal supplied to the input of
the network. The loss function, in this case, is one of the main criteria when
configuring network parameters is carried out, since it largely determines the
effectiveness of the network learning procedure. The main types of loss functions
include the cross-entropy function and the mean-squared error function [5,6].
When using CNN, at the output of the network the probability that the current
data vector (in our case, gene expression) belongs to one or another class is
calculated. By comparing the current probabilities of belonging of the data vector
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to a particular class with the target probabilities (0 or 1) in accordance with the
principle of plausibility, the network parameters are adjusted so as to minimize
differences in network output. In this case, network training is usually carried out
by applying a standard algorithm of back error propagation. The cross-entropy
function is calculated in this instance as follows [11]:

N

Lle,p) = = Y _ti-loga(pi) (9)

i=1

where: e is the current vector of gene expression values that determine the state
of the studied object; N is the number of classes to which the object may belong;
t; is the target i-th class to which the current vector of gene expression values
belongs; p; is the probability that the current vector of gene expression values
belongs to the i-th class, which is calculated by CNN.

It should be noted that the probability of network output can be calculated
by using any activation function, but usually, for a wide range of tasks, the
Softmax function is used in the case of both binary and multiclass classifications.
The sigmoidal activation function can also be used for binary classification. As
mentioned earlier, the choice of the activation function is determined by the
structure of the data and in each case is carried out separately by evaluating the
simulation results.

4 Simulation, Results and Discussion

4.1 Gene Expression Dataset Formation and Preprocessing

Simulation of the convolutional neural network and evaluation of its effectiveness
for the gene expression data classification was performed using GSE19188 gene
expression dataset [17] of patients studied for lung cancer. These data were taken
from the GSE (Gene Expression Omnibus) database [2] and contain the results
of DNA analysis of 156 patients using DNA microchip technology, where 65
patients were identified as healthy and 91 patients were diagnosed with cancer.
Each microchip contained 54675 genes. Gene expression matrices were formed
by using the function of the Bioconductor package [1] of the R programming lan-
guage [15]. In the first stage, a reduction operation was applied to gene expression
profiles (gene expression vectors defined for all samples (vector length 156)) to
remove uninformative genes by statistical criteria and Shannon entropy. We have
used, as statistical criteria, the average of absolute values of gene expression and
the variance of expression values in the respective profiles. Shannon entropy was
calculated by the use of James-Stein estimator [10]. It was assumed that if the
absolute value of gene expression for all studied samples and the value of the
variance of the expression profile of this gene is less, and the Shannon entropy
value of this profile is grater than the appropriate boundary values, this profile
is removed from the database as uninformative. This condition was determined
by the fact that the functioning of a biological organism is determined by about
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25000 genes. Thus, approximately half of the 54675 genes are unexpressed and
can be deleted without losing useful information about the health of the biolog-
ical organism. Of the remaining half, some genes have low expression values for
all samples, these genes are not crucial for the disease identification and they can
also be deleted without significant loss of information. Moreover, if the variance
of the respective gene expression profiles is small, these genes are not informa-
tive in terms of the resolution of the studied objects. The high value of Shannon
entropy also corresponds to the chaotic change in gene expression (noise). This
criterion can also be used to identify non-informative genes. Thus, the condition
for the formation of a subset of informative genes by removing non-informative
(reduction) ones, in this case, can be presented as follows:

i=1,n

maz(eij > €pound), andvar(ei;) > varyound,|
{eij} = ,j=1,m (10)

and entr(e;;) < entrpound

where: n is the number of samples or objects to be examined; m is the number
of genes.

The boundary values of the relevant criteria were determined empirically
during the simulation process. Figure 2 shows the box plots of the criteria values
distribution used to form a subset of gene expression profiles according to the
formula (10).
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Fig. 2. Box plots of the distribution of statistical criteria and Shannon entropy values

As it can be seen from Fig.2, most genes have relatively high expression
values, and the variance and entropy of Shannon gene expression profiles are
preferably high and low values respectively. This fact confirms the feasibility of
forming a subset of informative gene expression profiles in accordance with the
formula (10). The following threshold values of the criteria were determined as
the obtained results analysis:

— absolute value of gene expressions and variance - at the level of the 25-th
percentage quantile;
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— Shannon entropy values — at the level of the 75-th percentage quantile.

10312 genes were allocated as the simulation result. For the convenience of
further simulation procedure, the values of the criteria were slightly adjusted to
allocate 10000 gene expression profiles. Thus, the dataset (156 x 10000) was used
as experimental data during the further application of the convolutional neural
network.

4.2 Application of 1D One-Layer CNN for Gene Expression Data
Classification

The model of a 1D one-level convolutional neural network used to classify objects
based on the formed subset of gene expression data is shown in Fig. 3.
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Fig. 3. Model of a 1D one-level convolutional neural network

According to the dimensionality of the experimental data, the length of the
gene expression vector fed to the network input was 10000. In the first step,
a filter with a length of 25, 50 and 100 genes was applied to each vector. The
number of gene expression sequences that were fed step by step to the network
input was 400, 200 and 100, respectively. The kernel size was 8 and 16 in the first
case, 8, 16 and 32 in the second and 8, 16, 32 and 64 in the third one. The linear
activation function was applied to the neurons of the convolutional layer. The
kernel size of the flattening layer was 64, 128, 256 and 512. To the neurons of
the flattening layer was applied the rectified linear unit function ReLLU. Softmax
activation function was applied to the neurons of the output layer, and the level
of losses was evaluated by using the cross-entropy function.

As follows from the experimental data annotation, the examined samples can
be divided into two groups (classes). The first group consists of healthy patients,
and patients in the second group identified a cancer tumor. At the first stage, 156
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gene expression vectors were divided into a training subset (75% - 117 samples)
and a test subset (25% - 39 samples). To control the nature of the network
learning process, the training network was divided into two subsets: 93 vectors
of gene expression values were used directly for training and the remaining 24 for
model validation. The number of learning epochs was 50. The simulation results
obtained on the test subset of gene expression profiles for different combinations
of hyperparameters are presented in Table 1.

Table 1. Simulation results regarding the use of 1D one-level CNN for classification
of objects based on gene expression data (subset for testing)

Hyperparameters Classification results
Flatten layer | Filter size | Kernel size | F-index Accuracy, % | Loss function
Cluster 1 | Cluster 2 values
64 (1,25) 8 0.96 0.98 97 0.207
64 (1,25) 16 0.9 0.94 92 0.8
128 (1,25) 8 0.9 0.94 92 0.306
128 (1,25) 16 0.96 0.98 97 0.314
256 (1,25) 8 0.88 0.94 92 0.211
256 (1,25) 16 0.87 0.92 90 0.777
512 (1,25) 8 0.9 0.94 92 0.337
512 (1,25) 16 0.9 0.94 92 0.912
64 (1,50) 8 0.96 0.98 97 0.240
64 (1,50) 16 0.93 0.96 95 0.415
64 (1,50) 32 0.96 0.98 97 0.458
128 (1,50) 8 0.87 0.92 92 0.743
128 (1,50) 16 0.87 0.92 92 0.575
128 (1,50) 32 0.90 0.94 94 0.145
256 (1,50) 8 0.96 0.98 97 0.145
256 (1,50) 16 0.93 0.96 95 0.310
256 (1,50) 32 0.96 0.98 97 0.406
512 (1,50) 8 0.92 0.96 95 0.146
512 (1,50) 16 0.96 0.98 97 0.148
512 (1,50) 32 0.96 0.98 97 0.346
64 (1,100) 8 0.96 0.98 97 0.169
64 (1,100) 16 0.93 0.96 95 0.146
64 (1,100) 32 0.89 0.93 91 0.226
64 (1,100) 64 0.90 0.94 92 0.232
128 (1,100) 8 0.92 0.96 95 0.135
128 (1,100) 16 0.96 0.98 97 0.113
128 (1,100) 32 0.96 0.98 97 0.154
128 (1,100) 64 0.93 0.96 95 0.574
256 (1,100) 8 0.96 0.98 97 0.112
256 (1,100) 16 0.96 0.98 97 0.141
256 (1,100) 32 0.96 0.98 97 0.143
256 (1,100) 64 0.92 0.96 95 0.242
512 (1,100) 8 0.96 0.98 97 0.139
512 (1,100) 16 0.93 0.96 95 0.205
512 (1,100) 32 0.90 0.94 92 0.217
512 (1,100) 64 0.93 0.96 95 0.463
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Figure4 shows the boxplots of both the investigated objects’ classification
quality criteria and loss function values, which were calculated during the sim-
ulation procedure implementation.
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Fig. 4. Boxplots of the gene expression data classification quality criteria distribution
when the 1D one level CNN were applied

The analysis of the obtained results allows us to conclude about the high
efficiency of the application of this structure of CNN for the classification of
objects based on gene expression data. The values of the F-index for both clus-
ters, the objects classification accuracy are varied within a fairly high range, and
the values of the loss function are relatively low in terms of the absolute values
of gene expression. As it can be seen from Table 1, the best quality according to
this group of criteria is achieved by applying the following parameters: filter size
(length of the gene expression vector supplied to the network input) is 100, the
full gene expression vector, in this case, is divided into 100 equal parts; density
of the compacted layer is 256; kernel size is 8. When applying these parameters,
the values of the quality criteria of the model are following: F-index for the first
cluster - 0.96; F-index for the second cluster - 0.98; objects classification accuracy
on the test subset is 97%, only one of the 39 objects was identified mistakenly;
the value of the loss function is 0.112.

Figure5 shows charts of both the objects classification accuracy and the
values of the loss function change during the CNN training and model validation
on each step of this procedure implementation. The analysis of the obtained
results testifies to the correctness of the network training. Retraining is not
observed, since the nature of the classification accuracy changes and the loss
function calculated at the stages of the network training and model validation
coincides within the range of the permissible error.
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Fig. 5. Charts of the objects classification accuracy and the values of the loss function
change during the CNN training and model validation

4.3 Application of 1D Two-Layer CNN for Gene Expression Data
Classification

Figure 6 shows a block chart of a model of a one-dimensional two-layer convolu-
tional neural network. Network hyperparameters, in this case, were set empiri-
cally. The simulation results have shown that increasing the kernel size by more
than eight is nor reasonable since the values of both the objects classification
accuracy and the loss function values decrease when the kernel size increases.
The length of the filter was (1 x 100) for the first layer and (1 x 50) for the
second one. The density of the flatten layer varied within the range (64, 128,
256, 512). The analysis of the simulation results allows concluding that when
using a test subset of gene expression data in all cases 38 objects from 39 were
correctly identified, the value of the F-index for the first and second clusters and
the accuracy of object classification in all cases was the same and equal to 0.96,
0.98 and 0.97 respectively.
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Fig. 6. Model of a one-dimensional two-layer convolutional neural network
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Figure 7 shows the scatter plot of loss function values distribution when dif-
ferent values of flattening layer density were applied. An analysis of the obtained
results allows us to conclude that the two-layer network is more stable in com-
parison with the one-layer one. Moreover, according to the loss function values,
it is also more effective. The optimal value of the flattening layer where the
minimum value of the loss function is reached 0.092, is equal to 256.
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Fig. 7. A scatter plot of loss function values distribution when different values of flat-
tening layer density were applied

Figure 8 shows charts of both the classification accuracy and the value of
the loss function values which were calculated during the CNN training on data
subsets used for network training and the model validation at each step of this
procedure implementation. The analysis of the obtained diagrams also shows the
adequacy of CNN training, since the nature of both the classification accuracy
and loss function values changing on subsets of gene expression data used for
training and the model validation coincides within the allowable range. Analysis
of the results also has shown that increasing the number of layers is not reason-

Training and validation accuracy Training and validation loss
1.04

204 ® Training loss
—— Validation loss

4
©

o

o
-
5]
L]

e
N

e
o

Accuracy values
» s

Accuracy values

o
wn

® Training accuracy

0.4 1 —— Validation accuracy 04
0 10 20 30 0 50 0 10 20 30 0 50
Training epochs Training epochs

Fig. 8. Charts of the objects classification accuracy and the values of the loss function
change during the 1D two-layer CNN training and model validation
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able since the accuracy of object classification and the value of the loss function
do not improve, but the learning time of the network increases.

4.4 Model of 2D Convolutional Neural Network

The model of a 2D convolutional network used to classify the objects based on
the formed subset of gene expression data is shown in Fig.9. In this case, the
input data were formed as a matrix of gene expressions in size (100 x 100).
Filters (10 x 10) and (20 x 20) were applied to the data, and the maximum
pooling of data in the convolutional layer was (2 x 2). The simulation results
have shown that reducing these values to (1 x 1) is not reasonable in terms of the
applied quality criteria. The density of the flattening layer was increased within
the range (64, 128, 256, 512).

The simulation results are presented in Table 2. Analysis of the obtained
results allows us to conclude that in terms of classification quality criteria, 2D
CNN has a higher level of stability in comparison with the 1D network. In
almost all cases (except one) the classification quality criteria are maximal ones,
only one object was identified incorrectly. Moreover, the analysis of the results
presented in Table 2 also allows us to conclude that reducing the size of the filter
is not reasonable in terms of the loss function value. In all cases, the value of this
function when applying the filter (10 x 10) is significantly higher in comparison
with the use of filter (20 x 20). According to the value of the loss function, the
following network parameters are optimal in this case: density of the flattening
layer - 64; the number of filters - 32; kernel size (20 x 20).

Figure 10 shows the simulation results during both the CNN training and the
model validation at each step of this procedure implementation. The analysis of
these charts also indicates the correctness of the model. The consistency of the
classification accuracy values and the loss function, calculated at the stages of
both the model training and validation indicates the absence of the network
retraining.

Fully-connected

layer
Convolution (32(64) filters) Flattening
Size of Size of
o 8 O—»
55 filters flattening Class 1
2 100 ::> layer ::> :> O—>Class 2
°Z > (10x10) 64, 128 :
B2 (20x20) 256,512 O—>Class N
= 5100

Maximal pooling = 2x2

Fig. 9. Model of 2D convolutional neural network
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Table 2. Simulation results regarding the use of 2D CNN

Hyperparameters Classification results
Flatten layer | Number of filters | Kernel size | F-index Accuracy, % | Loss function
Cluster 1 | Cluster 2 values
64 32 (10,10) 0.96 0.98 97 1.24
64 64 (10,10) 0.96 0.98 97 1.738
64 32 (20,20) 0.96 0.98 97 0.688
64 64 (20,20) 0.96 0.98 97 1.08
128 32 (10,10) 0.96 0.98 97 1.94
128 64 (10,10) 0.96 0.98 97 2.363
128 32 (20,20) 0.96 0.98 97 1.161
128 64 (20,20) 0.96 0.98 97 1.412
256 32 (10,10) 0.96 0.98 97 3.032
256 64 (10,10) 0.93 0.96 95 4.079
256 32 (20,20) 0.96 0.98 97 1.318
256 64 (20,20) 0.96 0.98 97 1.470
512 32 (10,10) 0.96 0.98 97 3.335
512 64 (10,10) 0.93 0.96 95 4.898
512 32 (20,20) 0.96 0.98 97 1.225
512 64 (20,20) 0.96 0.98 97 1.604
Training and validation accuracy Training and validation loss
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Fig. 10. Charts of the objects classification accuracy and the values of the loss function
change during the 2D CNN training and the model validation

4.5 Model of 2D Three-Layer Convolutional Neural Network

Figure 11 shows the model of a two-dimensional three-layer convolutional neural
network. The following values of the flattening layer density were studied during
the simulation process: 64, 128, 256, 512. An analysis of the simulation results
has shown that the value of classification accuracy on the test subset and F-index
in all cases are the same: ACC = 97%, F-index for the first cluster was 0.96, and
for the second one was 0.98. However, similar to other cases, 38 objects from 39
were identified correctly.



Application of Convolutional Neural Network 19

Fully-connected

layer
Convolution (64 filtres) Flattening

(]
SN . . O»Cl 1
2 s( 100 Size of S{ze of Size of ] )
5z filter filter filter EE> v

9] H
-g ;L (5%5) (3x3) (3x3) SOaCIN
s Moo

| |
v
Maximal pooling (2x2)

Fig. 11. Model of 2D three-layer convolutional neural network

Figure 12 shows the charts of the objects classification accuracy and loss
function values calculated at the steps of both the model training and validation,
the analysis of which also allows us to conclude that the network retraining is
absent.

4.6 Estimation of CNN Robustness to Different Levels of Noise
Component

To assess the CNN robustness to noise component, the Gaussian “white noise”
with zero mean value was superimposed on the gene expression data, the stan-
dard deviation of which was varied within the range: 0.25, 0.5, 0.75, 1, 1.25, 1.5,
1.75,2,2.25, 2.5, 2.75, 3, 3.25, 3.5, 3.75, 4. This range was determined empirically
by taking into account the values of the standard deviation of the gene expres-
sion profiles (Fig. 13), which were investigated during the simulation procedure
implementation. The level of the noise component varied from the minimum (by

Training and validation accuracy Training and validation loss
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Fig. 12. Charts of the objects classification accuracy and the values of the loss function
change during the 2D three-layer CNN training and the model validation
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standard deviation) to the maximum, at which the noise component overlapped
the useful component of the gene expression vector. When the noise component
was superimposed on the gene expression data matrix, the negative values of the
gene expressions (not correct) were replaced by zeros (this gene is not expressed
for the corresponding object). We investigated 1D two-layer and 2D three-layer
CNN with optimal values of hyperparameters which were determined hereinbe-
fore. The robustness of the corresponding model was assessed by analysis of the
objects classification accuracy calculated using the test subset of gene expression
data.

Standard deviation distribution

|,, 777777 L I QD © O} G c® 00, O

f f f
0.5 1.0 1.5 2.0 25 3.0 35
Gene expression profiles standard deviation values

Fig. 13. Boxplot of the standard deviation values distribution of gene expressions of
the studied profiles (10000 profiles)

Figure 14 shows the chart of the objects classification accuracy values versus
the level of the noise component (standard deviation of the noise component).
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Fig. 14. Charts of the objects classification accuracy versus the level of the noise com-
ponent when using one-dimensional and two-dimensional convolutional neural networks
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An analysis of the obtained results allows us to conclude that both types of
neural networks have a high level of robustness to low levels of noise compo-
nent (for examined gene expression data the threshold level of network stability
corresponded to the standard deviation of noise component 1.75). The classi-
fication accuracy of the test data subset varied within the range from 97% to
95%. One and two objects from 39 were identified incorrectly in the first and
in the second cases respectively. This fact indicates that the classification mod-
els based on CNN are not sensitive to the length of the gene expression vector
that characterizes the studied objects. Moreover, the simulation results allow us
also to conclude that the one-dimensional CNN is more effective than the two-
dimensional one because at almost the same robustness the one-dimensional
network time operation is significantly less.

The obtained results create the conditions for the development of hybrid
models for the mutually-correlated and differently-expressed gene expression
data subset formation based on the joint application of clustering techniques
and convolutional neural network. The evaluation of the quality of formed sub-
sets of gene expression data is performed within the framework of the proposed
model by calculating the appropriate objects classification quality criteria, and
the formation of the desired length of gene expression values vector is performed
by supplementing the data by vectors with zero values. The accuracy of the
classification results, in this case, will not change significantly.

5 Conclusions

In the paper, we have presented the results of the research regarding the applica-
tion of various structure convolutional neural networks for gene expression data
classification. During the simulation process, we have investigated 1D and 2D
one-layer and multi-layer networks with various combinations of CNN hyperpa-
rameters. The efficiency of the appropriate model was evaluated using classifica-
tion quality criteria such as accuracy and F-score, which were calculated using
the test data subset, and the loss function calculated at the stage of both the
network training and the model validation. Gene expression dataset GSE19188
of patients studied for lung cancer has been used as the experimental ones during
the simulation procedure implementation. These data were taken from the GSE
(Gene Expression Omnibus) database and contain the results of DNA analysis
of 156 patients using DNA microchip technology, where 65 patients were iden-
tified as healthy and 91 patients were diagnosed with cancer. Each microchip
contained 54675 genes.

In the first stage, the number of genes was reduced from 54675 to 10000 by
removing non-informative genes in terms of both statistical criteria and Shan-
non entropy. This vector of gene expression values (length 10000) was used as
the input data at the stage of CNN implementation. Firstly, we have simulated
1D one-layer and two-layer CNN with various combinations of hyperparameters.
The analysis of the obtained results allows us to conclude about the high effi-
ciency of the application of this structure of CNN for the classification of objects
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based on gene expression data. The values of the F-index for both clusters, the
objects classification accuracy are varied within a fairly high range, and the val-
ues of the loss function are relatively low in terms of the absolute values of gene
expression. Then, we have simulated 2D two-level and three-level CNN with
various combinations of hyperparameters. Analysis of the obtained results has
allowed us to conclude that in terms of classification quality criteria, 2D CNN
has a higher level of stability in comparison with the 1D network. In almost all
cases (except one) the classification quality criteria are maximal ones, only one
object was identified incorrectly.

To evaluate the robustness to noise 1D and 2D CNN with optimal structure
and parameters, we have generated noised vectors of gene expressions by stepwise
increasing the noise component. The robustness of the corresponding model was
assessed by analysis of the objects classification accuracy calculated using the
test subset of gene expression data. An analysis of the obtained results has shown
that both types of neural networks have a high level of robustness to low levels of
the noise component. The classification accuracy of the test data subset varied
within the range from 97% to 95%. One and two objects from 39 were identified
incorrectly in the first and in the second cases respectively. This fact indicates
that the classification models based on CNN are not sensitive to the length of
the gene expression vector that characterizes the studied objects. Moreover, the
simulation results have allowed us also to conclude that the one-dimensional
CNN is more effective than the two-dimensional one because at almost the same
robustness the one-dimensional network time operation is significantly less.

The further perspectives of the authors’ research are the application of CNN
within the hybrid models based on the joint use of clustering and classifica-
tion techniques in order to allocate differently-expressed and mutually-correlated
gene expression profiles.
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Abstract. The paper presents the results of the research regarding the
application of a fuzzy logic inference system to form the co-expressed
gene expression profiles based on the joint use of Shannon entropy and
statistical criteria. The allocation of co-expressed genes can allow us to
increase the disease diagnosis accuracy on the one hand and, reconstruct
the qualitative gene regulatory networks on the other hand. To solve
this problem, we have proposed the joint use of the fuzzy logic inference
system and random forest classifier. In beginning, we have calculated
for each of the gene expression profiles the maximum expression values,
variance and Shannon entropy. These parameters were used as the input
ones for the fuzzy logic inference system. After setting the fuzzy mem-
bership functions for both the input and output parameters, the model
formalization including fuzzy rules formation, we have applied the model
to gene expression data which included initially the 54675 genes for 156
patients examined at the early stage of lung cancer. As a result of this
step implementation, we have obtained the four subsets of gene expres-
sion profiles with various significance levels. To confirm the obtained
results, we have applied the classification procedure to investigated sam-
ples that included as the attributes the allocated genes. The analysis of
the classification quality criteria allows us to conclude about the high
effectiveness of the proposed technique to solve this type of task.
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1 Introduction

Currently, the method of sequencing RNA molecules is the most effective for
generating gene expression data. The use of this method allows us to determine
with sufficient accuracy the number of genes that correspond to the investigated
object. It is obvious that the number of genes is proportional to the value of
the gene expression and, this value determines the level of this gene activity.
The greater gene expression value corresponds to the greater amount of this
gene identified for the appropriate biological entity. Typically, approximately
25000 genes are active in the human genome. Reconstructing the gene regu-
latory network based on a complete set of genes is problematic since: first, it
requires large resources; secondly, the interpretation of such a network is very
difficult. Taking into account the analysis of current gene expression databases,
a large number of genes are low-expressed for all studied objects and they can
be deleted without significant loss of information. The implementation of this
step is possible by applying various quantitative statistical and entropy criteria
which allow dividing genes into informative and non-informative ones. Usually,
the number of informative genes is reduced by about half and will be equal to
~ 7000 <+ 10000. However, the reconstruction of the gene regulatory network
based on such a number of genes is also problematic. Therefore, there is a neces-
sity to form subsets of co-expressed genes based on a joint application of both
current data mining and classification techniques of objects that contain gene
expression values in selected clusters as attributes.

2 Problem Statement

Gene expression data used for gene regulatory networks reconstruction are usu-
ally presented as a matrix e;;, ¢ = 1,n, j = 1,m, where n and m are the
numbers of genes and studied objects respectively. After deleting zero-expressed
genes for all objects (unexpressed genes), approximately 25000 genes remain
that define the genome of the corresponding biological organism. It should be
noted that a large number of genes are lowly expressed for all objects, they
determine certain processes occurring in the biological organism, but are not
decisive in terms of the health status of the object (disease identified and stud-
ied). Therefore, in the first step, it is advisable to remove low-expressed genes for
all objects. In the second step, it is advisable to remove genes whose expression
values changed slightly when analyzing different types of objects (by variance or
standard deviation) or change randomly (high Shannon entropy value), which
corresponds to noise. These gene expression profiles do not allow us by the level
of expression to unambiguously identify relevant objects according to the health
status of the biological organism, and they can also be deleted from the database.
The gene expression profile in this case means the vector of expression values
of the corresponding gene, which are determined for all investigated objects. In
the context of this definition, co-expressed genes are genes whose expression val-
ues change accordingly for all studied objects. At the same time, the profiles of
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co-expressed genes allow identifying objects with high accuracy considering the
state of health of the biological organism.

The procedure for generating co-expressed gene expression profiles assumes
two stages. The first stage is to reduce the number of genes with low absolute
value in the first step and low variance and high Shannon entropy in the second
step. This raises the problem of determining the threshold coefficient for each of
the used criteria. Typically, the threshold coefficients are determined empirically
during the simulation process implementation taking into account the approxi-
mate number of genes that should remain after the implementation of this stage.
However, taking into account the fact that co-expressed gene expression profiles
should allow the identification of objects with the highest possible accuracy, the
values of the threshold coefficients for each of the criteria can be determined by
the maximum value of the classification accuracy of the studied objects. Thus,
the implementation of the concept of the formation of co-expressed gene expres-
sion profiles assumes the use of a hybrid model that involves the joint use of
both data mining methods and machine learning techniques.

3 Literature Review

A lot of scientific works are devoted to forming subsets of co-expressed genes
based on various types of quantitative and/or qualitative criteria nowadays. So,
in [3], the authors proposed a technique of big data feature reduction based on
the forward selection depending upon map-reduce. The proposed method was
based on the application of a linear-based Support Vector Machine (SVM) using
map-reduce based classifier to order the microarray information. The performed
calculations were executed on the Hadoop system, and a relative investigation
was finished using various datasets. The main disadvantages of the presented
research are absent comparison analysis of similar results using other classifica-
tion techniques and other kernel functions when applying the SVM method.
The paper [10] focused on the research in the field of dimensionality reduction
to overcome the dimensionality disaster of omics data. The authors have pro-
posed a random forest deep feature selection (RDFS) algorithm. The proposed
hybrid model is based on the joint use of a random forest classifier and deep
neural network. The simulation results have shown that the objects classifica-
tion results were improved due to reducing the dimensions of multi-omics data
by integrating gene expression data and copy number variation data. The results
of the simulation have shown also that the classification accuracy value and area
under the ROC curve when the multi-omics data were used are better than in
the case of the use of single-omics data under the RDFS algorithm application.
The research regarding the creation of a novel feature selection algorithm on
the basis of both the feature individual distinguishing ability and feature influ-
ence in the biological network has been proposed in [15] in order to determine the
important biomolecules to identify different disease conditions. In this research,
the feature distinguishing ability has been evaluated using the overlapping area
of the feature effective ranges in various classes. The features’ comprehensive
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weight was obtained by combining the features’ individual distinguishing abili-
ties and features’ influence on the network. The authors have shown that evalu-
ating biomolecules from the molecular level and network level is useful and has
high performance for identifying the potential disease biomarkers.

However, we would like to note that despite achievements in this subject area,
the problem of feature selection when the dimension of big data is reduced has
no obvious solution nowadays. To our mind, this problem can be solved by the
development of hybrid models containing modern both data mining and machine
learning techniques, which are used, which are used successfully in various areas
of scientific research nowadays [12,13,16].

The goal of the research is the development of a hybrid model of co-
expressed gene expression profiles extraction based on the joint use of fuzzy
logic inference system and classification technique.

4 Fuzzy Model of Removing the Non-informative Gene
Expression Profiles by Statistical and Entropy Criteria

The problem of removing non-informative gene expression profiles by statistical
and entropy criteria was solved in [4,5]. In the authors’ mind, the gene expres-
sion profile was considered informative if the maximum value of the expression
of this profile and variance is greater, and Shannon’s entropy is less than the
corresponding threshold values:

i=1,n

maz(€ij > epound), and var(e;j) > varvound,|
{eij} = yj=1m (1)

and entr(e;;) < entrpound

where: n is the number of samples or objects to be examined; m is the number
of genes.

The boundary values, in this case, were also determined empirically during
the simulation process, taking into account the approximate number of genes
that should make up a subset of experimental data for further simulation. How-
ever, it should be noted that the concept proposed by the authors has a signif-
icant drawback. A high value of the variance of the corresponding gene expres-
sion profile or a low Shannon entropy value (according to these criteria, this
gene expression profile is considered informative) when low absolute values of
gene expression for all studied objects does not mean that this gene expression
profile is informative since, in terms of absolute values, this gene does not con-
tribute to the high accuracy of identification of the studied objects. Thus, there
is a necessity to set priorities for the relevant operations, either by entering the
sequence of their application or by initializing the weights of a particular opera-
tion. However, in this instance, it is necessary to justify the choice of the value
of the appropriate weight.

Within the framework of our research, this problem is solved on the basis
of fuzzy logic inference system application [8,17-19], and the priority of one or
another operation is taken into account when creating a base of fuzzy rules that
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form the basis of fuzzy model. The formation of fuzzy rules requires the following
steps:

— define the set of input variables: X = x1, s, ..., T, with the corresponding
terms for each variable: Ty, = t¥, i = 1,n, p = 1, ¢, where ¢ is the number
of terms corresponding to the i-th input variable;

— define the set of output variables: T,,; = t", r = 1, q, where g, in this case, is
the number of terms corresponding to the output variable;

— generate a finite set of fuzzy rules agreed with appropriate input and output
variables:

q
m i =1tl), whenwy] — (y=1"), i=1,n,r=1¢q (2)

||C3

where: k = 1, m is a number of fuzzy rules that make up a fuzzy database;
wi is the weight of the k-th rule (determined in the case of priority rules
existance).

In the general case, the fuzzy inference procedure involves the following steps:

— fuzzification or matching between the specific values of the input variables
used in the model and the values of the corresponding membership functions,
taking into account the relevant term corresponding to this membership func-
tion. At the stage of fuzzification, the membership functions, which are pre-
determined on the input variables, are applied to their input values, in other
words, the values of the membership functions ,uti'c (z;) of the input variable z;
for the term ¥ are determined. The result of the fuzzification step implemen-
tation is a matrix of values of membership functions for all input variables,
which are defined for all fuzzy rules included in the fuzzy database;

— aggregation or determination of the degree of truth of the conditions for each
of the fuzzy rules by finding the level of “clipping” for the preconditions of
each rule using the operation min:

n
ar = Al (@) 3)
i=1
— activating or finding the degree of truth for each of the fuzzy rules by forming
the truncated membership functions of the fuzzy sets for each of the fuzzy
rules:

1 (y) = ak A px(X) (4)
where: p(X) are the truncated membership functions for the vector of input
variables corresponding to the k-th rule; u} (y) is the resulting membership
function for the output variable, which corresponds to the k-th rule;

— accumulation or formation of the membership function of the resulting fuzzy
set for the output variable using the operation max:

= \/ () (5)
k=1
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— defuzzification or finding a crisp value of the output variable by applying the
appropriate operation to the obtained membership function of the resulting
fuzzy set. The defuzzification operation can be implemented using various
methods: calculation of the obtained function gravity centre, the centre of
the figure area, and the left or right modal values. Within the framework of
the proposed model, the most common centre of gravity method has been
used: v

Jonin ¥ 15(y)dy (©)
max
Join P=(W)dy

Y =

The practical implementation of the fuzzy inference model within the frame-
work of the research assumes the following steps:

1. Determining the ranges of variation of the values of the input statistical crite-
ria, Shannon entropy and the output parameter (the significance of the profile
in the ability to identify the object).

2. Defining the fuzzy sets membership functions for input and output parame-

ters.

Formation of a base of fuzzy rules that form a fuzzy inference.

4. Choice of fuzzy inference algorithm and method to form the crisp value of
output variable.

5. Determining the quantitative criteria for assessing the adequacy of the model
for its testing.

w

The range of the input parameters values variation within the proposed
model was determined by analyzing the general statistics, while the absolute
values of gene expressions in the first step were determined by the maximum
value of expression for each profile. Then, the general statistic was formed for
the obtained vector of maximum values of gene expressions, vector of variance
of gene expression profiles and Shannon entropy. To create a fuzzy model, the
inter-quantile ranges of the appropriate criteria values variation were used. The
formed ranges were divided into three subranges with the corresponding terms.
For variance and maximum absolute values of gene expressions, these ranges
were the following: 0% < z < 25% — “Low” (Low); 25% < = < 75% — “Medium”
(Md); = > 75% — “High” (Hg). For Shannon’s entropy: « > 75% — “High” (Hg);
25% < & < 75% — “Medium” (Md); x < 25% — “Low” (Low). The range of the
output parameter variation (significance of the profile) in the proposed models
varied from 0 to 100 and was divided into five equal intervals: 0% < z < 20%
— “Very low” (VLow); 20% < z < 40% — “Low” (Low); 40% < z < 60% —
“Medium” (Md); 60% < x < 80% — “High” (Hg); 80% < = < 100% — “Very
high” (VHg). Regarding the fuzzy sets membership functions, the trapezoidal
membership functions were used for the input parameters for the values with the
terms “Low” and “High”, and the triangular membership functions was used for
the medium range of values (Md). The triangular fuzzy sets membership func-
tions were applied for all subranges of the output parameter. It should be noted
that the parameters of the fuzzy sets membership functions of input parameters
involve an adjustment during the simulation process implementation taking into
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account the nature of the distribution of gene expression values in the studied
experimental data.

Table 1 presents the terms of the fuzzy rules base which were used during the
fuzzy model creation.

Table 1. Terms of the fuzzy model knowledge base to form the subsets of co-expressed
gene expression profiles

No | Maximum expr. value | Variance | Shannon entropy | Significance of profile
1 |Hg Hg Low VHg
2 |Hg Md Low Hg
3 |Hg Hg Md Hg
4 | Hg Md Md Hg
5 |Hg Low Md Hg
6 |Hg Hg Hg Hg
7 |Hg Low Hg Md
8 |Hg Md Hg Md
9 | Md Hg Low Hg
10 |Hg Low Low Hg
11 | Md Md Low Md
12 | Md Low Low Md
13 | Md Hg Md Md
14 | Md Md Md Md
15 | Md Low Md Md
16 | Md Hg Hg Md
17 | Md Low Hg Low
18 | Low Hg Low Low
19 | Low Md Low Low
20 | Low Hg Md Low
21 | Low Low Low Low
22 | Low Md Md Low
23 | Low Low Hg VLow

As can be seen from Table 1, the priority parameter for identifying the signif-
icance of the gene expression profile is the maximum of the gene profile expres-
sion values, which are determined for all studied objects. As noted hereinbefore,
genes whose expression values are relative low for all objects are not decisive
to the identification of objects and can be deleted despite high variance and/or
low Shannon entropy values. The combination of Shannon entropy and variance
values, in this case, are corrective ones.
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Fuzzy logical equations linking the values of the membership functions of the
input and output variables in the proposed model can be represented as follows:

V19 (y) = pf9(mazezpr) A pf9 (var) A pto® (entr) (7)

H9(mazx.xpr) A uMd(var) A =% (entr)]V
A qu( ar
mazexpr) A pM4(var) A
A ML"w(Uar) A uMd(entr)]\/ (8)
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The membership function of the final fuzzy subset for the output variable
“Significance of the profile” is formed according to the following equation:

1= (y) = ) v () v M y) vt () v o (y) (12)

The last step determines the crisp value of the output variable as the gravity
center of the resulting figure in accordance with formula (6).
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4.1 Simulation Regarding Practical Implementation of the Proposed
Fuzzy Logic Inference Model

Approbation of the proposed technique of forming groups of co-expressed gene
expression profiles based on both the statistical criteria and Shannon entropy
was carried out using the gene expressions dataset of patients studied in the early
stages of lung cancer. GSE19188 data [9] were taken from the freely available
Gene Expression Omnibus database [2] and contained gene expression data from
156 patients, of whom 65 were identified as healthy in clinical trials and 91 had
early-stage cancers. Data processing was performed by using the tools of the
Bioconductor package [1] of the programming language R [14]. In the initial
state, the data contained 54675 genes. In the first stage, for each gene expression
profile, the maximum value of gene expressions, variance and Shannon entropy
was calculated using the James-Stein shrinkage estimator. Figurel shows the
box plots of the obtained values distribution, the analysis of which allows us
to conclude regarding the reasonable of using the hereinbefore set ranges of
relevant criteria values for setting up a fuzzy logic inference model. Really, the
most informative gene expression profiles have high values of expression and
variance and low values of Shannon entropy.
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Fig. 1. The nature of the distribution of statistical criteria and Shannon entropy of
gene expression profiles of patients studied for early-stage lung cancer

Figure 2 shows the membership functions of both the input and the output
parameters fuzzy sets used in the proposed model. Figure 3 presents the step-
wise procedure described hereinbefore and implemented during the simulation
procedure that allows us both to form the subsets of co-expressed gene expres-
sion profiles and to evaluate the effectiveness of the proposed fuzzy model by
analyzing the results of investigated objects classification that contain, as the
attributes, formed subsets of gene expression data.

As it can be seen in Fig. 3, the implementation and evaluation of the fuzzy
logic inference model involve the following stages:

Stage I. Formation of quality criteria vectors of gene expression profiles and
general statistics of the obtained vectors.
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The membership functions of fuzzy sets of input and output parameters used

in the fuzzy model of generating co-expressed gene expression profiles

1.1.

1.2.

The calculation for each gene expression profile of the expression maxi-
mum value, variance and Shannon entropy. The length of the obtained
vectors is equal to the number of genes that are contained in the experi-
mental data.

Calculation of general statistics of the obtained vectors. Fixation of the
ranges of the appropriate values variation and quantiles corresponding to
25, 50 and 75% of variation of the appropriate range.

Stage II. Creation, debugging and implementation of fuzzy logic inference sys-
tem.

2.1.

2.2.

Formation of the fuzzy logic inference system structure formalization of
the model, determination of the fuzzy sets membership functions for input
and output parameters, formation of the model fuzzy rules base.
Application of fuzzy logic inference model to gene expression profiles,
formation of subsets of co-expressed gene expression profiles according to
the level of their significance taking into account the corresponding values
of statistical criteria and Shannon entropy.

Stage ITI. Assessing the fuzzy model adequacy by applying a classifier to objects
that contain, as attributes, subsets of allocated gene expression data.

3.1.

The choice of classifier considering the type of the experimental data, and
the formation of classification quality criteria.
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Fig. 3. Structural block chart of a stepwise procedure to form subsets of co-expressed
gene expression profiles based on the joint use of fuzzy logic inference system and
objects classification technique

3.2. Implementation of the objects classification procedure. The objects, in
this case, contain, as attributes, gene expression data in the formed sub-
sets.

3.3. Calculation of the classification quality criteria.

Stage IV. Analysis of the obtained results.

4.1. Making appropriate decisions concerning the adequacy of the fuzzy logic
inference model operation, taking into account the correlation between
the results of the objects classification based on gene expression data in
the formed subsets and the level of the respective gene expression profiles
significance.

Figure 4 presents the results of the simulation regarding the application of
the fuzzy inference model for the formation of gene expression profiles subsets of
the different significance levels. Considering that only 29 genes from 54675 ones
were identified as “Very High” significance, the groups containing genes with
“Very High” and “High” significance levels were pooled for further simulation.
The analysis of the obtained results allows us to conclude about the adequacy of
the proposed fuzzy inference model for dividing a set of genes into corresponding
subsets by the number of genes. It is well known that the human genome consists
of approximately 25000 active genes. From this point of view, the allocation
of 13734 genes of very high and high significance and 13096 genes of medium
significance for further processing is reasonable. Genes with low and very low
significance can be removed from the data as uninformative ones.

The next stage that may confirm or refute the conclusion regarding the ade-
quacy of the results obtained by applying the fuzzy inference system to remove
the non-informative gene expression profiles according to the used criteria is to
apply a classifier to identify objects that contain, as attributes, the allocated
gene expression data in the corresponding subsets.
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Fig. 4. Simulation results regarding the application of the fuzzy logic inference model
for the formation of subsets of gene expression profiles of different significance levels
according to statistical criteria and Shannon entropy

5 Assessing the Fuzzy Inference Model Adequacy
by Applying the Gene Expression Data Classification
Technique

The assessment of the objects classification quality within the framework of the
research was carried out using errors of both the first and second kind. The
following criteria were applied as the quality criteria:

— objects classification accuracy:

TP+ TN
ACC = TP+FP+TN+FN (13)
where: T'P and T'N are the correctly identified positive and negative cases
respectively (for example, the presence or absence of the disease); F'P and
FN are the mistakenly identified positive and negative cases (the errors of
the first and the second kind);
— F-measure is defined as the harmonic average of Precision (PR) and Recall
(RC):

2-PR-RC
PR+ RC (14)
where: Tp Tp
PR=7pvFp "= TP FN
— Matthews Correlation Coefficient (MCC):
TP-TN)—- (FP-FN
MCC = ( ) —( ) (15)

V(ITP+FP)-(TP+FN) - (IN+FP)-(TN+FN)
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Table 2 presents the procedure for forming a confusion matrix, which is the
basis for calculating the classification quality criteria in accordance with formulas
(13)—(15).

Table 2. The confusion table to identify the errors of the first and the second kind

State of the object by the | Results of the objects classification
results of clinical testing

Patient(True - 1) | Healthy(False - 0)
Patient(True - 1) TP(True Positives) | FN(False Negatives)
Healthy(False - 0) FP(False Positives) | TN(True Negatives)

In this instance, the classification accuracy is maximal one (100%) if all
objects are correctly identified and errors of the first (FP) and second (FN) kind
are absent. The values of the F-index and MCC criterion are also maximal ones
and they are equal to 1.

The second type of criterion which was used in the research to assess the
object classification quality is based on ROC (Received Operating Characteris-
tic) analysis. Application of this criterion assumes the calculating the area under
the ROC curve AUC (Area Under Curve). A larger area corresponds to a higher
quality of the object classification.

The choice of the classifier is determined by the peculiarity of experimental
data. When the gene expression data is used as the experimental ones, the key
feature is a large number of attributes (the number of genes that determine the
state of the studied object). As was noted hereinbefore, 156 patients were used
as gene expression data during the simulation process, of which 65 were identi-
fied as healthy by the clinical trials and 91 were identified as ill with early-stage
of cancers tumour. The initial number of genes (54675) was divided into four
groups according to statistical criteria and Shannon entropy (Fig. 4). Each group
contained approximately 13000 genes which were used as the input data of the
classifier. In this case, the classifier should be focused on big data. In [6,7,11],
the authors present the results of research regarding the use of convolutional
neural networks as a classifier for the identification of objects based on gene
expression data. The authors investigated different topological structures of this
type of network and proved their effectiveness for the classification of objects
based on high-dimensional gene expression data. However, it should be noted
that the correct use of convolutional neural networks involves the formation of
convolutional layers to supplement the data with profiles with zero expression
values to obtain the required number of genes. In the current research, this step
may affect the results, which is undesirable. For this reason, the use of convolu-
tional neural networks at this stage of simulation is not reasonable. In [4,5], the
authors presented the results of studies focused on comparing binary classifiers
to identify objects based on high-dimensional gene expression data. The authors
have shown that the Random Forest Binary Classification Algorithm is more
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efficient for identifying objects based on gene expression data than other similar
classifiers. For this reason, this classifier was used in the current research.

The simulation results regarding the identification of objects that contain
gene expression data as attributes are presented in Table 3 and Fig.5. An anal-
ysis of the obtained results confirms the expediency of using the proposed fuzzy
logic inference model for the formation of subsets of gene expression profiles of
different significance levels according to statistical criteria and Shannon entropy.
The values of the classification quality criteria presented in Table3 gradually
increase with the transition from subsets of gene expression profiles with a very
low significance level to a subset of gene expression profiles with a high signifi-
cance level. The F-measure and MCC criterion values, in these cases, also match
within the margin of admissible error.

Table 3. The results of the simulation regarding the classification of objects based on
gene expression data of various significance level

Significance of | Classification quality criteria

genes Accuracy,% | Sensitivity | Specifity | F-measure | MCC
High 98.4 1 0.973 0.992 0.967
Medium 93.5 1 0.9 0.967 0.873
Low 90.3 0.917 0.917 0.894 0.801
Very Low 85.5 0.870 0.846 0.862 0.701

An analysis of the AUC criterion values (Area Under ROC-curve) also con-
firms the feasibility of using a fuzzy inference system to divide gene expression
profiles into subsets of genes of various significance levels. However, it should be
noted that this type of criterion is significantly less sensitive for gene expression
profiles, which are allocated into the subsets with high and medium significance
levels. Moreover, the AUC criterion value for a subset of genes with very low
significance is higher than the similar value for the subset of gene expression
profiles with low significance, which is not correct and contradicts the values
of the classification quality criteria presented in Table 3. However, it should be
noted that this criterion allows us to divide the set of gene expression profiles
into two subsets: a subset of informative genes in this case contain genes with
high and medium significance levels; other genes are removed as uninformative
ones.
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Fig. 5. The results of ROC analysis to assess the effectiveness of a fuzzy model for the
formation of subsets of gene expression profiles by the level of their significance

6 Conclusions

In this manuscript, we have presented the results of the research regarding the
creation of a hybrid model of co-expressed gene expression profiles formation
based on the complex use of fuzzy logic inference system and classification tech-
nique. The proposed model is presented as a step-wise procedure of gene expres-
sion data processing. The statistical criteria (maximum expression value and
variance) and Shannon entropy were used as the input parameters of the fuzzy
logic inference model and, the gene expression profiles significance level was used
as the output parameter. To create a fuzzy model, the inter-quantile ranges of the
appropriate criteria values variation were used. The formed ranges were divided
into three subranges with the corresponding terms: low, medium, and high. The
range of the output parameter variation (significance of the profile) in the pro-
posed models varied from 0 to 100 and was divided into five equal intervals.
The trapezoidal membership function was used for the input parameters for the
values with the terms “Low” and “High”, and the triangular membership func-
tions were used for the medium range of values (Md). The triangular fuzzy sets
membership functions were applied for all subranges of the output parameter.
The knowledge database has been presented in the form of a system of fuzzy
equations, which have been used during the fuzzy inference procedure imple-
mentation. The gene expressions dataset of patients studied in the early stages
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of lung cancer was used as the experimental one. This data set contained gene
expression data from 156 patients, of whom 65 were identified as healthy in clin-
ical trials and 91 had early-stage cancers. In the initial state, the data contained
54675 genes. The analysis of the obtained results regarding the fuzzy logic model
implementation allows us to conclude its adequacy for dividing a set of genes
into corresponding subsets by the number of genes since the allocation of 13734
genes of very high and high significance and 13096 genes of medium significance
for further processing is reasonable in terms of a number of genes in humans
genome (approximately 25000).

To confirm the proposed fuzzy model adequacy, we have applied the objects
classification technique with the calculation of various types of classification
quality criteria. A random forest classifier has been used during the simulation
process at this stage. An analysis of the obtained results confirms the expediency
of using the proposed fuzzy logic inference model for the formation of subsets
of gene expression profiles of different significance levels according to statistical
criteria and Shannon entropy. The values of the classification quality criteria have
gradually increased with the transition from subsets of gene expression profiles
with a very low significance level to a subset of gene expression profiles with a
high significance level. An analysis of the Area Under ROC-curve (AUC) values
also confirms the feasibility of using a fuzzy inference system to divide gene
expression profiles into subsets of genes of various significance levels. However,
it should be noted that this type of criterion is significantly less sensitive for gene
expression profiles, which are allocated into the subsets with high and medium
significance levels. Moreover, the AUC criterion value for a subset of genes with
very low significance is higher than the similar value for the subset of gene
expression profiles with low significance, which is not correct and contradicts
the values of other used classification quality criteria. However, it should be
noted that this criterion allows us to divide the set of gene expression profiles
into two subsets: a subset of informative genes in this case contains genes with
high and medium significance levels; other genes are removed as uninformative
ones.
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For more than 100 years some cargoes such as grain and coal have been shipped
around the world in bulk. The range of cargoes carried in bulk has increased
dramatically during recent decades, rising to over 3 billion tonnes a year. The
types of bulk cargoes carried - in addition to grain and coal - now include animal

Mathematical Model of Preparing
Process of Bulk Cargo for Transportation
by Vessel

1)@ and Vladyslav Polyvoda?

Oksana Polyvoda
! Kherson National Technical University, Kherson, Ukraine
pov81Qukr.net
2 Kherson State Maritime Academy, Kherson, Ukraine

Abstract. The aim of this study is to solve the problem of bulk cargo
preparation by bringing its parameters, namely temperature and mois-
ture to safe standard conditions for maritime transport by developing
a mathematical model of drying, which will improve drying equipment
control methods and optimize drying parameters to ensure energy-saving
modes of operation of technological equipment. It is determined that the
largest volume of bulk cargo is wheat grain among the bulk cargoes trans-
ported by vessel. Safe transportation of grain in bulk mainly depends on
the conditional quality of grain at the time of loading on the ship, which
is achieved by pre-drying the grain at the port facilities.

In this study, a continuous mathematical model of the grain drying
process is obtained, based on heat and mass transfer equations, which
makes it possible to predict changes in grain moisture taking into account
the influence of thermophysical and thermodynamic properties of grain.

Based on a continuous mathematical model, a discretized mathemati-
cal model using the finite difference method and a model of the dynamics
of the drying process in the state space using the linearization method
by decomposing a nonlinear model into a Taylor series was developed
and then was implemented in Mathcad. The experimental study was
performed on research equipment, which showed the dependence of tem-
perature and moisture of grain on time during drying. Analysis of the
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allows its further use to optimize the drying process.
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foodstuffs, fertilizers, mineral concentrates and ores, scrap metal and biofuels
such as wood pellets. The vast majority of bulk cargo voyages are completed
without incident but there have been many occasions when things have not gone
to plan. In some instances the cargo suffered damage but there was no harm
done to the ship or the crew. On other occasions the ship suffered damage as
a result of the cargo shifting. Unfortunately some ships have been lost with all
hands because of problems with the cargo or because of defects or damage to
the ship [2].

The International Maritime Organization (IMO) [9] publishes the Interna-
tional Convention for the Safety of Life at Sea (SOLAS) [19], codes of safe
practice and guidelines that set out requirements that must be followed and
complied with. Additionally, there are a number of books that give recommen-
dations and guidance for the stowage and securing of particular items of cargo.
SOLAS - is one of the principal conventions of the IMO, which periodically dis-
cusses and adopts requirements and amendments to it. The SOLAS Convention
deals with various aspects of maritime safety and contains, in chapter VI, the
mandatory provisions governing the carriage of solid bulk cargoes. These pro-
visions are extended in the International Maritime Solid Bulk Cargoes Code
(IMSBC Code) [10]. It is worth noting that the IMSBC Code does not cover the
carriage of grain in bulk. The specific requirements for the transport of grain
are covered by the International Code for the Safe Carriage of Grain in Bulk
(International Grain Code, 1991) [21].

Therefore, an important task of this study is to solve the problem of prepa-
ration of bulk cargo by bringing their parameters, namely temperature and
moisture to standard conditions for safe transport by vessel by developing a
mathematical model of drying, which will improve drying equipment control
and optimize drying parameters to ensure energy-saving modes of operation of
port terminal equipment.

2 Problem Statement

The cereal grains are a major source of our dietary energy and protein require-
ments. They are also needed for animal feeding and industrial processing. There
are three major cereal species according to volume of production: wheat, maize
and rice. These three represent nearly 90% of cereal-grain production; 700-1000
million tonnes of each are produced annually [18].

From the time the goods are presented for transportation, they enter a new
stage — they become cargo, and a number of new tasks arise for maritime trans-
port, among which one of the most important ones stands out — the task of ensur-
ing the safety of the consumer characteristics of the cargo, taking into account
its transport properties. The transport properties of cargo are a set of cargo
characteristics that determine the method and conditions of its transportation,
processing and storage.

Depending on the influence of the external environment on the cargo, i.e.
temperature and moisture, the cargoes are divided according to the mode of
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transportation into non-regime and regime. Non-regime cargoes include such
cargoes, in which the actions of aggressive factors arising in the process of sea
transportation do not cause changes in their physical and chemical properties and
deterioration in quality. They do not require the creation of special conditions
during their transportation. Regime cargo includes such cargo that requires the
creation of certain temperature and humidity conditions in the holds, as well
as preliminary preparation for transportation. Without compliance with these
conditions, the transportation of regime cargoes is impossible or only possible for
a limited time. Some cargoes require special quarantine transportation regimes.

According to their physical and chemical properties, cargoes are divided into
two main groups: unpreserved and stably preserved. In addition, almost all car-
goes have specific, inherent properties that determine the requirements that must
be met in the process of their transportation by sea.

The main parameters of grain cargoes transported in bulk include granulo-
metric composition, moisture and temperature, which determine the angle of
repose (or angle of rest), shrinkage, flowability, specific volume, self-heating,
spontaneous combustion, caking of the cargo [3].

The wheat grain is one of the most produced cereals in the world is also one
of the most difficult and dangerous to transport.

Ensuring the required and safe transport properties of wheat grain could
achieved both by preliminary bringing its quality to the required values before
loading onto a ship, and by monitoring quality indicators, carrying out ventila-
tion during transportation.

The main parameters controlled during the conditioning of grain before load-
ing are temperature, moisture and ventilation conditions. There is no lower tem-
perature limit and the favourable travel temperature is around 20 °C.

At temperatures over 25 °C the metabolic processes in grain mass increase,
leading to increased CO, production and self-heating of the wheat.

With high moisture content of the grain, its baking properties are lost and
the product will no longer be suitable for the production of flour. Moisture
problems can be prevented by bringing the grain quality up to standard values
by pre-drying the wheat.

Wheat grain moisture content of over 16-17% can rapidly produce an exces-
sively damp atmosphere within the hold and may cause considerable damage to
the cargo. In such conditions it could be possible that the self-heating clusters
in grain mass are arised and it following expansions at boundary layers.

At moisture levels of over 17%, swelling of the wheat grain in the hold occurs,
what may result in structural damage to the ship.

Thus, the normal moisture content of export grain is 11-14%. Grain with a
moisture content of 16% is prohibited for transportation.

Prior to loading, the moisture content should be checked by an independent
inspector and a certificate provided. The certificates should state not only that
appropriate measures have been carried out but also how and with what they
were carried out and at what level of success [6].
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Bringing grain quality up to standard values before transportation is one of
the tasks of modern sea port terminals for grain shipment. To solve this prob-
lem, grain drying complexes are used. In principle, these are grain dryers of any
type (mine, conveyor, drum, chamber, combined, etc.) together with all auxil-
iary and related equipment: loading and unloading bunkers, norias, conveyors
and grain cleaning equipment. Such complexes are complete technological units,
fully perform the task of drying and allow some time to store grain before trans-
portation. Advantages of a conveyor (horizontal belt) grain dryer: gentle drying
at low temperature, which makes it possible to use dried grain as a seed, energy
efficiency, environmental friendliness, high operational availability, the presence
of “smart” control.

3 Literature Review

To solve a set of practical problems, such as scientific reasoning of rational modes
of technological processes, determination of temperature gradients and moisture
content requires a mathematical model to determine the thermophysical and
mass transfer characteristics of grain during drying using a conveyor grain dryer.

Researchers have developed various methods and approaches to analyze the
dynamics of grain mass parameters during the drying process. The logarithmic
models are based on a unique relationship between the drying rate and the tem-
perature gradient with respect to depth. The main advantage of these models is
their simplicity. However, they are not very accurate [5]. Usually, to study the
thermophysical and mass transfer processes taking place in the grain mass, an
analytical solution of the equations of heat and mass transfer is used [15]. The
analytical solution of the corresponding simultaneous heat and mass transfer
model could be obtained by introducing an auxiliary function through the vari-
able separation approach [20]. In [8] was proposed an inverse algorithm based
on the conjugate gradient method and the discrepancy principle. However, the
practical application of such methods faces the problems of algorithmization in
the development of final control systems. Recently, models and methods based
on the use of fuzzy logic [11] and neural networks [16] have been developed. The
disadvantage of using these models is that a large array of experimental data or
preliminary observations is required.

Considering the disadvantages of existing models described above, to model
the process of drying the grain mass, it is advisable to use the approach using a
linearized model in the space of states, which allows to analyze grain moisture
at the desired point of the grain layer [1,14].

The objective of the research is to develop a discretized linear mathemat-
ical model of grain drying in space based on heat and mass transfer equations,
which will improve the automated control system of grain drying process while
bringing grain quality to standard conditions for safe transportation by sea.
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4 Materials and Methods

In automated control systems of conveyor dryers, the selection and optimization
of drying parameters, solution of control and process control tasks is performed
taking into account data on grain temperature and moisture at each point of the
grain layer. To determine the dynamics of these grain parameters traditionally
used differential equations of heat and mass transfer [9], in the following form:

ow 9 [ oW ot,

o "o (ma ”méaz) : )
oty 0 ( 0t oW

PG = 5s (Aaz + ”maz) , @)

where: W is the moisture; ¢4 is the temperature; pg is the density; c is the heat
capacity; A is the thermal conductivity of grain; a,, is the moisture diffusion
coefficient; 0 is the thermogradient coefficient; ¢ is the phase transformation
criterion; z is the coordinate; 7 is the time.

The initial conditions for Egs. (1), (2) can be written as follows:

ty (2, T)‘t:m =t4(2), Wz T)|t:'rg =W(2), (3)

where t4 (2) and W (z) are the known functions.

Boundary conditions on the surface of the grain mass are determined pri-
marily by the principle of distribution of the coolant, the initial moisture and
temperature of the grain, the temperature of the drying agent, the intensity of
heat flow. For example, for a cross-flow conveyor dryer in which the grain mass
and the drying agent flows are directed perpendicularly, the boundary conditions
can be set as

oty (2,7)  a(W(z,71)) B
0z + NV (2,7)) [Tao —tg(2,7)] =0, ()
OW (z,7)  b-ty(2,7) W (er) - W, =0, 5

0z * am (W, tg)

where: empirical coefficient b = 0.86-10~7 for a dense layer; W, is the equilibrium
moisture content of grain(W, = 9.1%); Ty, is the temperature of the drying
agent for the upper limit conditions or the temperature due to the heating of
the conveyor belt for the lower limit conditions.

Equations (1)-(5) contain partial derivatives, which makes it difficult to
obtain an accurate solution, so a model of grain temperature and moisture
dynamics was developed based on heat and mass transfer equations using the
finite difference method [6], which allows predict the moisture W (z,7) and tem-
perature of the grain mass t4 (z,7) in each layer of the grain mass as follows:

+am5% [tg (Z+ 17]) - 2t9 (17]) +t!] (7’ - 17])] +W(Z7‘7)7
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tg (’Laj + 1) = ci)\oiK}L? [t.(] (7’ + Lj) - 2tg (Zv.]) +t9 (Z - 17j)] (7)
5 W+ 1,5) = 2W (i,4) + W (i = 1)) + g (i,5)
where: ¢ = 0,1,..., N; j=0,1,.., M; K =t.,/M; h=14,/N;l,is the
height of the grain layer on the dryer belt; t. is the time of the drying cycle; V
is the number of nodal points in the height of the grain layer and M is the in
time.

In solving Egs. (1)—(5) an important issue is the formulation of initial and
boundary conditions, which are determined taking into account the design and
technological characteristics of grain dryers, and significantly affect the adequacy
of the overall model of drying process dynamics.

After discretization of the initial (3) and boundary (4), (5) conditions by
the finite difference method, the values of W;g and t4 ;o on the left side of the
grid are determined from the initial conditions as Wy = W (4,0) = Wy and
tgi0 =ty (i,0) = t4 o respectively. The temperature and moisture limits on the
upper (i = 0) and lower (i = N) sides of the grid are calculated as follows:

ty (1, +1) + ofbildue
- S— (8)

h-a(i,5)
L+ 567

tg (0,5 +1) =

—b-tg(1,7+1)-h

m (4:7)
To ensure the grain drying process, it is necessary to control the grain drying
equipment taking into account the dynamics of moisture and grain temperature
along the grain layer, which is possible using a discretized mathematical model
(6)—(9), but the use of modern control methods implies the presence of an object
model in the state space [7]. To do this, in the discretized equation of heat and
mass transfer it is necessary to replace the variables:

tg(oa.]) = th tg(Lj) =1 tg(Naj) = tN7
W(0,5) = Wo, W(1,4) = Wy ...W(N,j) = Wy, Taa =U.

Then the model of the dynamics of temperature and moisture of the grain can
be represented as follows::

dtg _ a(Wi) a(Wh)
@ = st T oy Us

W(0,j+1) = WLj+1)=Wy) +W([Lji+1). (9

D AW r
% = W [tiv: — 2t +tio1] + c(‘ffw [Wit1 —2W; + W;—4],  (10)
din _ o(Wn)
= ,\(Wg)thlv
AW, _ b
dTO - am(Wl,tl)tlwl a (Wl,tl)tl’

aw; _ 7‘1’”(29’“) [Wi+1 —2W; + Wi—l]

dr
m(Wi,ti)-0
4 EmAtil D (VZQ B0 1 — 2t + tia),

(11)

dWn _ —b bWy
dr 7 am(Wn_1,tN— 1) “Wn- 1+a (WN-1,tN— 1)tN L
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where: W = (Wo,Wq,...,Wi,...,Wn)" is the state vector (values of grain

moisture by the height of the grain layer); ¢t = (¢o,t1,...,tk,. .. ,tN)T is the

state vector (values of grain temperature by the height of the grain layer).
Equations (10)—(11) can be represented in a simplified form:

to = @o(Wh, to) + bo(W1)U,

ti = pi(Wi_1, Wi, Wigt,ti—1,ti, tiv1) + bo(W1)U, (12)
in = on(Wn,tn-1).

Wo = vo(Wh, 1),

W, = VWi, Wi, Wiga, iz, ti, tigr) + bo(Wh)U, (13)

Wi = n(Wy_1,tn_1).

where: (W, t), b(W) and (W, t) are the continuous functions depending on the
elements of state vectors formed on the basis of thermophysical and thermody-
namic characteristics of grain; U is the control vector formed taking into account
the type of method of drying agent supply.

The restrictions on phase vectors are W = (Wy, Wy, ..., Wy, ..., WN)T7 t=
(to,t1y vy thy--- 7tN)T and control vector u have the appearance

Tenv S U S Tmax da> T0 S Tmaxgu (14)

where: Te,, is the environmental temperature; Ty, .x 4o is the maximum possible
temperature of the drying agent for a specific type of drying equipment; Tinax
is the maximum allowable grain heating temperature.

Boundary conditions can be written as follows:

t (TO) =t0= COTLSt7 w (To) =W0 = COTLSt7 (15)

where: t (19), W (19) corresponds to the initial temperature and moisture in the
grain layer.

The obtained model of moisture dynamics is nonlinear. The simplest and
most commonly used technique in modeling processes occurring in nonlinear
multidimensional objects [4] is that the equations of dynamics are linearized in
the surrounding area of some base solution [12].

Let us linearize the model of moisture dynamics (13) relatively to some steady
state t = (tos, t1s, - - - ,th)T, W = Wos, Wis,y ..., WNS)T and specified controls
u,. To do this, let’s move on to increments i =t — Wz = W; — Wi,
U=U- U, and convert equation (10) to the Taylor series, excluding terms
above the first order [13,17]. As a result of transformations of the system (11)-
(12) will look like:
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Otg _ a(Wis) 7 ¢ U 3[3%2)] Wy = =eWis) iy
ﬁ*)\(W) O+(Os* s) OW1s 1+ )\( A Wie) Uy
9t; 1 AWis) 7 2A(Wis) A(Wis)

It T poh? [c(wm i = Syt S 'ti—l}

+% |:C(I/I1/7g) ’ WiJrl + C(V[llis) ’ Wi*l

AWig) A(Wig)
+ tit1)s—2tistti-1)s a[C(Wis)] _ 2er | B[C(Wis)] W
R W B T oW, is
Diy _ o(Wn.) Eisnil
tn _ a(WnNs)f c(Wns .
oy = AW IN-1 Tt -1)s—awy. W,
. 1 1
oWy . b(Wis, W) 6(am<wl,s,n,s>) bt B(amwl,s,tm))
or am(W1 sst1, 5) 8t1 1 1s 8W1$S
‘m.(Wlsytls) +W> Wl’

e T 1) m Wi, sybiys
% = # [am(Wz S7ti 5) . Wi+1 + %(_QGW(WLS’“@)

+0(t(i—1)g — 2tig + t(z-‘,—l)g)) X Wi + g (Wi, ti,s) - Wis
+6 ’ am(Wl satz s) : z+1 + M

X (_26 : am(Wi,sa zA,s) + W(7,+1)s 2Wis + t(ifl)s) : 75?i
+ am (Wis, i )0 - tifl] ;

4( ).

“tn-1

1
BWN — b(WP_W(Nfl)s) . a’”(W(Nfl)s’t(N—l)s)
or am (W(N_1)s:t(N—1)s) X Ot(N_1)s

am (W(N_1)s'{(N—1)s)
b t(v-1)s W w1

+ Wp) Win—_1)-

% 1
Am (W(N-1)s>t(N-1)s)
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(17)

When determining partial derivatives, we use analytical dependences for ther-

mophysical and thermodynamic parameters of grain:

a(W) = agW + b,
)\(W) = a\W + by,

a1 W 4 ber, if 1.8% < W < 7.7%,
c(W)=<¢ aaW +be, if 7.7% < W < 23.7%,
actW + ba, if 23.7% < W < 33.6%,

bamIW + Cam1, if 10% < W< 21%;

¢ \dam2W+eam2
To

aam2W2+bameWtcama’ if21% < W < 24%’

am(m t) = ( ' )dam3W+ﬁam3
T

aam3W2+bamsW+cams’ if 24% < W < 26.7%,

Jif 26.7% < W < 32%,

damaW+eama
bamaW + cama (To)

(18)

(19)

(20)
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where: a) = 0.06 , by = 0.002; a,, = 2.5, b, = 0.05;a.; = (0.297, 0.263, 0.336),
bei = (5.91, 1.036, 7.31) x 1073, i = 1,3; agm; = (0, 0.0558, 0.362, 0) x 10~
bamj = (—0.2, —382, 2340, 0.055) x 102, cam; = (0.55, 67.8, 380.4, 0.147) x
1079, damj = (0, 179, 16.5, 16.5), eam; = (0, —41.5, 11.72, 11.72), j = 1,4.

For example, for grain moisture in the range [7.7%, 21%)] we obtain linearized
models of temperature dynamics in the form:

dtg _ aaW15+bat + (aabA*axba)(%s*Ug)Wl _ aaW15+baU

o1~ axWis+ba (axWis+by)2 axWis+by
Oty _ 1 | axWiatby  §  2(@aaWistby) 2 ayWistby | f.
or p h2 a02W15+b02 i+l ac2Wis+bea g acaWistbea i1
1 . . I S
’ ac2Ww+bL2 (W"H + Wz_l) + h2(acaWis+be2)? (21)

T'
+57

72t”+t P
{ L C=D . (azbea — Geaby) — 2er - bc2] - Wi,

Oty _ aaWns+ba L _agbyx—axbs 11
Ot~ axWns—bx tN_l +t(N_1)s ((I,)\WNS-i-b)\) WN

For the values of grain moisture in the depth of the layer the following ratios are
obtained:

Wy _ —bam 1 i
or = bty - (bam1 Wis+cam1)? (bamlwls-i-caml + Wp) W,
6(;/‘;5‘ = % [(bamlwis + Caml)WiJrl - (b,,,lel[)/Zn—&}Caml)z
X(_Q(bamlwis + Caml) + 5(t(i+1)s — 2t + t(i+1)s))Wi (22)
F(bam1Wis + Cam1)Wi—1 + 6(bami Wis + Cam1) (tig1 + tifl)] )
OMWnN —bam1bt(n_1)s 1 T
GTN T (bam1W(n—1)st+Cam1)? |:ba'm.1W(N—l)s+ca'm.1 + Wp} Wn-1,

where: tos, tis, tns, Wos, Wis, Wis, W are the stable values of temperature
and moisture of grain on the surface, at the depth of the layers and at the lower
limit, respectively.

These stable values are defined as solutions of systems of Eqgs. (10)—(11) with
zero left side.

For grain temperature, the system of equations has the form:

_ aaW+b, W+b
0= ZxW+bA tos — ZAW-i-b/\ Us,
_ Wb
0= T omam [Ltns = 2tis +1i-1)s] (23)

+(a02WE-:bC2)h2 : [W(i+1)s - 2Wis + W(ifl)s} )

_ a Wb,
0 T axW+by t(N 1)ss
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and for moisture:

- _ b _ W,
0= bam1W+cam1 t1sWis bam1W+cam1 tis,

 (bamiWHcam1)d
0= Pt [timns — 2tis + L)) (24)
4 bamiPtCamt Wi g0 — Wi + Weig1ys]

_ —b bW,
0= bam1W+cam t(Nfl)SW(Nfl)S + bam1W+cam1 t(Nfl)s'

Linearized equations (21)—(22) of the dynamics of temperature and moisture are
written in vector-matrix form as follows:

£ £
~ | =A_4 Bii 2
lw] | )
where the matrix A has a constant structure of the form:
Aq1 Ago
A= .
|:A21 Azz}
The matrix A1y has the form:
_aoo 0 0 0 0 )
ajp a1 Qa2 0 0 0
A11 = 0 .. ai,j,1 aiﬂj a/i’jJr]_ 0 y
0 0 0 ..anN-1,N—2QN—1,N—1OAN—1,N
L 0 .. 0 0 AN N—1 0 ]

The matrix Ajo has the form Ao = [A’u A”lg], where
0 ao,N+2 e 0
A1,N+1 G1,N+2 O1,N+3 0

!/
Az = 0 oo @i N4j-1 Gi,N+j

0 .. 0 0
0 ... 0 0 |
- 0 0]
0 0
A"12=| a;Ntjt1 0

GN-12N-2 GN—-12N—-1 GN—-12N
0 [N AN 2N ]

The matrix As; has the form:
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0 0 0 0
an4+20 0 anq22 O 0 0
A21 = 0 cer AN 441,51 0 AN +i4+1,541 --- 0
0 0 0 wagN-1,N—2 0 aony_1 N
0 0 0 0
The matrix Agg has the formAgs = [Alzg A 59 ], where:
[ 0 AN+1,N+2 0 N
AN42,N+3 AN42,N+4 AN42,N+5 0
Algy = 0 AN+4i+1,N+j—1 ON+i+1,N+j
0 0 0
0 0 0
_ 0 0 _
0 0
A5 = | aNtit1, N+j4+1 0

0

A2N-1,2N—1

A2N-12N-2 A2N—-12N—-1 A2N—1,2N

0

The matrix B has a constant structure of the form:

By = (boo0...0)".

Matrix A is block. Matrix B— with all zero rows except the first. The elements
of the matrices are determined from the ratios:

fori=0:
by = Wi o aaWistb o (Gabs — axba)(tos = Uy),
axWis + by axWis +by" 7 (axWis +bx)?

fori=1,N—1:
1 a\Wis + by 1 2(a\Wis + b))
G T ok agWis b’ T T poh? Wiy + beg

1 axWis + bx
Gl = 52 aaWis + bes”
er? 1

Qi N+j—1 = ﬁ

acaWis + bea”
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Application of the received dependences gives the possibility to carry out
modeling of work of the grain drying equipment and setup of mode parameters
of drying process for any grain dryer of conveyor type.
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5 Experiment and Results

The developed linearized mathematical model was implemented in the Mathcad
software package. At the first stage (grain heating) the grain mass was stud-
ied with the following initial characteristics: tyo = 27.6 °C, Wy = 0.22 (22%).
Drying cycle time ¢, = 60 min, height of the grain layer on the dryer belt
lg = 0.2 m, the number of nodal points in the height of the grain layer N = 10,
the number of nodal points in time M = 3600, the temperature of the drying
agent Ty, = 100 °C. In the modeling the quantitative characteristics of thermo-
physical and thermodynamic properties of grain were used from the analytical
dependences (18)—(20). The results of modeling of the temperature and mois-
ture dynamics in the layers of the grain mass at the first stage of active drying
are shown in Fig. 1. At the second stage (dry aeration in resting time) the grain
mass was studied with the average characteristics obtained at the end of the first
stage: t; = 58.7 °C, W = 0.213 (21.3%), the resting time was ¢, = 60 min. The
results of modeling of the temperature and moisture dynamics in the layers of
the grain mass in resting time are shown in Fig. 2. At the end of the resting time
the average temperature was t;, = 45.1 °C and moisture W = 0.207 (20.7%).

To verify the adequacy of the developed mathematical model, a number of
experimental studies were conducted. For experiments, a laboratory 28 liters dry-
ing oven SP-30 with forced convection was used. The material was placed in an
experimental cell with a mesh base. Initial moisture content of grain 22%, drying
time 60 min. The experiment was conducted indoors at stable environment con-
ditions with wheat of the 6th class according to Ukrainian State Standard DSTU
3768-98. Samples were taken according to DSTU 13586.3-83. During drying, the
grain temperature was monitored. Three DS18B20 sensors were installed to accu-
rately monitor changes of the grain mass temperature during drying. Another
sensor was located inside the oven to monitor the air temperature inside the
chamber. After drying the grain, its moisture was measured using a “Wile 55”
moisture meter. The temperature and moisture of the grain mass in the rest-
ing process were monitored according to a similar principle. Figure 3 shows the
fragments of the calculated (solid line) and experimental (dotted line) depen-
dences of the grain temperature in the middle layer by time in the first (Fig. 3,
a) and second (Fig. 3, b) stages of the drying process. Figure 4 shows the results
of calculations of the relative error for the two stages of drying.

6 Discussions

The resulting mathematical model of the temperature and moisture dynamics of
the bulk grain layer makes it possible to perform the synthesis of automatic con-
trol systems for those channels through which automatic control is carried out.
This model is universal for conveyor-type grain dryers with different design and
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Fig. 1. Dynamics of temperature (a) and moisture (b) of the grain mass by layers at
the active drying stage

technological schemes. It allows to analyze the dynamics of bulk grain parame-
ters depending on the thickness of the grain layer, the temperature of the drying
agent, the initial and current temperature of heating the grain, as well as the
speed of the conveyor belt (an indirect characteristic of which is the duration of
blowing the grain layer with the drying agent).
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Fig. 2. Dynamics of temperature (a) and moisture (b) of the grain mass by layers at
the resting time

In addition, the developed mathematical model of the drying process allows
to predict the dynamics of temperature and moisture of the grain mass both at
the stage of active drying with direct heating of heated air and “dry aeration”,
when the decrease in moisture and grain temperature occurs at the expense of
thermal energy.
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Fig. 3. Calculated (solid line) and experimental (dotted line) dependences of grain
temperature by time: a) in the first stage, b) in the second stage

Analysis of the calculated errors of the mathematical model proves its ade-
quacy, which allows its further use to improve the automated control system of
the drying process to ensure energy-saving modes of operation of technological
equipment.
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Fig. 4. Calculated dependences of model error by time: a) in the first stage, b) in the
second stage

7 Conclusions

In this article, the problem of preparing bulk cargo for transportation by sea
was solved, namely, bringing its parameters, temperature and moisture to safe
standard conditions.

The analysis of international normative documents regulating the transporta-
tion of bulk cargo by sea is performed and the main parameters influencing the
transportation process are highlighted.

The analysis of existing models, methods and means of control of grain dry-
ing equipment is performed. Necessity of development of model of dynamics of
temperature and moisture of grain in the process of drying taking into account
change of coefficients of heat exchange, diffusion of moisture, heat capacity, heat
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conductivity that will allow to carry out optimization of mode parameters of
control process of grain drying equipment is substantiated. Determination of
thermophysical and mass transfer characteristics of grain is necessary to study
the processes occurring during grain drying, knowledge of coefficients allows
to scientifically substantiate rational modes of technological processes, which is
important in practice, and allows to determine temperature and moisture con-
tent gradients and describe temperature and moisture content fields in grain, i.e.
to obtain characteristics that affect its technological properties.

A discrete mathematical model of the grain drying process and a state space
model based on heat and mass transfer equations have been developed, which
makes it possible to predict the dynamics of grain temperature and moisture tak-
ing into account the influence of thermophysical and thermodynamic properties
of grain. Analysis of the fundamental properties of the obtained system in the
state space proved its complete controllability and observability. The received
mathematical model of drying will allow to improve methods of control of the
drying equipment and to optimize mode parameters of drying for the purpose of
maintenance of energy-saving modes of functioning of the technological equip-
ment.
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Abstract. Computer simulation of various nature processes can allow
us to optimize the system parameters in order to increase the efficiency
of its functioning in real conditions. In this paper, we present a model of
a heating system based on the Joule-Thomson effect, the working fluid of
which is a real gas. In order to compare the efficiency of heating systems,
in which water and real gas are used as the working fluid, formulas for
the efficiency of the corresponding models were obtained, which made
it possible to optimize the parameters of the corresponding model. A
computer simulation was carried out using the tools of R software. As a
result of the simulation, the diagrams of the system parameters variation
under various conditions of the model operating were obtained, which
made it possible to optimize the parameters of the model in order to
increase the efficiency of the system.

Keywords: Joule-Thomson effect -+ Computer simulation - Heating
system - Optimization of system parameters - The system efficiency

1 Introduction

The use of computer simulation methods for the analysis of various nature pro-
cesses when the creation of appropriate models and decision-making support
systems is one of the topical areas of current applied science. An adequately
implemented model can allow us not only to understand the nature of the inves-
tigated processes behavior, but also to optimize the system parameters in order
to increase the efficiency of its functioning. In the general case, the mathematical
model of the process underlying the operation of the studied system is repre-
sented as a function of the dependence of the model output parameters versus
the input parameters. In this instance, the input parameters are divided into
static (unchangeable) and dynamic (can be changed). The optimal operating
mode of the model is determined by a certain combination of input parame-
ters, which corresponds to the extreme of the given model operation quality
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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function. In the simplest case, the model can be represented analytically in the
form of an appropriate function that determines the nature of the investigated
dependencies. Graphical visualization of the required dependencies can allow us
to optimize the model operation by searching of the obtained function global
maximum or minimum. When analyzing more complex processes, the analytical
solution in order to obtain an unambiguous relationship can be problematic.
In this case, it is advisable to use iterative methods such as the Euler-Cromer
algorithm [12], the Runge-Kutta method [20], the Monte Carlo method [9], etc.
The accuracy of such models is determined by the step of changing the values
of the input parameters that determine the state of the model at a given time.

In the case of interaction of input parameters with each other, the study
of the model’s functioning nature can be implemented using both Bayesian net-
works [16, 18] or Petri networks [22]. Therefore, taking into account the presented
herein-before, we can conclude that the acquisition of experience regarding cre-
ation of models and optimizing their operation mode is an important stage in
the preparation of bachelors, masters and doctors of science. In this paper, we
present one of the way for creation and investigating the modes of a heating
system operating based on the Joule-Thomson effect, the working fluid of which
is a real gas.

2 Literature Review

A lot of scientific works are devoted to application of computer simulation tech-
niques in various areas of scientific research [1,4,8,17]. So, in [15], the authors
studied the influence of site parameters to the variation of the amplification fac-
tor, which is named Fourier Amplification Factor and is defined as the ratio of the
Fourier transform of the seismic motion at surface and at bedrock. The proposed
model was based on the wave propagation theory and was used limited to 1D
linear viscoelastic domain. The new formula explained the investigated depen-
dences has been proposed as the simulation result. In [15], the performance of
fish-bone wells was investigated. As a result of the simulation, derived a well-bore
and reservoir flow coupling model for fish-bone multilateral wells in the bottom
water reservoirs. The created model considered plenty of parameters that may
have significant impacts on productivity and pressure drop in the well, including
the fish-bone structure, the main and branch well-bores’ length, the spacing dis-
tance of the branch well-bores, well-bore radius, and preformation parameters.
The authors have shown that in comparison with other similar models, the pro-
posed coupling model is more consistent with the results of actual field situation.
The papers [2,3,5,10] present the results of the research focused on complex use
of data mining and machine learning techniques to gene expression data process-
ing in order to extract the most informative genes in terms of resolution ability
of the model to identify the state of the investigated biological objects (health
or ill). The authors have proposed the model based on step-wise procedure of
the use of clustering and classification techniques. The paper [21] introduce the
model based on the potential energy underlying single cell gradients that learns
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an underlying differentiation landscape from time-series scRNA-seq data. The
authors have shown how the proposed model can simulate trajectories for per-
turbed cells, recovering the expected effects of known modulators of cell fate
in hematopoiesis and pancreatic § cell differentiation. The questions regarding
application of Joule — Thomson effect for various processes simulation are con-
sidered in [6,13,14,21]. So, in [21], the authors proposed a throttling and heat
exchange structure, where heat transfer and throttling coexisted. They fabri-
cated a laminated microchannel distributed Joule — Thomson cooler with pillars
utilizing the processing technology of printed circuit heat exchanger. The refrig-
eration performance concerning the cold-end temperature, cooling power, and
temperature distribution has been investigated during the simulation process.
In [13], the authors have used six cubic equations of state in order to predict
the Joule-Thomson coefficient, specific heat capacity, inversion curve and out-
let temperature of the Joule-Thomson valve parameters. The accuracy of each
of the equations was estimated by the comparison of experimental data with
obtained results. The simulation results have shown that most of the equations
showed reasonable prediction on the low-temperature branch of Joule-Thomson
inversion curves, but only original Soave-Redlich-Kwong and Patel and Teja
equations estimated well at the high-temperature branch. The computational
fluid dynamics modelling approach based on the Joule-Thomson effect on gas
dehydration and the natural gas liquid was proposed in [14]. The authors ana-
lyzed the droplet behavior inside the separator by particle tracing and moisture
diffusion methods. In [6], the authors present the research results concerning the
design of an apparatus and built for determining the Joule-Thomson effect. The
accuracy of the device was verified by comparing the experimental data with the
literature on nitrogen and carbon dioxide.

The analysis of the literature review indicates the high actuality of the use
of computer simulation methods for modelling various nature processes.

The goal of this paper is the investigation of the modes of a heating
system operating, the working fluid of which is a real gas, based on the use of
the Joule-Thomson effect.

3 Materials and Methods

3.1 Theoretical Describing the Joule-Thomson Effect

According to the Joule-Thomson effect, when the gas adiabatic expanses, its
temperature changes [11]. This effect is illustrated in Fig. 1.

Let’s mentally select the volume V; to the left of the throttle, which occupies
the space ABNM. After passing through the throttle the selected portion of gas
will occupy the position M’'N’B’A’ with volume V,. The boundary AB moves
to the NM position. The work p; - S - AM = p;V; (S is the cross-sectional area
of the tube) is performed on the gas. The boundary M’N’ moves to the position
B’ A’ and, the gas performs the work py - S - M’A’ = paVs. The total work done
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Fig. 1. Adiabatic expansion of the gas: illustration of the Joule-Thomson effect

by the gas is equal to A" = paVo — p1 V4. In accordance with the first law of
thermodynamics for the adiabatic expansion:

Up—Up=A" = —(p2Va — p1 V1) (1)

and
Uy +p2Vo = Uy +p1 Vi (2)

As it can be seen from (2), when the Joule-Thomson effect is performed then
the gas enthalpy (I = U + PV) does not changed. The Van-der-Waals equation
can be written as follows:

(p+ %)(VM —b)=RT (3)

where p is the gas pressure, V), is the molar volume of gas, T is the gas temper-
ature, R is the universal gas constant, a and b are corrections depending on the
type of gas.

For two states of the gas the Eq. (3) take the forms:

b
piVi=RT) — o+ <

i V712 + p1b (4)

a ab
Vo=RT, — — + —
p2Va 2 V2+V22

Then, the gas enthalpy can be expressed as follows:

+ p2b (5)

2a  ab

I = U Vi=CT ——+ —

1 1+p$Wa pd1 V1+V12 +p1b (6)
2a  ab

I =Us +p2Vo = Cplls — — + — + p2b (7)
Vo o Vs

Taking into account the equals of the enthalpies:

2a  ab 2a  ab
C,Th — —+ — b=C,T1 — —+ — b 8
pl2 ‘/2+V22+p2 pd1 V1+V12+p1 ()
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we can express the temperatures difference:

2a  2a I b ab ab
Iy 1, T P10—DP2 55 T 1o
\% \% | VAR Vi
Ty—T) = 2 1 - 1 2 (9)
P

Assuming that the initial volume is much smaller than the final one, and the
gas pressure at the end of the experiment is insignificant compared to the initial

2 b
gas pressure, then we can neglect the terms: Va, pab, %7 and formula (9) takes
2 2
the form:
_za +p1b+ ab
vi U2
-1 = 10
s 1) e (10)
If to express p; from (5) and to substitute in (10), we receive:
bRTy  2a
Ty —T) = i-b Vi (11)
Cp

From the formula (11) it can be seen that the temperature increase is deter-
mined by the corrections of a and b, i.e. by type of the used gas.

3.2 Calculation of Heating System Efficiency Based
on the Joule-Thomson Effect

Let’s consider a model of a heating system whose working fluid is gas. In the
proposed model, gas is burned in the boiler, due to which energy is released,
part of which goes to heat the working fluid (gas). The application of the Joule-
Thomson effect implies the presence of two zones in the heating system, and the
volume of the first zone should be much smaller than the volume of the second
one. As soon as the heated gas has accumulated in the first zone, the pressure in
this zone increases. When the value of the pressure difference between the zones
reaches a certain boundary value, the valve, which passes the gas into the second
zone, opens. As a result of a sharp expansion and reality of the gas, there will
be an increase in its temperature. Then most of this gas is pumped out of the
pipes and heated again. The cycle repeats.

Between the room and the environment through the walls, the heat exchange
is carried out. As a result, an outflow of heat from the room is performed.
Concurrently, there is the heat exchange between the room and the pipes through
which the heated gas circulates. Due to these two processes, thermal equilibrium
is established in the room. Let’s calculate the efficiency of this process.

The boiler burns a gas, releasing heat energy, part of which is used to keep
in the room a constant temperature. This energy is transmitted to the working
fluid, which leads to its heating:

lel = CgasMgas (Tl - TO) (12)
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where: @)1 is the full energy from the gas combustion; 7; is the boiler efficiency;

cgas} is the specific heat of gas; Ty and Ty are the initial gas temperature and

its temperature after heating respectively; mygas} is the mass of the heated gas.
Then, the gas temperature after heating can be expressed as follows:

Th=To+ _me (13)

CgasMgas

The Fourier equation for the heat balance between the radiator and the room

looks like follows:
SradiatorT(T - TQ)

Tradiator

QZ = —Xradiator (14)
where: X adiator 1S the thermal conductivity coefficient (determined by the mate-
rial from which the radiator is made); Syqdiator is the area of the radiator contact
with the environment; 7 is the time during which the heat exchange took place;
T is the room temperature; T5 is the temperature of the working fluid in the
radiator; X, qdiator 1S the wall thickness of the radiator.

This heat goes to compensate for heat consumption through the walls. So,
on the other hand, Q5 is equal to:

Swalls(T - TS)T

Lwalls

Q2 = Xwalls (15)
where: X.wai1s is the thermal conductivity coefficient of walls; Sy,q15 1S the area of
the walls; T is the room temperature; T3 is the temperature of the environment;
Twalls 1s the wall thickness.

For convenience, enter the notation: k¢radiator} = (XradiatorStradiator})/
xyradiato}r, krwalls} = (XwansSqwalls})/xwalls}. For getting the T, equate
the (14) and (15) taking into account the entered notations. As a result, we have:

kradiator(TQ - T)T = kwalls (T - T3)T (16)
and
kwalls
Ty = walls (p 7 (17)
kradiator

In accordance with (9):

bR 2a

i gy v

(18)

In this case, in accordance with formula (12) to heat the working fluid will
require the following amount of heat:

as as b kwa s 2
CgasMg (( R U (T*T3)+T+ a

— —1
Ql M CP(V - b) ) ( kradiato’r ch

)—=To)  (19)
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Taking into account that the mass of the used gas is equal to the product of
the mass of gas passing through the pipes per unit time and the time of the gas
passage:

Amggs
Mgas = Ai (20)
we can rewrite the (19) in the following way:
. Amygas
gas At bR 1 k'walls 2a
= T-T. T — T 21
Ql m ((Cp(v - b)) kradiatar ( 3) * * ch) 0) ( )

At the same time, part of the energy expended on the work moving the
working fluid through the pipes. This part of the energy can be determined as
follows:

Q=P (22)

where: P is the power of the pump, 7 is the time of its operation.
It is obvious, the value of the pump power should be a function of the feed
rate of the working fluid through the pipes:

Amygas

Taes) (23)

P=f(

To evaluate, let’s consider the power dependence of the pump power on the
gas flow rate through the pipes:

Amygas

At

Amygas

At

P =a+ o )" = P+ of )2 (24)
where: Py is the initial power of the pump; « is the proportionality coefficient.
From formulas (21)—(24) it follows that the total amount of the used heat

can be determined in the following way:

Amygas
Cgas bR k
total At —1 walls
= F 1) H(alls (P Ty 4T
Ql m ((Cp(v - b) ) (kradz'ator ( 3) (25)
2a Am as
Vo ) —To) + (Po + a(iAz )?)T
p

In this process, the useful energy is determined by the formula (15). The
efficiency of the cycle is equal to the ratio of useful and spend energy and is
determined by the formula:

Amyggs bR B
N = Mkwats(T — T3) X (cgas AZ (((C =D 1)t
k % " Am (26)
walls gas 2\ 1
walls () 4T ~Ty)+ P, SMgas
x kradiato’r‘ ( 3) + + ch) O) thot 04( At ) )
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3.3 Calculation of Heating System Efficiency Whose Working Fluid
is Water

As in the first case, when burning gas in the boiler heat is released, part of which
goes to maintain a constant temperature in the pipe:

lel = CwaterMuwater (Tl - TO) (27)

When the working fluid of the heating system is water, the Joule-Thomson
effect is not observed. Therefore, T} is equal to T and is determined by formula
(17). Let’s substitute this value in formula (27) and express Q1:

A ” k
Cuwater mz;“ T - walls (T —Ty) +T — Tp)
Ql — radiator (28)
m
Considering (22), we obtain:
AmwaterT kwalls
water T - T T - T
Cwat At (kradiator ( 3) i O)

total
Qloa:

+ Pt 29
T ( )

Taking into account that the useful energy is determined by the formula (15)
we receive a formula for determining the of the heat system efficiency:

T kwalls (T - T3)

Amwater kwalls
Cwater T—-T3)4+T—-1Ty)+ P
! At (kradiator ( 5) O)

n= (30)

4 Simulation, Results and Discussion

In accordance with (11), increasing the temperature due to the Joule-Thomson
effect depends on the Van der Waals amendments a and b. To design the installa-
tion, it is necessary to take this into account and choose the gas that will provide
the greatest temperature difference. The simulation procedure was performed in
the R software [7] using tools of ggplot2 package [19]. The following gases were
studied: water vapor, carbon dioxide, oxygen, nitrogen, hydrogen and helium.
As a result of the simulation, at the first stage, the charts of the temperature
increase owing to its expansion versus the initial volume of the appropriate gas
were created. At the second stage, we investigated the efficiency of the heat sys-
tem created based on the use of both the real gas and water. Table 1 presents
the gases parameters which were used during the simulation procedure imple-
mentation. Figure2 shows the simulation results regarding the investigation of
the temperature increasing versus the initial molar volume for various types of
real gases.

As it can be seen from Fig. 2, in the cases of the use of water vapor, carbon
dioxide, oxygen and nitrogen the temperature is decreased. This fact indicates



Computer Simulation of Joule-Thomson Effect 69

Table 1. Parameters that were used during the simulation procedure implementation

6 3
Type of gas a, % b, -1075% R, ﬁ T, K
water vapor 0.556 3.06

carbon dioxide | 0.364 4.26

oxygen 0.136 3.16

nitrogen 0.137 3.9 8.314 273
hydrogen 0.024 2.7

helium 0.00343 2.34

a) Water vapor temperature increasing vs the
initial molar volume

b) Carbon dioxide temperature increasing vs
the initial molar volume

Temperature increasing

Initial molar volume

c) Oxygen temperature increasing vs the
initial molar volume

Temperature increasing
Temperature increasing

0010 0.015 0.020

Initial molar volume

e) Hydrogen temperature increasing vs the
initial molar volume

0.005

)

o

IS

w

Temperature increasing

N

Initial molar volume

d) Nitrogen temperature increasing vs the
initial molar volume

0.010
Initial molar volume

f) Helium temperature increasing vs
the initial molar volume

0.015
Initial molar volume

0.010

Initial molar volume

Fig. 2. The simulation results concerning investigation of the heat system temperature
increasing versus the gas initial molar volume for: a) water vapor; b) carbon dioxide;

¢) oxygen; d) nitrogen; e) hydrogen; f) helium
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that these gases reasonable to use in refrigeration systems. In the case of the
use of hydrogen and helium the temperature of the heat system increases. This
fact indicates that these gases can be used in the heat systems. Moreover, the
comparison of the charts showed in the Figs.2(e) and 2(d) allows concluding
about more effectiveness of helium in terms of energy point of view. However, in
terms of security, the hydrogen is more reasonable.

Figure 3 shows the simulation results concerning dependence of the heat sys-
tem efficiency versus the feed speed of the working substance for the classical
model (water is used) and the model based on the use of real gas (hydrogen and
helium). Within the framework of the simulation procedure performing, we have
used the parameters of a standard one-room flat: efficiency of a steam boiler
91.7%; the thermal conductivity of brick walls 0.5 m thick and with a total area
of 200 m? 104 J/s - K; room temperature 290 K; environment temperature 265
K; the thermal conductivity of the iron radiator, wall thickness 2.5 cm and area
1.9 m? 3 - 14250 J/s - K; the initial temperature of gas 290 K; initial power of
the pump 5000 Wt; the coefficient of proportionality between the pump power
and the feed rate of the working fluid through the pipes 5000 J/kg.

colour

— helium

—— hydrogen

— water

Efficiency coefficient value, %

Feed speed of the working substance, kg/s

Fig. 3. The charts of the heat system efficiency versus the feed speed of the working
substance for the classical model (water is used) and the model based on the use of
real gas (hydrogen and helium)

The obtained results confirm the assumption about higher efficiency of the
heating system which is based on the Joule-Thomson effect in comparison with
the standard heating system that is based on water (the working fluid). More-
over, the simulation results have shown also significantly higher efficiency of the
heating system based on helium in comparison with the system were used hydro-
gen as the working gas. However, in terms of security, the use of hydrogen as the
working substance is more reasonable.

Figure 4 presents the charts of the ratio of the heating systems efficiency, the
working fluid of which is real gas (hydrogen and helium) to the standard heating
system where the working fluid is water.
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colour
— ratH

— rat_He

Ratio of the efficiency coefficient values

Feed speed of the working substance, kg/s

Fig. 4. The charts of the ratio of heat systems efficiency coefficients versus the feed
speed of the working fluids

An analysis of Fig.4 allows concluding that in the instance of the use of
hydrogen as the heating system working fluid, it is possible to determine the
optimal conditions of the system application in terms of the maximum value
of the system efficiency in comparison with the standard heating system. This
condition corresponds to the extreme value of the function showed in Fig.4 in
the red color.

5 Conclusions

An application of computer simulation techniques for the analysis of various pro-
cesses allows us to understand both nature and particularities of the appropriate
process in order to optimize the parameters of the system which is based on this
process carried out. The skills which students obtain within the course focused
on computer simulation of physical processes may allow them to successfully find
a job both in IT companies and in small enterprises for various purposes.

In this paper, we have presented the model of a heating system based on
the Joule-Thomson effect where the real gas was used as the working fluid. The
following gases have been studied within the framework of the research: water
vapor, carbon dioxide, oxygen, nitrogen, hydrogen and helium. As a result of the
simulation, at the first stage, the charts of the temperature increase owing to its
expansion versus the initial volume of the appropriate gas have been created. At
the second stage, we have investigated the efficiency of the heat system created
based on the use of both the real gas and water. The analysis of the simulation
results has shown that in the cases of the use of water vapor, carbon dioxide,
oxygen and nitrogen the temperature is decreased. This fact indicates that these
gases reasonable to use in refrigeration systems. In the case of the use of hydrogen
and helium the temperature of the heat system increases. This fact indicates that
these gases can be used in the heat systems. Moreover, the comparison of the
obtained charts allows concluding also about more effectiveness of helium in
terms of energy point of view. However, in terms of security, the hydrogen is
more reasonable.
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Abstract. Decomposition of soil organic carbon (SOC) is an important
part of the global carbon cycle, and is connected to multiple ecological
processes. A comprehensive understanding of the process and subsequent
improvement of soil management practices is an important step in devel-
oping sustainable agriculture and other land uses. This can not only
increase the quality and productivity of arable lands, but also reduce
carbon dioxide emissions to the atmosphere.

Currently developed SOC models are characterized by the multitude
of considered factors: biological and physical processes, chemical reac-
tions, influence of weather, crop and soil conditions. The importance of
subsoil carbon also has been recognized, and a number of layered SOC
models emerged. As decomposition of organic matter depends greatly
on the soil physical characteristics such as moisture and temperature,
these layered carbon models require corresponding estimates to remain
consistent.

In this study, we take the RothPC-1 layered carbon decomposition
model, and supply it with a comprehensive physical soil water and heat
flow model. The two models are interconnected in a way that the carbon
model uses the estimates of soil moisture and temperature from the mois-
ture model, and the physical soil properties are then modified according
to the simulated content of organic matter.

The model simulations were conducted for three sites in Ukraine. The
experiment covered a period between 2010 and 2020 and involved only
data from the open datasets. The results demonstrate the behavior of
layered soil carbon decomposition model under different climate condi-
tions.

Keywords: Soil organic carbon - Carbon turnover - Mathematical
modeling - Soil moisture -+ CO2 emission

1 Introduction

Soil organic carbon (SOC) content is among the primary factors contributing
to soil quality and fertility. Along with the climate and water productivity, it
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is marked as one of the most important factors that define soil health [30,40].
SOC information is important not only for assessing the soil state and planning
fertilizer applications, but for increasing awareness on long-lasting impacts of
human activities, ensure ecological and food security. Intensive exploitation of
agricultural lands caused depletion of soil productivity potential. Thus, under-
standing SOC turnover is crucial for developing sustainable agriculture, forestry
and other land use strategies, and calls for constant monitoring and control of
the quantity and quality of natural resources [15,37].

Like many other ecosphere processes, SOC turnover is heavily influenced
by atmosphere conditions, and also produces a feedback in the form of CO2
respiration. Soil respiration is one of the major components of the carbon cycle.
A significant role in the process is played by the microorganisms, whose activity
is influenced by soil temperature and moisture. The excess of emitted CO2 due to
human activities is causing the greenhouse gas effect. As the global temperatures
rise due to global climate change, some concerns have been raised as to the
possible increase of global CO2 emission to the atmosphere [23].

Over the last decades, numerous models have been developed to simulate and
predict the process of carbon decomposition [3,5,7,20,26,32,35,41]. However,
most of them are designed to simulate the organic matter turnover in the top
20-30 cm of the soil, whereas a significant amount of organic compounds is found
along one meter of the soil depth. Taking into account these deeper soil layers
allows to estimate soil carbon stocks more comprehensively, and also leads to
the concept of interaction between soil layers.

Recent studies also tend to couple the carbon models with atmospherical
and biophysical models. Most common is cooperation of SOC models with plant
growth simulators. CENTURY was initially combined with a biomass growth
model [27], and later evolved into DayCent which also tracks nutrient uptake
and gas emission from the soil. It has also been coupled with a commercial
crop growth model DSSAT [39]. Another crop simulation model, WOFOST,
included various nutrient mineralization submodels in its implementations, e.g.
[33]. DNDC model includes a one-dimensional water flow model to account for
moisture effects and nutrient leaching [24]. A rigorous consideration of related
physical and biophysical processes should further become the goal for developing
and refining carbon turnover models.

The main contributions of this paper are summarized as follows: 1. The lay-
ered SOC decomposition model is coupled with a detailed soil moisture and
temperature model. 2. The model is complemented with abiotic stress functions
that more accurately account for the subsoil state. 3. The numerical experiment
is conducted to demonstrate the impact of the layered model and atmospher-
ical conditions on the SOC stocks, composition and CO2 emissions. The rest
of the paper is structured in the following way. Section 2 briefly rewies current
development of modeling SOC decomposition and the principal contributing fac-
tors, such as soil composition and moisture. Section 3 describes the mathematical
models employed in the developed computer system: RothPC model for carbon
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decomposition, physical soil moisture and temperature model, and relations for
abiotic impacts to the carbon model. Section4 describes the data sources and
the experimental setting for verifying the model. Section 5 presents the model-
ing results and discusses the impacts of deeper soil layers in the carbon turnover
model. In conclusions, we summarise the differences of predicted SOC dynamics
with topsoil and layered models, and describe the directions for possible research
to further improve the model consistency and rationale.

2 Literature Review

Decomposition of organic matter has a highly nonlinear nature and is influenced
by multiple factors. It comprises a range of biological, chemical and mechanical
processes that are not perfectly understood. At the same time, biochemical soil
analysis is rather costly, and the measurement data are scarce. Experiments are
mostly done in laboratories, isolated from environmental influence, and so the
results are often conflicting with field observations and global studies [8].

In the last decades, various organic matter models arose, which reflect dif-
ferent ways of describing and simulating the SOM decomposition processes.
Rothamsted Carbon (RothC) model considers only the soil organic carbon
(SOC) turnover, which constitutes roughly about 60% of total SOM [7]. The
decomposition is modeled as a first-order process, meaning the decomposition
rate depends linearly on the current amount of organic matter. The CENTURY
model uses a similar approach, and also takes into account nitrogen, phosphorus
and sulfur transformation [26]. MESDM describes the decomposition in terms
of microbial activity, and concentrates on microbes and their byproducts [41].
The biological processes are described here with so-called Monod kinetics so
that decomposition rates depend on the amount of microbial biomass involved
in the reaction. CWMI1, a model designed specifically for constructed wetlands,
does not distinguish between different SOM components, but considers different
types of bacteria, as well as inorganic nitrogen and sulfur compounds produced
by SOM degradation process [22].

The representation of organic carbon composition in the models also dif-
fers. RothC considers input plant litter (divided into readily decomposable and
resistant material), humus, microbial biomass, and inert organic matter. CEN-
TURY also separates litter compartments and the active SOC pool (including
microbes) into near-surface and underground soil layers. A more recent model
adaptation with daily time step, DayCent, considers similar pools for SOC as
RothC with addition of nitrogen compounds and gases [9]. MESDM differentiates
between soil carbon, dissolved organic carbon, microbial biomass and extracel-
lular enzyme. CWMI1 covers complex chemical processes in 16 organic and min-
eral soil compartments, including nitrogen and sulfur compounds. For a detailed
review of these and other SOC models, we refer to Shibu et al. [32].
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SOC stocks and turnover rates are heavily influenced by multiple environ-
mental factors. Study [16] indicates that SOC stock data at 5cm had the most
significant correlation with soil moisture (0.58 Pearson correlation), sand con-
tent (—0.57) and soil temperature (—0.46). Most models introduce rate modifiers
for soil moisture, temperature and texture, and some models also consider crop
cover, air temperature, pH and other factors [24]. These are often called abiotic
stress or limiting factors. Examples of abiotic stress functions may be found in
[7,17,20,26,35] and in the review [32].

The influence of soil temperature might be the most controversial of these
factors. Numerous laboratory studies indicate it varies for different carbon pools,
and is inversely proportional to SOC decomposability [43]. However, global stud-
ies mostly find no such relationship [8]. Other studies point out the connections
between temperature impact and soil texture. Later studies tend to detract
the importance of soil temperature in SOC decomposition [13,17]. More so,
the effects of global warming on soil carbon emissions are estimated to be not
significant in recent studies [10,25]. Another argument for SOC sustainability
during global warming was found in SOC downward movement. As the fraction
of incoming organic material from the environment is transferred to deeper soil
layers, it is ‘conserved’ in a way from the influence of atmospheric temperature.
This moving fraction, moreover, is subtracted from CO2 emission, and the CO2
released in the lower soil layers is not immediately lost to the atmosphere, but
can be partly assimilated back into soil carbon.

Considering deeper soil layers thus results in lower (and more realistic) sim-
ulated CO2 emission. For this reason, some SOC models have been extended
to account for subsoil carbon and its downward movement. CENTURY imple-
mented a multi-layered SOC transformation version [12]. The vertical distribu-
tion of carbon is modeled here with an exponential curve based on the exponen-
tial filter. Layered version of RothC-26.3, called RothPC-1, divides the soil into
9-inch layers. On each layer, the same decomposition processes are transpiring,
but some fraction of carbon from each of the pools ‘falls’ down to the underlying
layer. As this new ‘sink’ term is introduced, another model sink — CO2 emis-
sion — decreases. The model succeeded in describing subsoil SOC dynamics and
CO2 emission more accurately. However, like the original RothC-26.3 model, it
uses average monthly air temperature and soil moisture deficit in the top soil
layer for temperature and moisture stress. These values must affect deeper soil
layers differently than the soil surface, as the authors of Roth-PC pointed out
themselves [14].

Despite the advanced state of carbon turnover modeling, consideration of
subsoil SOC dynamics had not yet received sufficient attention. Many studies
point out the importance of SOC movement between layers, but only a few com-
prehensive models exist, and they still require further development. Taking into
account the influence of soil temperature and moisture in the soil layers is one of
the problems that need more thorough consideration. In this study, we attempt
to tackle this problem for the RothPC-1 model. We complement the carbon
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turnover model with a physical soil model for belowground moisture and tem-
perature, and use more applicable relations to access their impact. The results
are aimed to demonstrate the impact of accounting downward SOC movement in
the model and accurate consideration of abiotic effects on carbon decomposition.

3 Mathematical Model

3.1 Layered SOC Decomposition Model

The layered SOC decomposition is well described in the RothPC-1 model. It
is based on the earlier model RothC-26.3 for topsoils, which is grounded on
100 years of soil studies. The model is widely employed to simulate SOC dynam-
ics, notably, in the framework of Global Soil Organic Carbon Sequestration
Potential Map project by Global Soil Partnership (GSP) and Food and Agri-
culture Organization of the United Nations (FAO) [28], and in creating of SOC
maps of China [38].

The structure of pools and flows in the RothC model is shown on Fig. 1. First,
incoming plant material is split between decomposable plant material (DPM)
and resistant plant material (RPM) pools. For instance, for most agricultural
crops the default DPM/RPM ratio is 1.44, and goes as low as 0.25 for wood-
lands. Then all SOC pools undergo a decomposition process in the same pattern.
Decomposed organic carbon is partitioned between humus (HUM), microbial
biomass (BIO) pools and CO2 that leaves the system. The fraction of formed
CO2 is controlled by clay content, and the rest is split in a constant ratio: 54%
to HUM and 46% to BIO. Decomposition rates are determined by pool-specific
constants, and multiplied by factors for temperature, moisture and soil cover
effects. Thus, HUM and BIO are decomposed in a feedback pathway, and DPM
and RPM are supplied only with the incoming plant material. Inert organic mat-
ter (IOM) pool takes no part in decomposition and remains constant throughout
the simulation.

The process can be represented with the following set of first-order differential
equations:

dii = KiAC; + FupteriL,i € {DPM,RPM};
dc; 4
o = IGAC + > K;AC; (1 — Fcos) Fiyi € {BIO, HUM}; (1)
j=1
dc;

=0,1 IOM}..
7 0,i € {IOM}

Here, C; is the amount of SOC in the ith pool, K; is the constant base decompo-
sition rate (inverse of the pool’s decomposition time), Fj;ser,; is the split factor
for incoming plant material between DPM and RPM, F; is the constant split
factor between BIO and HUM during decomposition, Fcps is the fraction of
carbon that transforms to CO2, A = A, x A; * A, is the combined impact of
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Fig. 1. Structure of RothC model pools, flows and principal controlling factors. Factors
a, b and ¢ stand for temperature, moisture and soil cover effect multipliers. Source:
FAO [28]

water stress A,,, temperature A; and crop cover A, effects, and the index j runs
through the decomposing SOC pools, namely, DPM, RPM, BIO, HUM.

The layered RothPC model operates in 9-inch (23 cm) soil layers. This spacing
was used in the long-term measurements taken in Rothamsted, which formed
the basis for calibrating and validating the model. The top soil layer is modeled
as in the original model; however, a specified fraction (1 — p) of decomposed
organic material from each pool is first moved downwards, to the same pool
of the underlying layer. Then partitioning of the remaining material into CO2,
HUM and BIO pools occurs as described above. The same decomposition process
repeats further for each of the below layers, except that RPM and DPM pools
of underground layers receive no incoming plant litter. The downward moving
SOC fraction of the deepest modeled soil layer is thus ‘lost’ to untracked subsoil.
Decomposition rates are also slowed on each layer after the first by an exponential
function of depth.

With this modification, organic carbon is moved downwards at the expense
of the topsoil SOC and CO2 emissions (Fig.2.). The amount of their reduction
is determined by the parameter p. This makes the choice of parameter a crucial
and highly sensitive spot in the model structure. The reported values for p are
0.49 for arable land, 0.64 and 0.72 for wilderness areas and 0.82 for a park site,
with possible maximum of 1 and minimum determined by the clay content of
soil layer [14].
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(1-c-d)rH' CO, p (1-c-d)rH: CO;

criH' cripH'
"('h”;" ", BIO "('g';" Peh™ I Bio
drH' HUM (1-p)rH' l pdriH’ HUM

To layer below
RothC-26.3 RothPC-1

Fig. 2. Comparative schemes of decomposition in RothC-26.3 and RothPC-1 models.
The same quantity of organic C is mobilized from each pool (here illustrated by the
HUM compartment). Here r;, is the HUM decomposition rate, ¢ is the fraction of
decomposed HUM that goes to new BIO, d — the fraction that goes to new HUM.
These modifiers are identical for both models. Source: Jenkinson and Coleman, 2008
[14]

For this study, we do not implement an agricultural model to simulate crop
growth and senescence, but rather consider a pasture with moderate amounts of
litter inputs. We found that the value of 0.8 for parameter p suites this problem
setting. We also replace the monthly time step, used in RothC, with a daily
one in our realization. This would demonstrate the influence of soil moisture
and temperature influence more clearly, especially as the corresponding data
are easily available since the physical model, described below, operates on an
even finer scale. The set of equations (1) and its corresponding analogues for the
layered model together with the initial conditions constitute a Cauchy problem,
which we solve with the classic Runge-Kutta method.

3.2 Soil Moisture and Temperature Model

To simulate subsurface water flow in the soil, we use a Richards equation based
model. This equation is a fundamental physical equation for both saturated
and unsaturated water flow. Richards equation is widely used in comprehensive
hydrological simulation models, which often become part of global hydrological
and environmental models [6]. HYDRUS, in particular, has been coupled with
some agricultural models [31,42]. It is a very detailed framework suitable for
field studies, when most common soil and site parameters are available. In this
study, we use a more satellite-based approach, designed for cases when actual
field parameters cannot be measured otherwise. It has been tested against in-
situ soil measurements in a hydrological problem setting with addition of data
assimilation [18,19], and also has been used together with the CENTURY model
to simulate near-surface SOC dynamics [34].
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The model consists of coupled one-dimensional nonlinear moisture transport
and heat transfer boundary value problems.

90 (e,t) 0 oh . oT\ ok(h)
ot ax(k(h)ax kT@x)_ g~ Rlhat),
(k0 Ge—km)| —Q@-Ew.ez0 o
% —0,t>0,
h(x,0) = ho (x),z € [0;1];
B0 () oy DIz
2,1) |omo = Tl(t),tzo, 3)
( t) |a=1 = T2 (t) ,t >0,

T (x,0) =To (x) ,z € [0;1].

Here, 0 is absolute soil moisture, h is the pressure head, T is the temperature,
k is the soil hydraulic conductivity, kr is the hydraulic conductivity due to
temperature, R(h,z,t) is the root water uptake, Q(t) is the precipitation rate,
E,(t) is the soil evaporation rate, A(h) is the soil thermal conductivity, ¢y =
cn(1 — 0) + ¢,0 is the volumetric heat capacity of porous medium, ¢, and ¢,
are the specific heat capacity of solid soil and water, p is the soil water density,
u(h) is the soil water flux rate. In the boundary conditions, Q(t) is precipitation
rate, E(t) is soil evaporation rate, 77 (t) and T5(t) are temperatures on the soil
surface and | m depth; ho(z) , To(z) are initial conditions for pressure head and
temperature, respectively.

The described problem is limited to a one-dimensional case due to its global-
scale focus. Possible horizontal diffusion and subsurface flows are neglectable on
a regional and even on a field scale. This, however, does not apply to surface
water flows, which in this case must be accounted for in the inflow term Q.
Among the most notable problems associated with Richards equation is choice
of relations between moisture and pressure head, since both are present in the
equation. In our model, we use Mualem—van Genuchten model, represented by
the following equations:

0 — Opi 1
0 (h) = Omin + — 0 m=1——,
(h) 1+ (—ah)™) n (@)

k(h):kssl (1_(1_S%>m)2’

where 0,,in, Omas are the residual (minimum) and saturation (maximum) water
content, ks is the saturated soil hydraulic conductivity, S = (6 — 0min) /(Omaz —
Omin) is the saturation degree, a, n and [ are the empirical model parameters.
The moisture equation (2) is then transformed using (4) to operate with
only pressure heads as unknown variables. Both problems are solved with the
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finite difference method on the grid with 5cm step by depth and 0.1d by time.
Samarskii iterative scheme is employed to deal with nonlinearities in the equa-
tions. The solving process and other features of the model, including possible
addition of satellite data via data assimilation, are described in detail in [19].

3.3 Abiotic Stress Functions

The described models are connected with the so called abiotic stress functions,
describing the effect of moisture and temperature on decomposition processes.
Each of the carbon flows in the model is multiplied by the abiotic effect A =
A; x Ay, which is thus limiting the volume of the carbon turnover.

Original function for the temperature effect in RothC is presented in equation

A= — D, )
1+ 6( T+18.27)

where T is the air temperature. In fact, use of air temperature in called ‘a
gross oversimplification” by the authors of RothPC. Another concern over the
relation might be raised by its exponential form, when later studies suggest the
temperature has a weaker influence.

The moisture effect is described by a piecewise linear function

1.0, ifaccTSDM < 0.444max. TSDM,
Ay = maxz. TSDM — acc.TSDM (6)
2 1.0-0.2 )
02+(1.0-0 )max.TSDM —0.444 acc. TSDM’ otherwise,

where T'SM D signifies total soil moisture deficit. Its maximum is defined by
the soil clay content, and accumulated value is calculated during simulation
with monthly rainfall and precipitation. Basically, it is intended as a simplified
estimation of soil moisture in absence of an actual model. To couple RothC
with our soil moisture model, we replace this equation with a relation that uses
volumetric soil moisture (7).

Ay =1/ (1+4-e 58V, (7)

Here, RWC is relative soil moisture, defined as in equation (2). This relation is
taken from the ANIMO model [21].

4 Experiment

4.1 Experimental Setting

In order to demonstrate the presented model, we conduct numerical experiments
for a period between 2000 and 2010. We selected three arbitrary agricultural
sites across Ukraine, located in different zones of temperate climate and named
after the nearest town. Table 1 presents information on chosen locations, their
climatic characteristics and soil composition. Average annual air temperature
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Table 1. Experimental sites and their climate characteristics

Site name Coordinates Soil organic Soil composition | Average Average
(latitude, carbon stock | and texture class | annual air annual
longitude) (t/ha) temperature, | precipitation

°C sum, mm

Rivne oblast, |51.136962, 44 sand — 57% 7.0 610

Stepan 26.276769 clay — 15%

(Sandy Loam)
Zakarpattya, |48.180321, 51 sand — 29% 9.7 748
Vynogradiv 22.984819 clay — 31%

(Clay Loam)

Kherson 46.333222, 49 sand — 26% 9.9 398

oblast, 33.424405 clay — 42%

Novopavlivka (Clay)

and precipitation data are from Weatherbase [2], soil data are downloaded from
SoilGrids [29] (see the following section). SOC data are given for the top 30 cm of
the soil, and mineral soil composition — for the top 20 cm. Silt content is omitted
here since it constitutes the remainder of the mineral soil fraction.

The simulation is then carried out in two frameworks for each site: with
topsoil RothC-26.3 model (TM) and layered RothPC-1 model (LM). In both
cases, the top soil layer receives the same high amount of plant litter during the
growth season, from April to August.

4.2 Data Sources

The developed model is primarily designed to be used worldwide and conduct
simulations for any given land site. Thus we generally labor under the assumption
that no field measurements are available, and only open datasets can be used
for simulations.

Soil texture characteristics (percent of clay and sand) and carbon stock esti-
mations are taken from SoilGrids [29]. The service provides worldwide physical
and chemical soil data on a 250m grid, as estimated from the available soil
surveys. Soil texture data and carbon stocks are used to calculate hydrological
characteristics after [4]. These parameters are updated on each model step, as
the organic carbon content is changing.

The carbon stock values from the database are also used as initial conditions
for the SOC model. They are distributed downwards with an exponential filter,
according to the concept used in the layered variation of CENTURY model [12].
Then the values are separated into the SOC pools with the following proportions
(selected based on the study [1]): 6% to microbial biomass, 75% to humus, 3% to
inert organic carbon, 3% and 14% — to decomposable and resistant plant mate-
rial, respectively. Initial conditions for soil moisture are field capacity, calculated
as moisture on —0.33 bar hydraulic head.
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Table 2. Datasets and variables used for the numerical experiment

Data category | Source Spatial Temporal Model parameters
database resolution resolution
Weather Reanalysis ERA 5 Land | 0.1° hourly Skin temperature

Total evaporation

Surface solar radiation

downwards
LAMETSY — daily Maximum temperature
(nearest meteo Minimum temperature
station) Average temperature

Precipitation
Soil Soil Grids 2.0 |250m — Soil organic carbon stock
parameters Clay content

Sand content

The initial state of the system, calculated in this way, is often not optimal
from the perspective of the model physics. We employ an early start approach to
mitigate the instability at simulation start. In the numerical experiments below,
the actual calculations start from the year 2005, but the results before 2010 are
discarded and excluded from analysis.

Most common weather characteristics for running the simulation are down-
loaded from the LArge METeorological SYstem (LAMETSY) [36]. It is a
dataset of historical data from meteorological stations, as recorded in the NOAA
database, provided with an advanced selection API. Other meteorological param-
eters are assumed from ERA-5 reanalysis database [11]. The full list of parame-
ters and used datasets is presented in Table 2.

5 Results and Discussion

The calculations for the layered model (LM) are carried out at four 20 cm-deep
soil layers. The resulting SOC amounts by pools on all layers for a single location
(Kherson oblast, Novopavlivka) are presented in Fig. 3. Part of the vertical axis
in the plot is cut out to fit the values of the largest pool, i.e. humus.

The visible wave patterns on the plots, especially RPM and DPM, represent
the plant material inputs during the season. The SOC stocks in these pools of
the topsoil are rapidly decreasing, indicating the local climatic conditions hasten
the decomposition rates. This rapid decomposition affects the HUM carbon pool.
Since the layered model reallocates a fixed fraction of decomposed carbon to the
lower soil layers, a significant amount of SOC is ‘leached’ from the topsoil. The
other soil layers, on the contrary, increase their HUM stocks. The increment of
HUM on the second layer alone is roughly equivalent to HUM lost in the top
layer. Thus, the amount of SOC in the soil is generally increasing.

Figure4 gives a view on the differences between the LM and TM simulation,
as well as between conditions on the chosen sites. The fastest decomposition rates
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a) Layer 1 (0-20 cm) b) Layer 2 (20-40 cm)
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Fig. 3. Simulated soil organic carbon stocks on different soil layers on a site near
Kherson, Novopavlivka, in t/ha. Line styles represent SOC pools: resistant organic
matter (dashed black line), decomposable OM (dashed gray line), microbial biomass
(dotted line), humus (solid black line) and inert OM (solid gray line)

are found on Vynorgadiv and Novopavlivka sites, indicated by rapidly decreasing
RPM stocks and high HUM values. The climatic conditions are wet on one site
and arid and warm on the other, which speeds up the carbon turnover. High
decomposition speed, however, increases the downward movement of SOC to
the lower layers. For this reason, the HUM stocks are significantly reduced in
LM simulations.

It may also be noted that some carbon pools do not reach a ‘balanced’ point
throughout the simulation: RPM stocks in the soil are decreasing on most layers,
and BIO values are increasing on the bottom layer. These dynamics are mostly
due to imperfect distribution of initial carbon stocks between the layers and
pools. We used universal proportions to allocate SOC between the pools on all
layers; however, they clearly must have a more complex distribution which must
be investigated further.

Stepan site demonstrates the largest simulated values of HUM, increasing
even in the layered model. The amplitude of seasonal ‘waves’, as well as changes
in RPM during the simulation, are the smallest on this site compared to the
others, and major part of the plant material resides in the soil in undecomposed
state. The climate in this part of Ukraine is colder, which must be the reason
for lower overall decomposition rates.
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Fig. 4. Simulated soil organic carbon stocks with LM (a, c, e) and TM (b, d, f) model
variations by sites, in t/ha. Line styles correspond to SOC pools as in Fig. 3

Generally, carbon stocks in the top soil layer are higher in the TM case,
despite the fact identical initial values were set. This difference is obviously due
to the downward carbon movement in the layered model. Moreover, leaching to
the subsoil also takes its place, as a fraction of SOC leaves the lowest soil layer
to the untracked domain. However, the sum of total SOC in the layers is still
generally higher than in the topsoil model, and increases with time.

Among the reasons for SOC growth in the layered model is reduced simulated
carbon dioxide emission. The monthly sums of produced CO2 amounts by sites
are given in Fig.5. Here we only count CO2 formed in the top soil layer to be
consistent in comparison, more so as the gas produced on the lower soil layers is
not directly emitted to the atmosphere.
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Fig. 5. Simulated amounts of produced CO2 in kg/ha by sites, summed by months.
Black line represents the layered model, gray — the topsoil model results

The plots in Fig. 5 indicate the CO2 production is significantly lower in the
LM simulations. The ratio between the simulated values in LM and TM amounts
to 0.562, 0.609 and 0.571 for respective sites over the simulation period. This
value is significantly lower than the apparently expected value of 0.8 (equal to
the parameter p). The simulated CO2 production is also lower in the layered
model due to reduced carbon stocks in the top soil layer. Thus, a part of SOC
that moves down the soil profile is, in a sense, conserved from emitting into the
atmosphere.

6 Conclusions

Modeling of soil organic carbon decomposition received much attention from
researchers during the last decades. However, the processes behind it are highly
complex and depend on multiple environmental factors, and their formal descrip-
tion is far from being exhaustive. Considering multiple soil layers is an impor-
tant addition, as it introduces processes of downward organic carbon movement,
leaching and delayed release of produced carbon dioxide.
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To simulate the layered SOC decomposition, we employed RothPC-1 — a lay-
ered counterpart of the well-known RothC model. We attempted to overcome
a simplification made in the model about the influence of temperature by cou-
pling it with a physically-based soil water and heat flow model. This should be
further complemented by choosing and fitting an appropriate temperature effect
function.

The presented numerical experiments show the difference between simulated
carbon decomposition in the topsoil RothC and layered RothPC-1 models. Even
with a high chosen partitioning parameter p, that corresponds to slow downward
movement, the differences in simulation results are significant, especially for
carbon dioxide emissions.

We also attempted to demonstrate the effect of weather and soil conditions
by choosing sites in distinct climatic zones. The results revealed that the same
amounts of plant material inputs cause different behavior of SOC on the sites.
As expected, the site located in the arid climate corresponded to the highest
decomposition rates.

The described model, although a combination of acknowledged good prac-
tices, has room for improvement. Further research is required to fit the abiotic
functions and validate the model on the measurement data.
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Abstract. The article reveals the essence and features of the neural
network model used to regulate water purification processes. The pecu-
liarities, principles and main stages of water purification are determined,
which consist of the use of rectification and deposition of separated par-
ticles, pre-filtration. It is noted that each process is closely related to the
other. The stages of modeling an artificial neural network with descrip-
tions of each step sequentially are revealed. The approach to the use of
artificial neural networks during dosing of the mixture for water purifica-
tion is substantiated. The process of dosing the mixture for water purifi-
cation and related indicators that are influential for the implementation
of the main process are analyzed. A number of factors that directly affect
the coagulation process and, as a consequence, the structure of the neu-
ral network include turbidity, flow rate and working pumps. However, it
is emphasized that there are other parameters, such as pH, conductiv-
ity and water temperature, which also have a slow effect on rectification
and coagulation, but are not critical. The coagulant regulates turbidity,
minimizing the cost of production, which is a very important factor in
the economic efficiency of the enterprise. It is emphasized that determin-
ing the dose of coagulant is necessary to minimize time, implementation
without an intermittent process, stabilize variations in the observations
of the operator and improve the quality of the end result. Taking into
account the parameters of influence, it is proposed to establish a special
regime of coagulant dose control, on the basis of which a control scheme
is developed, which is presented schematically with the separation of the
main processes occurring during coagulant dosing. Given the complexity
of building a neural network model, a neural network model with uncon-
trolled learning is proposed, which is used to construct multidimensional
space in space with a lower dimension to optimize coagulant dosing in
water purification.
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1 Introduction

An important problem is the rational use of water resources and the minimiza-
tion of water pollution by industrial complexes. In many production cycles, water
can be reused after a purification procedure. In the process of water purification,
coagulation is an important element. Thus, in the [2] study, the author investi-
gated the possibility of reusing technical water after undergoing only one stage of
purification - coagulation, and concluded that in many cases it is quite an effec-
tive solution. Its action is aimed at combining suspended solids present in water
into larger particles. Chemical coagulants are added to the water to improve the
removal of particles, colloids and solutes. However, an important factor in the
quality of water purification is the optimization of coagulation (coagulation) to
select the optimal method and dosage of coagulation.

For the fastest and most effective cleansing by coagulation, it is advisable
to use coagulant dosing systems based on the neural network. It also avoids
over-consumption of reagents or insufficient water purification, as well as quick
response to changes in changing water parameters, such as temperature or pH
level. Research in this area is quite relevant

The main contribution of this work is the proposed model of neural net-
work with uncontrolled learning, which is used to construct multidimensional
space in space with a lower dimension to optimize the dosage of coagulant in the
process of water purification.

It is proposed to use an optical sensor to control some water parameters based
on the readings of which the neural network adjusts the dosage, which eliminates
the need for laboratory testing of water samples. In addition, the process of water
purification and coagulant dosing is analyzed, the factors influencing this process
are determined.

2 Problem Statement

Today, modern industrial enterprises, whose work is aimed at water purification,
in most cases, use the method of determining the dose of coagulant by trial
coagulation of water, which aims to determine the level of optimal dosage of
coagulant. However, this technique has one significant drawback, it is time con-
suming, intermittent and subject to variation in the observations of the operator,
which is the last link in the end result. Also, frequent performance of this test
requires a large number of chemicals for testing, and also requires professional
workers to for obtain the most accurate results in determining the required dose
of coagulant.

To solve the above problems, it is important to use methods based on artificial
neural network (ANN), which are used to control the dosage of coagulant at
the water treatment plant. Thanks to which the optimization of coagulants is
performed as quickly as possible, efficiently. The dosing rate of the coagulant
is nonlinearly correlated with water parameters such as turbidity, conductivity,
pH, temperature and the like.



94 A. Safonyk and M. Matviichuk

Thus, within the framework of our research, the approach to the use of arti-
ficial neural networks during dosing of the mixture for water purification is sub-
stantiated. Built a neural network model with uncontrolled learning, which is
used to construct multidimensional space in space with a lower dimension to
optimize coagulant dosing in water purification.

3 Literature Review

As noted in the Introductory Section, today coagulation is a fairly common
and relevant method of water purification. Publications on the use of machine
learning to automate the coagulant dosing process in water bodies have been a
popular area of research for the past 10 years.

However, in the course of research presented in article [5], it was concluded
that with increasing volumes of water in need of purification and decreasing
the concentration of impurities in it, this method of purification becomes less
efficient and more expensive. Therefore, it is most appropriate to use this method
where water is reused, which has already been mentioned in studies [2] above,
that also discusses considers the possibility of using only one method of chemical
coagulation as a sufficiently effective method of water treatment in industry.

So, in review [1] discusses a wastewater treatment plant and this article
discusses a new adaptive control based on an online machine for extreme extreme
learning (OS-ELM). The author notes that traditional methods rely heavily on
human intervention and cannot adapt to changing environments, whereas neural
network systems have advantages in such cases. A similar online neural network
learning system with direct communication is also described in the article [4],
but took into account more parameters, such as the influence of rainy weather.

Papers [3] present water treatment technology creatively and a predicting
model of coagulant dosing rate was established. Based on the test results of
the developed model, the author of the article concluded that the dosage of
coagulant using neural networks are effective. In articles [9] the modeling of
artificial neural networks for water purification with low level of pollution is
performed. It is concluded that the use of such models of neural networks is
also effective for predicting the level of substances in water, such as nitrogen
concentration in effluents

So, after analyzing these articles, we can conclude that such dosing systems
are quite effective solutions, and the use of neural networks, not only to determine
the dose of coagulant, but to predict water parameters, such as the method that
demonstrated in works [6-8] for the construction of an intelligent system for
determining the concentration of iron in the coagulant by its color on the basis
of a neural network is considered, can significantly optimize this process.

However, given the described scientific findings on the topic, the issue of
disclosing the principles of neural network control for coagulant dosing in the
process of water purification remains open and requires detailed study. In the
reviewed literature, the authors did not consider the variant of the neural network
model proposed in this paper.
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4 Materials and Methods

The main parameters of quality purified raw water are turbidity, electrical con-
ductivity, pH, temperature and others. Given the high probability of uncertainty
and variability of the initial input data, an important requirement for the water
treatment system is its stability. Based on the fact that water treatment involves
biological, physical and chemical processes, the application of the principles of
automated coagulation is an undeniable advantage.

4.1 Water Purification Process

Opncal Setthng .E
tank sensor S
Raw water tank g
7' =
| s
Coagulation .
tank Optical sensor
A
Coagulant

l Dosing pump}

Variable-
frequency drive

Running
water

Fig. 1. Schematic diagram of coagulation

The general process of water purification takes into account the processes of dis-
infection, coagulation, filtration, clarification and pH regulation. The coagulation
process is shown in Fig. 1.

When raw water passes through a water pump, its turbidity and velocity
are measured in front of the coagulation tank. In addition, after the coagulant
and running water are mixed in the appropriate proportions, the mixture is
pumped into the coagulation tank and carries out the coagulation reaction with
raw water. Coagulation is performed using aluminum sulphate coagulant Al2
(SO4) 3, which results in the process of volumetric sludge formation, which elec-
trochemically binds colloidal particles and solids present in raw water. Dosage
of coagulant will take effect in about 30-60 min, which indicates a fairly long
coagulation process. The precipitate formed, deposited on the bottom of the
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tank, is removed, and the water is tested at the outlet of the tank, measuring
the turbidity and assessing whether its value reach the set values. The key point
is that the required data is selected by the equipment, calculated by the con-
troller, and the optimal coagulant for the operation of the dosing pump. The
pump regulates speed and opening to optimize coagulant dosing online. It is
known that the process of coagulant dosing is complex, diverse, nonlinear, with
a large delay. It cannot find a direct link between input and output information.
Therefore, establishing the correct mathematical model is a difficult task. The
next step is the filtration process, which is responsible for removing the contam-
inant particles left after coagulation precipitation, then ozonation to separate
micro-contaminants and chlorination to disinfect and adjust the pH.

The coagulation process is responsible for removing most unwanted sub-
stances from raw water, so the main condition is monitoring and control of the
process.

4.2 Determination of Coagulant Dose

Raw water that Sensor system
enters treatment

plants . —

( N\
Check of the general Multiparameters
indicators of raw water indicators

. J
( l N\

One-parameter

indicators

\ J
e l N A 4

C(?agulapt dose Stabilization

simulation
G l J

[ Coagulant dose ]

Fig. 2. Stages of determining the dose of coagulant in the coagulation process
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Determining the dose of coagulant is necessary to minimize time, implementa-
tion without intermittent process, stabilize variations in the observations of the
operator and improve the quality of the final result.

The general system for determining the dose of coagulant in the coagulation
process consists of three main successive stages:

1. verification of one-parameter data;
2. stabilization of many parametric data;
3. determination of coagulant dose.

4.3 Modeling of Artificial Neural Network

Currently, there are three common modeling methods, namely, the mechanism
model, the knowledge-based model and the data-driven model. First, the mech-
anism model depends very much on the internal mechanism of the system. How-
ever, the system becomes more nonlinear and strong in connection, earlier; in
coagulation, the internal mechanism is complex and cannot be shown clearly and
clearly mathematically justified. Second, the knowledge-based model increases
on the limited knowledge of experts with poor adaptability. Finally, the data-
driven model does not have data on the internal state of the system; however,
such a model can predict and make an informed decision with a large number
of data analysis results and reasonable conclusions.

The considered neural network is aimed at performing tasks in conditions of
uncertainty of parameters, this type of task is the process of dosing coagulant
without analyzing its mechanism, collected insufficient and inaccurate expertise,
variability of input parameters and indicators.

Simulation of an artificial neural network occurs in three stages:

The first stage is the stage of model construction. This stage is the main in
the formation of the structure, it determines the number of nodes, layers and
establishes connections between network nodes.

The second stage is the network learning phase. Neural network training is
carried out by changing the weights of the nodes in accordance with the cho-
sen learning algorithm (learning with a teacher, without a teacher and blended
learning). The learning process is divided into two stages: training and test-
ing. Implementing network learning involves minimizing the value of the error
function by changing the values of the weights between neurons and layers.

The third stage is the network testing stage. Neural network testing is aimed
at identifying the level of network quality and its ability to generalize the end
result. The effective operation of the neural network is based on minimizing the
difference between the predicted and actual values of the original data. The basis
of factors that directly affect the process of coagulation of raw water and, as a
consequence, the structure of the artificial neural network include:

— turbidity
— flow rate,
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Fig. 3. Scheme of formation of a two-dimensional array of neural network nodes

Other parameters, such as pH, conductivity and water temperature, also
have an effect on coagulation, but are not critical.

The process of the system is implemented online when the untreated water
entering the treatment plant enters the sensor base, where there is work with
various parameters of input data, their verification. In the case of one-parameter
data, the network assigns a reliable value of one, otherwise zero. Multiparameter
data undergoes the process of stabilization and sequential assignment of values.
Given the uncertainty and instability of the incoming data, it is proposed to use
a neural network with uncontrolled learning, which is used to construct multi-
dimensional space in space with a lower dimension (usually two-dimensional).

This approach will allow the parameters of raw water quality, which act as
the entrance space to be presented in the form of a two-dimensional array of
network nodes, shown in Fig. 3 .
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Fig. 4. Neural network model for coagulant dosing in water purification process

In order to maximize the time constant, we apply the Gaussian Filter:

K(i) = exp(—— |z —mil?) (1)

i
204

In these expressions ¢4 are the value indicating the degree of influence of the
i-th parameter; z is the vector; m; is the network node; ||z — m;|| is the vector
distance between network nodes.

The method of k-spawning neighbors is used then increase accuracy of sta-
bilization of parameters:

N iy K(mi)()
") =SSR @)

In these expressions m;(j) is the value of the network node j according to

the prototype 1.
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Thus, the proposed approach will allow to present the parametric components
of water flow in two dimensions, atypical measurements such as pollution, non-
compliance with regulations, etc., can be detected by measuring the distance
between each input vector and its nearest reference vector . Simulation of the
neural network for coagulant dosing in the process of water purification is based
on the generated two-dimensional data set using a multilayer perceptron with
sigmoid activation functions, the scheme of implementation of this process is
shown in Fig. 4

In the process of forming the principle of coagulant dosing for water purifi-
cation, the obtained neural network model is learning using the inverse error
propagation algorithm, the next step is to assess the relative importance of
weights in the process minor parameters.

5 Experiment, Results and Discussion

Experimentally, with the help of an optical sensor, we will check the turbidity
of water at different concentration of suspended solids for 60 min. The optical
sensor of control of turbidity of water is based on the principle of measurement
of a light stream through solution (water). Turbidity of water is due to the
presence of various minerals, fine impurities, insoluble inorganic compounds.
When studying the level of turbidity of water, the optical sensor detects the
intensity of transmitted light and compares it with the reference measurements
of pure water. During the study, several samples were taken and the relationship
between the color of the solution was constructed. This dependence is shown in
Fig. 6.

Analyzing these dependencies of color components and concentration, it can
be concluded that these parameters show stable correlations. Execution of the
optical sensor for determination of concentration allows to get rid of a stage of
laboratory analysis of water and to accelerate reaction of system to change of
parameters of water. However, the use of this method may be inaccurate in the
presence of some individual pigments in the water, so it requires further research.

The obtained data are used to evaluate the properties of water, and trans-
mitted to the neural network to predict the concentration of suspended solids
concentrationin water and subsequently to determine the dose of coagulant. With
each new measurement, the accuracy of neural network prediction, and hence
the accuracy of coagulant dosing, increases, as shown in Fig. 7.
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Fig. 5. Regulatory dosage of coagulant from concentration of suspended solids in water.

From Fig. 7 it can be concluded that the disadvantage of the system is some
initial period of time during which the system does not always respond accurately
to changes in water parameters, and therefore the determined dose of coagulant
is not optimal. Over time, this discrepancy decreases in the optimal dosage is
achieved.

From the experiment performed during the operation of the proposed neural
system, the determination of the coagulant dose within the coagulation process
of determining the main parameter for determining the coagulant dose was much
faster. This is shown in Fig. 8, which shows the residue of suspended particles
in water after the purification step for the same period of time for samples
with different initial impurity content at manual dose selection compared to
neural network dosing. Reducing time helps increase productivity. There is also
a clear predominance of the neural system to determine the concentration of
suspended particles in the water subjected to the purification process. The latter
fact improves efficiency in the accuracy of determining the level of coagulant in
the coagulation process, which positively contributes to the quality of the final
product.
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Execution of the optical sensor for determination of concentration allows to
get rid of a stage of laboratory analysis of water, and to accelerate reaction of
system to change of parameters of water.

Joint use with the neural network for predictive determination of other water
quality parameters is promising. This will reduce the reaction time of the system
and improve the accuracy of coagulant dosing.

6 Conclusions

The paper reveals the principles of neural network control for coagulant dos-
ing in the process of water purification. Features, principles and main stages
of water purification are determined. The process of dosing the mixture (coag-
ulant) for water purification and related indicators that are influential for the
implementation of the main process are analyzed and related factors. Given the
complexity of building a neural network model, the recommended neural network
model with uncontrolled learning is used to construct multidimensional space in
a lower dimension space to optimize coagulant dosing during water treatment.
The proposed neural network model has a variable structure. Since the num-
ber of hidden level nodes is always a key point for modeling, the neural network
model is not fixed here when the analysis of the main components for latent level
universities is implemented. The proposed method can effectively solve the prob-
lem of re-equipment and reliability of neural networks and increase the speed of
calculation and generalization. Experimental data collection was performed and
compared with the data obtained using the neural network.
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Abstract. The article presents a methodology for solving forecasting
problems based on machine learning methods. The technique consists of
the following stages - data collection stage; research stage and data prepa-
ration; model training stage; the stage of determining the effectiveness of
the model; stage of improving the efficiency of the model; visualization.
The methodology is designed to systematically solve forecasting prob-
lems using various machine learning methods. Using the methodology as
an example, the solution of the problem of forecasting the production of
electricity for combined power plants using regression, tree-based mod-
els, boosting, bagging and neural networks is considered. A feature of
the technique is the definition and study of the effectiveness of machine
learning models and their improvement. The efficiency of predictive mod-
els of various types is analyzed. Various quality indicators were used to
assess the quality of forecasts. Boosting is the best predictive model. The
results obtained indicate the good quality of the predicted values using
the proposed methodology.

Keywords: Forecasting methodology + Machine learning -
Regression - Decision trees - Bagging - Boosting - Neural networks -
Model quality criteria

1 Introduction

Machine learning is an effective system tool for building and developing predic-
tive models based on experimental data, as well as for deep analysis and effi-
cient solution of large-scale projects based on various data processing technolo-
gies [4,6,11,13,14,17-19,25]. Machine learning is based on methods, procedures
and algorithms for transforming various data sets into reasonable actions. A sig-
nificant increase in data volumes required additional computing power, which in
turn stimulated the development of statistical methods for analyzing large data
sets.

One of the main tasks of machine learning is prediction. Forecasting is imple-
mented on the basis of models built and trained on experimental (statistical) data
using certain procedures. Depending on the type of training (with a teacher,
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without a teacher, with reinforcement), the composition of these procedures is
different. The purpose of forecasting is to improve the decision-making process
under conditions of uncertainty. To achieve this, forecasts must give an unbiased
guess about what is likely to happen (point forecast) and also define a measure
of uncertainty, such as the forecast interval.

To date, the specialized literature describes a large number of examples of
applications of forecasting methods implemented on structured and unstructured
data sets [4,10,16]. The most common among them are autoregression (AR),
ARMA, integrated moving average autoregression (ARIMA), linear and non-
linear multiple regression, quantile regression, regression trees, neural networks,
Bayesian neural network methods that are applied and give good results [11,
13,14,18,19]. The main problems of machine learning procedures - overfitting
and underfitting, are associated with the presence of noise/outliers, gaps, and
the presence of non-linearity in real data. In addition, in the tasks of processing
time series as initial data, the following problems arise: lack of response to a
change in trend, non-linearity, non-stationarity of processes described by time
series.

When solving complex machine learning problems, a multi-stage prediction
process is applied [5,14,19,22,25]. Such a systemic multi-stage process makes it
possible to improve the forecast by applying new approaches to the aggregation
of information and methods, as well as by assessing the quality at each stage of
forecasting.

When solving the problem of forecasting, it is necessary to systematically
apply methods of research, data preparation and training, as well as procedures
for evaluating the effectiveness of models and procedures for improving the effi-
ciency of models by evaluating models and choosing the most effective ones.

Recently, a significant number of works have appeared on the application to
solve forecasting problems using neural networks and various statistical meth-
ods, such as Bayesian forecasting and complex regression models. However, the
prediction accuracy is not always satisfactory [4,7,9,10]. In this case, combined
forecasts are used to improve the forecasting accuracy.

Combining or aggregating forecasts is not a new idea, but it has recently
received increased attention due to the fact that such an approach gives an
increase in the quality of forecast values. Its essence lies in the combination of
various predictive methods, since it is difficult at first to determine which of
them will be the most effective, and the choice of the most accurate one. This
is consistent with the Bayesian approach, as it can be thought of as an update,
with each individual prediction added to a combined prediction (also called an
ensemble), which improves the performance of the overall prediction.

Combined forecasts are more effective when the forecasts are based on dif-
ferent methods in order to improve the overall forecast performance. Among the
most promising, which are suitable for use in combined forecasts, we should sin-
gle out such methods as bagging and boosting. These ensemble methods are of
particular interest if they are based on decision trees. A decision tree is a kind of
tree structure used in regression and classification, also called a regression tree
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used for prediction. This allows you to extract the rules and refine the non-linear
relationship between inputs and outputs easily. The most important advantage
of regression trees is the ability to be easily developed and interpreted due to
their non-parametric design.

Bootstrap aggregated (bagging) is an ensemble method that can solve the
data glut problem for a regression tree. It builds multiple trees iteratively based
on resampling with replacement and then integrating them into a voting decision
tree to get better accuracy. Despite the presence of new approaches in the field of
forecasting, traditional methods of regression analysis, methods based on deci-
sion trees, the neural network approach are quite reliable and are not so prone to
complicating predictive models. They are applicable in ensemble methods, but
only in combination with more sophisticated methods.

Thus, it is of interest to create a systematic approach to solving predictive
problems based on machine learning methods, which uses procedures for checking
the effectiveness and improving the quality of predictive solutions [14,20].

Statement of the Research Problem. Develop and study a forecasting
methodology based on methods and models of machine learning. Explore various
indicators of the quality of forecasting models. Conduct a comparative analysis
of the effectiveness of forecasting methods.

2 Forecasting Methodology

Development of forecasting methodology based on machine learning methods
allows to solve forecasting problems through the systematic use of various meth-
ods and technologies [3-5,7,14,19]. The methodology is based on the principles
of a systems approach and consists of the following stages: data collection stage;
stage of research and data preparation; stage of model learning; stage of deter-
mining the effectiveness of the model; stage of increasing the efficiency of the
model; additional visualization procedure that accompanies each of the stages
(Fig. 1). The main feature of the methodology is the availability of procedures for
evaluating the effectiveness of the model and procedures for improving the effec-
tiveness of the model, which is further evaluated and selected the most effective
of the alternatives.

The Data Collection Stage is the stage at which data is collected and down-
loaded. Procedures for analyzing the structure of the data set are used and the
types of features in the set under study are analyzed. If necessary, recoding of
signs is carried out. The result of this step is the analyzed data set.

Stage of Research and Data Preparation. At this stage, descriptive statis-
tics of signs are determined. Non-numeric and missing values in the data set
are detected. The necessary signs are chosen. Next, we study the relationships
between variables. The final procedure of the data preparation stage is the pro-
cedure of normalization or standardization of data. The result of the stage is a
set of data prepared for modeling.



108

Data set

Stage Nel

Analyzed data set

I. Kalinina and A. Gozhyj

Prepared

Stage Ne2

Research and

data set

Stage Ne3

Learning the model

The prognostic model
is constructed

Determination

Model with forecast

quality assessment Prognostic

model

Stage NeS

Improving

Data collection data preparation on dots of model model efficiency
efficiency
o Descriptive Preparation « Mean Absolute + Complications of
« Download statistics o Creation of training Error (MAE) the model
data « Detection of non- (validation) test data * Mean Squared o Changing the
* Analysis of numeric and sets Error (MSE) model
the structure missing values o Creating kits for k-fold . §°°‘ "’ff::"n specification
of the data set « Selection of signs | | cross-checking qua;;) o * Changing the
 Analysis of o Study of the RM: topology of the
ly ) « R Squared & ‘1a) (aad
feature types lationshi 1 : model (and / or
; relationship 1 Adjusted R aclination
n the data set between variables 1 Squared
Recoding of ! Choice of model s functions)
¢ Kecodug ol * Normalization 1 I * Special criteria
 Regression models Pos * Additional
signs standardization of || | | & of the group of
e e Models on trees thod algorithms Use of
numerical data methods
: 1| ¢ Neural network models L]
11 Ft 1 | FLY | I
_______ [ | el e

Fig. 1. Forecasting methodology

The Stage of Learning the Model on the Data. The stage consists of two parts:
preparation of data samples and selection and training of the model. Training
and test data sets are determined during preparation. And also sets for cross-
checking are created. The second part compares and selects the most effective
prognostic models (regression, tree models or neural networks). The result of the
stage is a predictive model.

The Stage of Determining the Effectiveness of the forecast model allows to
determine and evaluate using various quality indicators (mean absolute error,
root mean square error, correlation, etc.).

At The Stage of Improving the Efficiency of the model there are procedures
to increase the efficiency of the model (complications, changing the specification
and topology of the model, the use of combined models). This is the final stage
of the methodology, the result of which is the prognostic model.

The R programming language and the RStudio development environ-
ment [14,15,23,25] are used to implement the software modules.

3 Implementation of the Methodology

3.1 Implementation of Regression Models

Stage 1. Data Collection. The Combined Cycle Power Plant dataset [1] from
the UCI machine learning repository is used for forecasting. This data set is used
to analyze and forecast the combined cycle power plant’s output based on data
collected during 2006-2011, taking into account environmental factors.

This set consists of 9568 observations, each of which has 4 attributes and a
label. Observations collected from combined cycle power plants for 6 years, when
the power plants were set to work at full load.
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The list of all attributes is given in the order in which they are placed in the
data set with the original name of each attribute.

Temperature (AT) in the range of 1.81° C and 37.11° C.

Ambient pressure (AP) in the range of 992.89 — 1033.30 millibars
Relative humidity (RH) in the range from 25.56% to 100.16%.
Exhaust vacuum (V) in the range of 250.36 — 810.56 mm Hg. Art.
Net hourly output of electricity (PE) 420.26 — 495.76 MW.

G o=

Compared to baseline surveys and the ability to perform statistical tests
5 % 2 times, the data are mixed five times. For each mixing, a 2-fold CV (cross-
validation) procedure is performed and the obtained 10 measurements are used
for statistical testing.

Stage 2. Research and Data Preparation. The data in the set must be in the form
that the algorithm can use to build the model. The regression model requires that
all features be numeric. To do this, the data were analyzed and their structure
determined.

Dependent variable in the model — PE, net hourly output of electricity.
Before building a regression model, it is necessary to check the normality of the
data. For linear regression, the dependent variable does not necessarily have to
have a normal distribution, but often the model works better when this condition
is met.

Descriptive statistics for the variable PE show that the mean is greater than
the median. This means that the distribution of net hourly energy output has a
shift to the right. Most values are in the range of 430 to 450 MW, but the tail
of the distribution extends far beyond these peak values. Such a distribution is
not ideal for linear regression, but the fact that this fact is known in advance
may help to develop a more appropriate model later.

Study of relationships between traits: correlation matrix. Before adjusting
the regression model according to the data, it is determined how the indepen-
dent variables are related to the dependent variable and to each other. This is
determined using the correlation matrix (Fig. 2).

AT Vv AP RH PE
AT 1.0000000 0.8441067 -0.50754934 -0.54253465 -0.9481285
Vv 0.8441067 1.0000000 -0.41350216 -0.31218728 -0.8697803
AP -0.5075493 -0.4135022 1.00000000 0.09957432 0.5184290
RH -0.5425347 -0.3121873 0.09957432 1.00000000 0.3897941
PE -0.9481285 -0.8697803 0.51842903 0.38979410 1.0000000

Fig. 2. Correlation matrix

In the dataset analyzed, the correlations between V and AP, V and RH
indicate a rather strong negative linear relationship. Other values of correla-
tions in the matrix indicate a strong intensity of interaction between pairs of
corresponding features.
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Visualization of Relationships Between Features is carried out using scat-
ter plots. The extended matrix of scattering diagrams for the data set features
is shown in Fig.3. The results of the analysis of scattering diagrams confirm
the conclusions obtained after the analysis of the correlation matrix. The his-
tograms, which are located on the diagonal, show the distribution of values of
each feature. LOESS-curves are additionally added below the diagonal. They
indicate a general relationship between the symptoms. Part of the curves resem-
bles the letter “U”, and part “S”, indicating a nonlinear relationship between the
features. This conclusion could not be made on the basis of correlations alone.
And the LOESS-curves for AT and AP, AT and PE, V and AP, V and RH,
RH and PF are straight lines with different angles.
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Fig. 3. Extended scattering matrix for data set features

Stage 3. Learning the Model on the Data. The initial phase of learning the model
on the data is the procedure of dividing the set into two parts, for training and
testing. The data set was divided so that the training data was 75% and the test
data was 25% of the original set. Test data are used to evaluate the effectiveness
of alternative models.

The first of the alternative regression models is the simple multiple regression
model (conventionally denoted by Mg1. The multiple regression model looks like
this:

y = Bo+ Brx1 + foxa + - + Bizi + ¢,

where ¢ is the error value added to mention that no prediction is perfect.
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Taking into account the notations that are accepted in the data set, we have
a model of the form:

PE:,B0+/81XAT—FﬁgXAP—f—ﬂgXV—Fﬂ;;XRH.

The results obtained using a linear regression model show a logical chain:
an increase in temperature (7'), relative humidity (RH) and exhaust vacuum
(V) leads to a decrease in net time output (PE) and an increase in atmospheric
pressure (AP). Leads to an increase in the projected net hourly output of elec-
tricity (PE). The result of the stage is the estimation of the parameters of the
regression model.

Stage /4. Determining the Effectiveness of the Model. Estimates of the param-
eters obtained in the previous step show how the independent variables are
related to the dependent variable, but do not show how well the model fits the
data [2,3,14,19].

From the analysis of the simulation results it is obvious that there are the
following ways to evaluate the effectiveness of the model.

1. Summary statistics of forecast errors. Since the residual value is equal to
the difference between the true and predicted values, the maximum error
is 17.868 and the minimum error is (—43.530). This suggests that at least
one observation model overestimated the projected value of net hourly power
output (PE) by 43.5 MW. On the other hand, 50% of the errors relate to the
values of the 1st and 3rd quarters (first and third quarters), so most forecasts
are in the range of 3.15 MW more than the true value and 3.17 MW less than
the true value.

2. For each calculated regression coefficient, a p-value is determined, which is an
estimate of the probability that the true coefficient for this estimate is zero.
Small p-values suggest that the true coefficient is unlikely to be zero, so it
is unlikely that this feature is not related to the dependent variable. In the
model under consideration, all variables are significant and result-related.

3. The coefficient of determination assesses how well the model generally
explains the value of the dependent variable. Since the coefficient of determi-
nation in the model is 0.9303, this means that the model explains 93% of the
changes in the dependent variable.

The three performance indicators in Fig.4 show that the presented model
works well. However, you can increase the efficiency of the model, described the
model in another way.

Stage 5. Improving the Efficiency of the Model. The main difference between
the regression model and other machine learning methods is that regression
usually leaves the user with the choice of features and specification of the model.
Therefore, knowing how the feature is related to the result, you can use this
information in the model specification and possibly increase its efficiency.

In the simulation process, the following improvements were made to a simple
multiple regression model:
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— added a nonlinear variable value of the vacuum in the exhaust;
— added a nonlinear variable for atmospheric pressure;
— the dependence between temperature and atmospheric pressure is introduced.
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Fig. 4. Diagnostic diagrams for regression of hourly power output

After adding additional variables, the improved Mz2 model looks like this:
PE = Bo+ 1 X AT+ By X V+PBs X V24 B4 x AP+ 5 x AP3+ g x RH+ 7 x AT x AP.

To select the best of the regression models for each of them, the quality
criteria are summarized in Table 1. The models were evaluated by comparing the
adjusted coefficients of determination (Adj.R?), residual standard error (SEE),

F-statistics and p-values.

Table 1. Comparative table of quality criteria of alternative regression models

Type of | Adjusted Sum of F-statistics p-value
regression | coefficients of | squared error,
model determination, | SSE

Adj.R?
Mgl 0,930 4,507 2,305-107* 2,2.107'¢
Mg2 0,932 4,450 1,407-107* |2,2.1071¢

For further forecasting, the M2 model was chosen, which has the best qual-

ity indicators in total.
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3.2 Implementation of Models Based on Trees

Decision Trees. Stage 1.Data Collection. A previous Combined Cycle Power
Plant [1] dataset is used to create a predictive model using tree-based models.

Stage 2. Research and Data Preparation. Compared to other types of machine
learning models, one of the advantages of trees is that they are able to process
different types of data without pre-processing. This means that you do not need
to normalize or standardize the symptoms. Although trees are very resistant to
unreliable data, it is always advisable to check the data for serious problems.
Based on a preliminary analysis of the data set, it is assumed that the data is
reliable.

Stage 3.Learning the Model on the Data.The first step to the stage of learning
a model on data is to prepare data for the creation of models by dividing the set
into training and test. This is done in the proportion of 75% training, 25% test.

For each node in the tree, the number of examples that reach the decision
point is specified. A more detailed description of the compliance of the tree,
including the root mean square error for each of the nodes and the overall degree
of importance of the features, is obtained from the full report on the model. All
predictors used in the model, according to the report, are ranked in order of
importance.

It’s easier to use visualization to understand how a tree works. For the con-
structed regression tree model, the tree diagram is presented in Fig. 5. Such visu-
alizations help to disseminate the results of the construction of regression trees,
because they are easy to understand. The numbers shown in the end nodes are
predicted values for the examples reaching the node. Thus, the chart can identify
key factors that allow you to get high values of net hourly power output (PE),
for the [1] dataset.
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V >=66.21 T >=11.92
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Fig. 5. Visualization of the regression tree model
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Stage 4. Determining the Effectiveness of the Model. The constructed regres-
sion tree model is used for forecasting based on test data. If we examine the
consolidated statistics of the obtained forecasts, the potential problem is deter-
mined: the forecasts have a much narrower range than the real values. This result
indicates that the model incorrectly identifies extreme cases, in particular, the
minimum and maximum values of net hourly power output. However, between
the first and third quartiles, it works almost flawlessly.

To check the quality of the forecasts for the regression tree model, the values
of the quality metrics were calculated. The correlation between projected and
actual power output values provides an easy way to measure model efficiency.
The correlation value is 0.95, but it only shows how strongly the predictions are
related to real values, but not how far the predictions of real values are.

Another way to assess the effectiveness of the model is to determine how
far the average forecast is from the true value, is the calculation of the mean
absolute error (mean absolute error, MAE). Calculations show that, on average,
the difference between the regression tree model predictions and the actual net
hourly outputs is approximately 4.2 MW. With a difference between the maxi-
mum and minimum values in the test data set of 75 MW, this suggests that the
model works quite well. The average quality score for training data is 454.49. If
we predicted 454.49 for all samples of test data, we would get an average abso-
lute error of about 14.83. The constructed regression tree (MAE = 4.2) is on
average closer to the true value than the conditional average (MAE = 14.83),
and much more.

Stage 5. Improving the Efficiency of the Model. To improve the quality of fore-
casts, a regression tree pruning procedure was performed. Figure 6 presents a
graph of the change in the total forecast error from the number of regression
tree nodes.
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Fig. 6. Graph of change of total forecast error from the number of nodes of the regres-
sion tree

In this case, cross-checking selects the most complex tree. However, to create
an alternative model, the tree is reduced to 5 end nodes. Visualization of the
truncated regression tree model is presented in Fig. 7.
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the regression tree model

According to the results of cross-checking, an uncut tree was used to obtain
predictions. The forecast is performed on a test sample of data (Fig.8).

Thus, the MSE in the control sample of this regression tree is 29.3. The
square root of this MSE is approximately 5.41. This means that the predictions
of this model deviate from the true value of net hourly electricity output by an
average of 5.41 MW.

Bagging and the Random Forest. Bagging, or Bootstrap Aggregation, is a
general-purpose procedure that reduces the variance of a statistical model. This
procedure is especially useful in the context of decision trees. It is known that the
averaging of several observations reduces the variance [8,11,13,14,19,23]. Thus,
the natural way to reduce the variance and, as a result, increase the accuracy of
forecasts of a method of statistical training is to take a large number of training
samples from the general population, build a forecast model for each training
sample and average the forecasts.

Thus, the Bagging Method involves creating a large number of copies of the
original data set using bootstrap, building a separate decision tree for each of these
copies, and then combining all the trees to create a single predictive model. It is
important to note that each tree is built according to a certain bootstrap sample
independently of other trees. Recall that bagging is a special case of the random
forest method at m = p, when the number of variables in the samples is equal
to the number of variables in the initial data set.

In the bagging model, the MSE (Mean Squared Error) is 11.97, which is
slightly worse than in the training sample, but 2.5 better than the error obtained
for the pruned tree. The predicted values of the net hourly power output on the
test data set using the beggling model are shown in Fig. 9.

In order to improve the quality of the model, the number of trees created
in the bagging model using the “random forest” function is changed. But the
correction in the number of trees worsened the MSE on the control data to 12.50
compared to 11.97 in the previous model.

The construction of the random forest model is similar to the bagging model.
However, the value of the argument responsible for the number of model predic-
tors required to create each tree node is set to mtry = 4.
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Fig. 9. Estimated values of net hourly Fig. 10. Estimated values of net hourly
power output on the test data set using electricity output on the test dataset
the bagging model using the random forest model

The values of MSE in the control sample were 11.9, i.e. a random forest led
to an improvement in the accuracy of predictions compared to bagging (11.97).
The predicted values of net hourly electricity output on the test data set using
the random forest model are shown in Fig. 10.

On Fig. 11 shows the calculated importance scores for each model variable.
The first one is based on the average decrease in the accuracy of predictions on
the remaining (“out-of-bag”) data when the corresponding variable is excluded
from the model. The second indicator is a measure of the average increase in the
purity of the tree node (“node purity”) as a result of splitting the data on the
corresponding variable. For regression, the purity of a node is expressed using
RSS.

The results show that in the trees that form the forest, the most important
variables are AT (temperature) and V' (the amount of vacuum in the exhaust).

model_rForest
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Fig. 11. Graph of indicators of importance of variables of the Combined Cycle Power
Plant dataset



Methodology for Solving Forecasting Problems Based on ML Methods 117

Boosting. Like bugging, boosting is a common approach that can be applied to
many statistical regression and classification methods. We consider boosting in
the context of decision trees. The boosting algorithm is similar to the boosting
algorithm, but the trees are built sequentially: each tree is grown using infor-
mation about previously grown trees. Bootstrap samples are not created during
boosting, but each tree is built on a modified source data set. Unlike building a
large decision tree, which is a narrow approximation of data and can potentially
lead to retraining, boosting is slow learning.

The graph of the relative importance of variables and the corresponding
calculated values of the importance indicator are presented below (Fig. 12).

\
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Fig. 12. Graph the relative importance of the variables of the Combined Cycle Power
Plant dataset

Visually, the histogram shows that AT and V are significantly more important
than all other variables. We also provide graphs of the private dependency for
these two variables. Graphs of this type illustrate the private effects of certain
response variables after fixing the effects of other variables to a constant level
(Fig. 13).
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Fig. 13. Private dependency graphs for AT and V variables of the Combined Cycle
Power Plant dataset

The graphs show that the value of the net hourly output of electricity is
expected to decrease with increasing AT. In the case of an increase in V, there is
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a general tendency to reduce the net hourly output of electricity. The developed
boosting model is used to calculate forecasts based on control data and their
quality indicators.

The obtained value of MSE in the control sample is 11.02; this value is less
than in the random forest (11.90) and much less than in the model built by the
method of bagging (11.97). The default in the boost method is the compression
parameter A = 0.001, but it is easy to change. The new model is built with the
compression parameter A = 0.2. For the new model, the MSE value is slightly
higher in the control sample than in the previous model, at A = 0.001 (11.57 >
11.02).

The choice of the best model based on trees is based on a comparison of
forecast quality indicators (Table2). The boosting model is the best in terms of
quality indicators.

Table 2. Comparative table of forecast quality indicators

Model type Mean absolute | Mean squared | Root mean Correlation,
error, MAE error, MSE squared error, |cor
RMSE

Regression 4,20 29,3 5,41 0,95

tree

Bagging 2,36 11,97 3,46 0,98
Random forest | 2,35 11,90 3,45 0,98
Boosting 2,28 11,02 3,32 0,98

3.3 Implementation of Neural Network Models

Neural networks are one of the most powerful approaches to approximating a
function, but it involves problems such as retraining and difficulty of interpre-
tation. The neural network architecture based on multilayer perceptron (MLP)
direct propagation was chosen for the implementation of prognostic models. MLP
consists of an input layer, an output layer and several hidden layers [14,17,19,21].

Stage 1. Data Collection. The same dataset Combined Cycle Power Plant is
used to create a prognostic model using neural networks [1].

Stage 2. Research and Data Preparation. Preliminary analysis after loading the
data set was performed during simulation using other models.

Neural networks work best when the input data is scaled to a narrow range
centered around 0. A summary statistic report shows that the values of the
variables range from 0 to 1000.

Typically, the solution to this problem is to scale the data using the nor-
malization or standardization function. If the data distribution corresponds to
the normal distribution, then standardization should be used. If the distribu-
tion of data is close to uniform or very different from normal, it may be more
appropriate to normalize the range from 0 to 1.
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Stage 3. Learning the Model on the Data. Before learning the model, the nor-
malized data set was divided into a training set (75%) and a test set (25%). The
training data set will be used to build a neural network, and the test data set
will be used to assess how well the model is generalized for future results.

To model the relationship between the characteristics and the resulting value
of the net hourly output of electricity, a multilayer neural network of direct
propagation was built. The simplest multilevel network with parameters having
only one neuron in one hidden layer is chosen as the first alternative neural
network model. Figure 14 presents the topology of the obtained network and the
simulation results.

In this simple model, there is one input node for each of the four features,
followed by one hidden layer with one neuron and one output node, which pre-
dicts the net hourly output of electricity. The diagram also shows the weights
for each connection and the offset value indicated for the nodes marked with the
number 1. The offset value is a numerical constant that allows you to shift the
values in the specified node up or down, approximately as a shift to the linear
equation.

The bottom of Fig. 14 shows the number of learning steps and the magnitude
of the error — Sum of Squared Error (SSE), which is the sum of the squares of
the difference between the predicted and actual values. The smaller the SSE, the
more accurately the model corresponds to the training data.

Stage 4. Determining the Effectiveness of the Model. Using the neural network
model, predictions are generated on the test data set. Since the problem of
numerical forecasting is solved, the correlation between the predicted and the
actual value of the net hourly output of electricity is calculated to verify the
accuracy of the model. If the predicted and actual values are strongly correlated,
the model will be useful for determining the net hourly output of electricity. The
correlation value is calculated. The obtained correlation value is quite close to
1, which indicates a strong linear relationship between the two variables. This
means that the model works quite well even with a single hidden node. However,
the result obtained on the basis of the network with the simplest topology needs
to be improved.
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Fig. 14. Visualization of the topology of a simple multilevel network of direct propa-
gation

Stage 5. Improving the Efficiency of the Model. Several more steps have been
taken to increase the efficiency of the neural network prognostic model. In par-
ticular, additional hidden layers are introduced and the activation function is
changed. By making these changes, the foundations are laid for building the
simplest deep neural network. The choice of the activation function is made
experimentally.

In the neural network, the number of neurons in the hidden layer has
increased to five. The presented scheme of network topology (Fig.15) shows a
sharp increase in the number of connections. However, the resulting error (again
measured as SSE) decreased from 11.64 of the previous models to 10.66. In addi-
tion, the number of stages of training increased from 1875 to 25829. The more
complex the network, the more iterations are needed to find the optimal weights.

As an alternative to the sigmoidal activation function used in many libraries,
the Rectified Linear Unit (ReLU) function was chose [14]. To solve the prob-
lem, the smoothed approximation ReLLU, SmoothReLU, is used — an activation
function defined as log(e®).

The next alternative model is a neural network model with two hidden lay-
ers, three neurons in each layer, each of which uses the activation function
SmoothReLU (Fig. 16).
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Fig. 15. Visualization of network topology with increased number of neurons in the
hidden layer

Error: 10.929685 Steps: 28612

Fig. 16. Visualization of network topology with increasing number of hidden layers
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The correlation between the predicted and the actual value of the net hourly
power output is slightly worse on the test data set than in the case of previous
neural network topologies. This indicates a retraining of the model.

Because the data were normalized before learning the model, the predictions
are also in the normalized range from 0 to 1. After applying denormalization to
the forecasts, it is obvious that the scale of the new forecasts is similar to the
initial values of net hourly electricity output. This allows you to determine the
value of the absolute error. In addition, the correlation between non-normalized
and output values of net hourly electricity output remains unchanged (0.967).
For the test data set, a table was obtained comparing the initial values of net
hourly power output, predicted normalized and non-normalized, as well as the
error for each observation.

For further comparison with other models, the quality indicators of the neural
network model are calculated. The obtained values of quality indicators are quite
large, which indicates the low quality of the forecast.

Table 3 shows the quality indicators of alternative prognostic models based
on the topology of a multilayer neural network of direct propagation. The Mj
model is the best.

Table 3. Comparative table of alternative prognostic models based on a multilayer
neural network of direct propagation

Neural Number of | The Activation Sum of Steps Correlation,
network hidden number of | function squared cor
topology layers neurons in error, SSE

the hidden

layers
My 1 1 Sigmoidal 11,64 1875 0,965
Mo 1 2 Sigmoidal 11,18 14419 0,966
M3 1 3 Sigmoidal 11,05 6919 0,967
My 1 4 Sigmoidal 10,66 81084 0,968
Ms 1 5 Sigmoidal 10,66 25829 0,967
Mg 2 1,2 Sigmoidal 11,64 11505 0,965
M~ 2 1,2 SmoothReLU 11,55 13727 0,966
M3y 2 2,2 Sigmoidal 10,85 26010 0,967
My 2 2,2 SmoothReLLU 10,85 84353 0,967
Mg 2 2,3 Sigmoidal 10,85 13977 0,967
M1 2 2,3 SmoothReLU 10,85 16114 0,967
M 2 3,3 Sigmoidal 10,86 42633 0,967
M3 2 3,3 SmoothReLLU 10,93 28612 0,967

Applying neural network models to solve the problem of forecasting, it was
found that the topology of neural networks is complicated because it is used for
more complex learning tasks. To further increase efficiency, it is necessary to solve
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the following problem: when complicating the topology of networks, the value of
the gradient increases rapidly when the backpropagation algorithm does not find
a solution, as it does not converge over time. To solve the problem, it is necessary
to change the number of hidden nodes, apply various activation functions, such
as ReLU, adjust the learning speed. This approach to the use of neural networks
requires increased network processing time and increased computing power.

3.4 Discussion

The forecast quality indicators of the best prognostic models were analyzed on
the basis of three groups of models. The quality indicators of the best models
from each group of models are summarized in Table4. Based on the analysis
of the best quality indicators for predicting the value of net hourly electricity
output, a boost model with values of mean absolute error MAE = 2.28 and
square root of root mean square error RMSE = 3.32.

Table 4. Comparative table of forecast quality indicators based on three groups of
models

Model type Mean Mean Root Correlation,

absolute squared mean cor

error, error, squared

MAE MSE error,

RMSE

Improved regression | 3,61 21,39 4,62 0,962
model
Boosting model 2,28 11,02 3,32 0,980
Neural network 4,66 27,67 5,26 0,967
model

Compared to previous studies on the same data set [12,24], the application
of the developed methodology improves the quality of the model on the best of
the alternative models: MAE by 23% and more than 14% RMSE. This indicates
the effectiveness of the proposed methodology.

4 Conclusions

The article discusses the forecasting methodology based on machine learning
methods. The methodology consists of five stages: the stage of data collection,
the stage of research and data preparation, the stage of training the model on
data, the stage of determining the effectiveness of the model, the stage of improv-
ing the efficiency of the model. An additional visualization procedure accompa-
nies each of the stages of the methodology. The methodology is designed to solve
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forecasting problems based on the use of various methods, models and their com-
binations. Examples of using the methodology for solving the problem of fore-
casting with the help of regression models that take into account the peculiarities
of the relationship of initial variables are considered; models based on decision
trees (basic models and their ensembles); models based on multilayer neural net-
works of direct distribution. The base data set was a set for predicting the power
of a combined cycle plant. The effectiveness of each of the alternative models
belonging to three groups is analyzed. The main feature of the methodology is to
identify and study the effectiveness of machine learning models and their further
improvement. Various quality indicators were used to assess the quality of the
models. The results obtained indicate good quality of the predicted values with
the improved regression model, the bagging model, the boosting model, and the
best neural network model. When implementing regression models, a number of
assumptions were made: normality, independence, linearity, and homoscedastic-
ity. These assumptions were tested using tests. Diagnostic methods were applied
to each of the alternative models. The results of applying the methodology were
compared with the results published earlier. Using the proposed methodology
can significantly improve the forecasting process. As a future work on this prob-
lem, other learning models such as k-NNs, support vector machines, other neural
network topologies, and combinations of these can be used to enhance the ability
to compare prediction accuracy and learning performance.
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Abstract. The paper describes the relevance of machine learning meth-
ods, namely training with reinforcement, to the problems of predict-
ing financial time series. An overview of existing applications based on
machine learning in the issues of financial market forecasting is presented.
The reasons for the popularity of my research topic are highlighted both
from the scientific (increasing the number of publications on issues rele-
vant to the research topic over the past five years) and from the practical
side. The analysis of scientific works, the subject and purpose of which
are related to the issues and objectives of my research and their fea-
tures are presented. The main problems associated with the problem of
predicting stochastic time series are identified. According to the anal-
ysis, the purpose of work is defined, and also the list of tasks for the
achievement of the set goal is made. The article is devoted to studying
the use of the ensemble of neuro-learning networks with the strength-
ening of the securities trading market. The practical significance of the
work is to use the model of efficient distribution of investments in the
market. This paper will explore a set of models that use in-depth con-
solidated learning to explore trading strategies to maximize return on
investment. The potential of using acting-critical models as an ensem-
ble has been studied. Models such as Proximal Policy Optimizer (PPO),
Advantage Actor-Critic (A2C) and Deep Determinist Police Gradient
(DDPG) were used to teach trading strategy. To adapt the model to
different situations, analyzes are analyzed according to three algorithms:
the Dow Jones average and a portfolio that minimizes fluctuations in
the Charpy ratio by balancing risk and return. The article compares
ensembles by the method of fixing deep neural networks. To optimize
the balance of risk and profit, the indicators of the ensemble model are
analyzed. The ensemble and three-component models that apply well to
market collapse conditions are considered. The models have learned to
use the turbulence index for early stock sales to minimize losses during
a stock collapse. The turbulence index threshold is demonstrated using
ensemble models to regulate risk avoidance.
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1 Introduction

Given the global changes, it is difficult for people to rely solely on savings to
ensure their financial security. There are two reasons for this: first, free money in
your bank account is a loss of opportunity because it does not allow you to make
more money, and second, it does not have the potential to overcome inflation.
If we consider the inflation index (consumer price index [10]), the inflation rate
was 20.5%, which shows the need to change the approach to saving.

Investing and trading (a speculative buying and selling of financial instru-
ments (stocks, bonds, futures, options, currencies, etc.) to make a profit from
price changes) are two very different methods of trying to make a profit on
financial markets [20]. Both investors and traders seek to make a profit through
market participation. In general, investors seek to make more profits over the
long term through purchasing and holding financial instruments. On the other
hand, traders take advantage of both rising and falling markets to enter and exit
positions in a shorter period, earning less but more frequent profits.

Trading involves more frequent transactions, such as buying and selling secu-
rities, commodities, currency pairs or other instruments. The goal is to get
a profit that exceeds the effectiveness of the "buy and hold” investment [19].
Although investors can be satisfied with an annual return [21] of 10% to 15%,
traders can receive 5% or more profit per month. Profit is generated by buying
any of the above instruments at a lower price and selling it at a higher price in
a relatively short period. The opposite is also possible: trading profits can be
obtained by selling any of the above instruments at a higher price and buying it
to cover at a lower price (known as “selling short” [24]) to make a profit when
the market falls.

The net profit of both investors and traders depends on which of the three
actions they decide to do: buying, selling or holding financial instruments. The
right actions depend on many factors [15] and dimensions [16] of the financial
market. Therefore, determining the right actions requires special knowledge from
investors.

According to their research [12—22], economists have proposed specific strate-
gies and guidelines for finding the best option for trading in the stock market.
However, the capital of several investors decreased when they tried to trade
based on the recommendations of these strategies. This means that the stock
market needs more in-depth research to provide more guarantees of success for
investors.

An investment strategy is an essential component of trade. Then be a tech-
nical analysis of short-term opportunities or fundamental analysis of long-term
investments. But even with all the statistics, it is often difficult to find the right
strategy in a dynamic and comprehensive market. Most traders do not beat
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the market and even go into the red. To do this, you need to train the follow-
ing agents to acquire an ensemble of strategies: Proximal Policy Optimization
(PPO), Critic Actor Advantage (A2C), and Deep Deterministic Policy Gradient
(DDPG). The ensemble’s designs combine the capabilities of all three algorithms,
allowing the system to adapt to different market situations.

The system has been tested on the historical data of 30 shares of the DOW
index, which has sufficient liquidity. The effectiveness of the agents and the
ensemble is comparable to the strategy of minimal variations: portfolio perfor-
mance and the Dow Jones Industrial Average (DJIA). The article shows that this
approach surpasses all three separate algorithms and the comparative strategy
for risk-adjusted income indicators (Sharpe ratio). The work’s scientific value
lies in the study of the scalability of in-depth learning with reinforcement, with
the possibility of application to large-scale problems in combination with noisy
and nonlinear patterns in financial time series.

The topic’s urgency is more efficient distribution of investments in the secu-
rities market and improving hedge funds.

The study aims to create an agent ensemble of more effective models than
the model parts of the ensemble and selected for comparison strategies. Achieving
this goal involves solving the following tasks:

— Develop learning environment models and a testing ensemble.

— Develop an algorithm for effective integration of models into the ensemble.

— Compare the effectiveness of the selected model with existing strategies and
models.

The practical significance of the work is to use the model for the efficient
distribution of investments in the market. The research object is the securities
market, which studied more successful investment strategies. All work was per-
formed on one local personal computer using the OpenAl service. Research in
this work is characterized by solving the current scientific and practical decision-
making problem in the management of integrated investment in conditions of risk
and uncertainty through methods and tools for investment decision-making in
situations of luck - the conducted research allowed to receive individual results.

Thus, in recent years, scientists and proponents of technical analysis have
made serious attempts to use various mathematical and statistical models and,
more recently, machine learning (ML) methods to try to predict financial markets
(financial time series). It is also worth noting that the most popular practices
described in the technical literature are supervised learning in the context of
a regression problem. The problem is formalized as a training ML model on
available training data with its subsequent assessment of how well it summarizes
hidden dependencies by testing it on test data.

Therefore, the relevance and interest in using in-depth training with rein-
forcement to predict financial time series were considered scientifically and prac-
tically.



The Comprehensive Model of Using In-Depth Consolidated Training 129

2 Literature Review

Due to the complexity of the market system, most traders cannot predict price
movements. This leads to 70% of them not earning money [10]. This means
that market inefficiencies are created. For analysis, the securities market often
uses time series analysis [20], which leads to suboptimal results, as most of the
share price of an individual company depends on fundamental factors such as the
income of this company, the state of the economy and the securities market in
general, industry analysis, etc. But while traditional time series analysis methods
do not provide small market analysis results, machine learning methods, and
more specifically deep neural networks, showed results that would be appropriate
to study how on.

Modern applications of Depth neural network (DNN) in the market analysis
are used discrete and constant states and spaces of action and use one of the
following approaches:

— The method with only the critic.
— The technique with only the actor.
— The method actor-critic.

Models with a constant space of action provide better control capabilities for
the agent than models with discrete space [22]. It has been shown that mod-
els of the actor-critic method, such as PPO [19], A2C [21], and DDPG [24],
demonstrate high accuracy in the analysis of the securities market papers [15].

The main idea of the actor-critic approach is to update the actor-network,
which offends strategy, and network criticism, which reflects the value function.
Critic roughly estimates the value of the value function. At the same time, the
actor updates the distribution of probabilities of the strategy of choosing one or
another action, directed by the critic with its gradient improvement principles.
Over time, the actor learns to accept better solutions, and the critic evaluates
these solutions better.

The actor-critic approach proved its ability to adapt to complex environments
and used states to play popular video games, such as Doom [1].

Thus, the actor-critic approach is promising for research in trading with an
extensive portfolio of shares. One of the problems with the system for learning
and using models is that different market situation, and strategies are needed,
which in connection with some models cannot be generalized by this structure.
Combining models in the ensemble allows the models to improve the results sig-
nificantly. They combine their advantages and compensate for the disadvantages,
which leads to improvement and generalization of learning problems [16].

As the problem is relevant, numerous studies have been conducted on rein-
forced learning and its application to financial time series. Article [23] presents
a program based on reinforced knowledge. From a typical approach to learning
from mistakes, the decision is transformed into a learning method focused on
compliance with the goal. The possibility of real-time financial market forecast-
ing and traditional eligibility criteria were also considered. It is shown that the
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efficiency of systems based on “actor-critic” algorithms is superior to other stud-
ied alternatives. At the same time, the proposed methods based on “actor-only”
algorithms have also shown good efficiency.

Thus, as investment and trade become more popular, research into the
automation of human interaction with financial markets is of great interest to
scholars and professional investors, both scientifically and practically. We can see
that using machine learning techniques such as reinforced learning and excep-
tionally in-depth learning with reinforcement to predict financial time series
shows promising results. It can potentially replace a person in interaction with
financial markets. It is worth noting that most of the analyzed studies aim to
find a way to apply known algorithms in economic time series and build ensem-
bles, which will provide more guarantees of success to investors to increase net
income in real-time.

3 Materials and Methods

3.1 Market Indicators

Please note that the first paragraph of a section or subsection is not indented.
The first paragraphs that follow a table, figure, equation etc., do not have an
indent [18,22].

Subsequent paragraphs, however, are indented.

The moving average is one of the tools for analyzing random processes and
time series, which calculates the average subset of values. The size of the subset of
the calculated mean can be both constant and variable. The moving average may
have weights (1), for example, to increase the impact of newer data compared
to old ones.

+s
Yt = Z ArTttr, (1)

r=—gq

where x; is the time series, y; is the moving average, a, is the weight of the
value of the series, —¢ is the beginning period for which the moving average is
calculated, +s is the end of the period.

The Moving Average/Divergence Indicator (MADI) is the following on the
trend of the dynamic indicator. It shows the relationship between the two moving
average prices. The Technical Indicator is constructed as a difference between
two exponential moving averages (EMA) with periods of 12 and 26 (2).

MADI = EMA (close, 12) — EMA(close, 26), (2)

where EMA is the exponential moving average, close is the closing price market
[1,8].

The Relative Strength Index (RSI) is an indicator of technical analysis that
measures the strength of the trend and the probability of its change. To calculate
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the RSI, positive (U) and negative (D) price changes are used. The day is called
“growing” soft closing price is higher than yesterday (3).

U = closeqoday — closeyesterday

D—0 3)

The day is called “descending” if the closing price is lower than yesterday

(4).

D= Closeyesterday - Closetodaya (4)
U=0

If the closing prices yesterday and today are equal, then U and D are equal
to 0. After the values of U and D are smoothed using the moving average with
the period N. Thus, the “relative force” (RS) is calculated (5).

_ EMA(close, N)ofU
~ EMA(close, N)ofD

RS (5)

Based on RS, IBC is calculated (6) [8]:

100
1+RS

The Commodity Channel Index (CCI) is a technical indicator based on
analysing the current price change from the average value for some period. One
hypothesis is that if the price is shifted from its moving average by an interval
greater than expected for the period under consideration, a change occurs trend
[12,26]. To calculate the index is necessary to determine a typical price. Typical,
the cost is calculated as follows (7):

IBC = 100 — (6)

_ high; — low; + close;

. , ™)

Dt

where, p; is the typical price, high, is the maximum price for the period ¢, low,
is the minimum price, close; - closing price.
The index itself is calculated as follows (8)—(9) [8,17]:

pr — SMA,, (pt)

I =
CCL MAD,, (p;)

(8)

where CCI; is the Commodity Channel Index for the study period ¢, SMA,, (p;)
is the simple moving average of a typical price, MAD,,(p;) is the absolute average
deviation of the typical price from their moving average for the period n.

n—1
1
SMAn(pt) = E E DPt—i,
i=0

n—1

1
MAD,(pt) = n Z [pt—i — SMA, (pn)|
i=0
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The Medium Direction Index (MDI) is a technical indicator that signals that
the market is in a solid and unchanging trend. For calculation of the index, it is
necessary to determine the index of the direction of the hand (10)—(13):

+M; = high; — high, ,,

(10)
_Mt = 10Wt—1 — IOWt,

where 4M; is the positive movement, —M; is the negative movement, high,,
low; is the current maximum and minimum market prices, high, ;, low;_; are
the maximum and minimum market prices for the previous period.

+Mt7if + My > —Miand + M; > 0,

+DM,; = .
O,Zf"‘Mt < —Mor + M; <0

(11)

)

DM, — O,if—Mt<+MtOt—Mt<07
e —Mt,’if—Mt > +Miand — M; >0

where +DM;, —DM; are the positive and negative directional movements.

| + DM, — —DM,|

DXI; = 100 - 12
¢ =100 +DM,; + —DM, ’ (12)

where DXI; is the direction index.
ADI; = MA(DXI;,n), (13)

where ADI; is the Average Direction Index, MA is the moving average with
period n.

3.2 Market Model

In this work, the stock market is modelled as the Markov process solution (MPS)
[4,26], as the agent’s task was chosen to maximize the expected income.

To model the stochastic nature of the dynamic Securities Market, MPS used
becomes as follows [11,14,17]:

— Status s = [p, h, b]: a vector comprising share price — p € Rf, quantity shares
in the portfolio — h € Zf , the final balance in money — b € Rf , where D
— dimension of space, number of shares 30, + in the notation reflects non-
negative value.

— Action a: vector D elements. Actions on each of the shares include: sales,
purchase, retention, which results in a decrease, increase, and no changes in
h, respectively.

— Function reward r(s,a, s'): straight award from taking action a in a state s
and the transition to the state s’.

— The strategy 7(s): trading strategy for the state s, which is a division prob-
ability for actions that are possible in state s.



The Comprehensive Model of Using In-Depth Consolidated Training 133

— Q-value Qr(s,a): the expected decision to award a underway s according to
the strategy .

These assumptions are used to improve the model’s practicality: transaction
cost, market liquidity, risk aversion, etc. [3,18].

— Market liquidity: the stock is executed at the market price at that moment.
We believe that our agent does not significantly affect the Securities Market.

— An integral balance b > 0: possible actions cannot lead to a negative money
balance.

— The cost of the transaction, each transaction has Commission. There are many
different you-commissions, such as - commissions for exchange, commissions
for execution, and commissions for provision of services. Other brokers have
various commissions. Despite additional diversity, we believe that all commis-
sions in the model will be equal to wool 0.1% of the value of every transaction
(14):

Ct = ptkt . 0, 1%, (14)

where k; is the number of purchased active of ¢t-company.

— Aversion to risk in the market’s collapse [7,17] is some unpredictability cir-
cumstances that may provoke a market collapse, such as wars, the destruction
of market bubbles, domestic debt, and financial crises. To control risk metrics,
we use turbulence, which measures abrupt changes in the value of the asset
(15):

-1
turbulence; = (y; — p) Z(yt =pn) €R, (15)

?

where y; € RP is the profit from the sale of shares for the period t, u € R”
are the average historical profits, 3 € R(P*P) is the covariation of histori-
cal income. When turbulence is higher than the threshold, which means the
extreme state of the market, we prohibit any purchase or sale, and our agent
is forced to sell all shares.

3.3 Environment

Before training the neural network of deep learning with fixed, It is necessary
to create an environment for simulating trading in the re-world carefully. This
environment should be interactive and allow agents to study. It is essential to
consider various information for trading, such as historical stock prices, stock
controls by other agents, technical indicators, etc. The model agent needs to get
all this information through an environment and take the steps outlined in the
previous paragraph (Market Model). To create an environment and train the
agent, was used OpenAl gym [2,5,11,23].

— Space condition: used vector size 181, which is given in seven parts, which
reflect the space of market states with some number of shares (30): [bt, pt,
ht, Mt, Rt, Ct, Xt]. Where:
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b € R, : available money balance at time ¢.

Pt € Rioz share price at the time of market closing on day t.

Tt € Zioz the number of shares owned by the agent.

M; € R30: Technical Convergence/Divergence Indicator Sliding (TCDIS)

at the time of market closure. TCDIS - is one of the most popular change

indicators in averages [8].

e R, € R?: Relative Strength Index (RSI) is calculated at the cover price.
RSI measures how much prices have changed. If these are on the supported
support level, the stock is too much sell, and we can use the action - buy.
If the price is kept - there is a level of resistance, which means that the
stock is bought too much, and we can use the action - sale. [8].

e C; € RYY: Commodity Channel Index (CCI) is calculated using the high-
est, lowest, and closing prices. CCI compares the current price with the
average cost for a certain period to help choose between buying and selling
[12].

e X; € R3: The Average Direction Index (ADI) is calculated by the high-
est, lowest, and closing prices. ADI measures how much the price is mov-
ing [4,13].

— Space Action: For every shared space with action —m,...,—1,0,1,... n,
where n and —m are the number of shares that can be bought and sold,
respectively. Also, on n and m is the condition, n,m < hmaz, where hmax
is the maximum number of shares per transaction. Thus, the size of the state
space becomes twist (2k 4 1)30. Then the state space is normalized to [-1,1];
yes, both the A2C and PPO algorithms use the Gaussian distribution for
their strategy function.

Organization of computer memory: this amount shares types of multimodal
data, attributes, neural network layers, and cost batch size significant memory
[4,8,9,12,13]. To solve the problem of memory needs, use a boot-on-demand
method for efficient memory use.

As shown in Fig. 1, this method does not store anything in memory but
generates as needed. Memory is used only when prompted, which reduces use.

3.4 Sampling Rate

Highly liquid stocks of the DOW index were chosen for training, as the envi-
ronment considered in this paper did not simulate liquidation delays financial
assets. Index shares were selected for analysis because Index funds are a reliable
investment strategy that is currently the best of 99% of traders. Their approach
[7,10,25] analyzed the efficiency algorithm.

Data can be obtained from the Composter database using Wharton Research
Data Services (WRDS) [3,6]. The dataset is divided into two samples: training
and test. Training and validation were conducted on the training sample.

Three-component models were trained during the training stage, namely
PPO, A2C, and DDPG. After that, the validation stage was necessary to adjust
and select hyperparameters of models, such as learning rate and quantity of
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Fig. 1. Schematic representation of the download-on-demand method.

learning episodes. After that, we collected information on a test sample on the
behaviour of all models and test strategies for comparison.

The training sample included data from 01.01.2009 to 01.10.2015. The vali-
dation sample included data from 01.10.2015 to 01.01.2016. The training sample
consists of the period from 01.01.2016 to 08.05.2020.

The model continues to learn even during the testing stage to improve the
model efficiency. This helps the agent to adapt to the dynamic market.

3.5 Depth Neural Network

Deep learning is a field of machine learning based on algorithms that try to
model high-level abstractions in the data, applying a depth graph with several
machining layers constructed of several linear or nonlinear transformations.
In-depth learning is part of a broader family of machine learning methods
- based on learning data characteristics. Observations (e.g. an image) can be
represented in many ways, such as vector brightness values for pixels, or in a
more abstract way as set edges, areas of a specific shape, etc. Some representa-
tions are better than others. In simplifying the learning task (for example, facial
recognition or expression) face). One of the promises of in-depth learning is to
replace the signs of manual labour with practical algorithms for automatic or
semi-automatic learning of characters and the hierarchical selection of features.
Research in this area tries to make better representations and create models
to teach these representations from large-scale unlabeled data. Some of these rep-
resentations were inspired by the achievements of neuroscience and the motives of
schemes for processing and transmitting information in the nervous system, such
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as neural coding, which tries to determine the connection between various stim-
uli and associated neural responses in the brain. In-depth learning algorithms
are based on distributed representations. The assumption underlying distributed
models is that the observed data are generated by the interaction of factors orga-
nized in it.

In-depth learning assumes that these factors correspond to different levels
of abstraction or construction. To ensure different degrees of Variable amounts
and sizes of layers can be used. Deep learning uses this idea of hierarchical
explanatory fa- where lower-level concepts are taught in more abstract ways.
These architectures are often built-in layers greedy method. Deep understand-
ing allows you to unravel these abstractions and pick out good signs for edu-
cation. For guided learning tasks, in-depth learning methods are avoided by
designing features by converting data into compact, intermediate views like the
main components and removing the layered structures that eliminate redundancy
in presentation. Many in-depth learning algorithms are applied to spontaneous
training. This is an essential advantage because unlabeled data is usually thicker
than labelled. Examples of deep structures that can be trained spontaneously
are neural compressors of history and deep networks of beliefs. A deep neural
network is an artificial neural network with several hidden layers. Like conven-
tional neural networks, DNNs can model complex nonlinear relations between
elements. In the learning process, The DNN model obtained tries to represent
the object as a combination of simple primitives (for example, in the problem
of recognizing faces by such primitive you can be parts of the face: nose, eyes,
mouth, and so on) [14,18].

Additional layers allow the construction of abstractions of ever-higher lev-
els, which enables the construction of models for recognizing complex real-world
objects. As a rule, deep networks are built as networks of direct distribution.
However, recent studies have shown the technique of depth- training for recur-
rent neural networks. Convolutional neural networks are used in machine vision,
where this approach has proven effective. Active. Convolutional neural networks
have also been used for recognition languages. Learning deep neural networks
can be done with the help of the usual error backpropagation algorithm. There
is an extensive number of modifications to this algorithm. Thus, several can be
used rules of adjustment of scales. For example, the training of weights w;;(¢)
algorithm stochastic gradient descent rhythm (16):

oC

wij (t + 1) = wij (t) + V(Swij .

(16)

In the deep neural network scheme (see Fig. 2), 1 is the input signals, 2 is the
scales connections between neurons, 3 is the output signals, and 4 is artificial
neurons.

3.6 Q-learning

Q-learning is an algorithm of modeless learning with reinforcement. Q-learning
aims to create strategy m, which tells the agent to go for action in certain cir-
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Fig. 2. Scheme of a deep neural network.

cumstances. It does not require a model environment (hence the refinement
“modeless”) and can solve stochastic transitions and rewards without adapta-
tions.

For any completed MPS, Q-learning finds an optimal strategy. It maximizes
the expected value of the total gardens over any successive steps starting with
the current state.

The weight for the step from the state to d; steps in the future is calculated as
u’t, where 1 is the depreciation coefficient e is a number from 0 to 1 (0 < p < 1),
and gives the effect of prioritizing the evaluation of previously received rewards
above those received later [7,23].

The core of the algorithm is the Bellman equation, which uses a weighted
day of the old value and new information (17):

Q" (s¢,a¢) = Q(s¢,a:) + - (1e + p - mazxQ(se41,a) — Q(s¢,a¢)), (17)

where r; is the reward obtained in the transition from state st to state s;11, and
« is the pace of learning.

The learning rate, or step size («), determines how much the new information
will override the old one. A factor of 0 will make the agent not learn anything
(using only a priori knowledge). In contrast, coefficient 1 will make the agent
consider only the latest information (ignoring prior knowledge to explore oppor-
tunities). In an entirely de- in terminated environments, the optimal learning
rate is a:(s,a) = 1. When giving is stochastic, the algorithm will still match
under some technical conditions at a pace of learning that requires it to be
reduced to zero. In practice, often use a constant rate of knowledge, such as, for
example, a; = 0.1 for all t.
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3.7 Reinforcement Learning

Reinforcement learning includes an agent, a plurality of S states, and a plu-
rality of Action A. Acting a € A, the agent moves from one state to another.
You-performing a certain action in a certain state provides the agent with a
reward. The primary agent’s goal is to maximize his reward function. He does
this by adding the maximum reward that can be achieved from future states
to achieve its current state, thus affecting current action by a potential future
reward. This is a possible reward, the weighted sum of the mathematical expec-
tation of the rewards of all subsequent steps, starting from the current state.
Mathematically, the task of reinforcement learning is a Markov decision-making
process and consists of:

— Set of states’ S.

— Set of actions A.

— Reward function r(s, a) — a function that displays related condition and action
to reward.

Review of the Markov decision-making process:

— The agent performs an action al in the state s;.
— Medium is steam state values and reward action and returns r1(aq, $1).
— Agent later, the following state (s2).

This is repeated until we reach the last state. Task agent: to find a strat-
egy of m following conditions and actions that maximize an acute measure of
amplification. In general, the environment is expected to be deterministic, i.e.
the performance of the same activities in the same state in two different cases.
It can lead to other states or additional value rewards. However, the medium
must be stationary, i.e. probability of transitions to the state or the receipt of
specific gain signals will not change over time. Each strategy leads to a particu-
lar trajectory of states, actions and rewards. We use the function of the values
of V' to determine how well specific activities and conditions are for the agent
who follows the strategy. The optimal Q-value function Q* gives us the maxi-
mum possible value from a given pair of state actions in any process. One of the
fundamental properties is that it must satisfy the optimality equation Ballman.
The optimal Q-value for the state-action couple equals the greatest reward that
the agent can receive from the action in the current state. The equation has the
form (18):

Q*(s,a) = B[Ry + 1+ p - maxd' Q*(s',d)]. (18)
Because using the Ballman equation it is possible to calculate each of the steps,
it allows us to determine the optimal strategy: we know the value of the next
pair of states and actions, so the optimal approach is to reproduce the actions,
which maximize the expected value (19):

R+ pQ*(s',a'), (19)

where R is an immediate reward, Q*(s’, a’) is the optimal Q-value for the state in
which we find ourselves, p is the depreciation factor. So the optimal strategy 7*
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can allow us to choose the best actions for a particular state based on expected
reward (see Fig. 3).

State S:

Agent

¥t -
Action ar
re+l

Environment «— 1

Y Y -

St+l

Fig. 3. Schematic representation of the agent-environment interaction.

3.8 Actor-critic Model

Pseudocode of the Actor-Critic algorithm (see Algorithm 1), where a;; is the
selected action, sit is the state, in which the agent is located, V" is the average
base value, Vg‘] is the average cumulative award, A is the advantage.

Algorithm 1: Actor-Critic algorithm

Repeat:

1. : Generate trajectories {(s;,a;)} using mp(als)
: Update weights V7 (s) (1 method)
: AW(SZ‘, CLZ‘) = R(Si, Cbi) + Vﬂ-(si+1) — V”(si)
: Vo J(0) = 3_; Vo log (mg)(silai) A" (si, as)
10— 0+ aVeJ(0)

Uk N

Actor-Critic comes from a pair of models that approximate the function cost
and strategy. The network that brings the strategy closer is called the Actor,
and the network a cut approximates the value function is called a critic.

At the beginning of training, the actor does not know which action to choose,
so he chooses an action randomly. The critic observes the actor’s action and gives
feedback. Study-Following this response, the actor updates the strategy, while
the critic updates the function cost.

3.9 Advantage Actor Critic (A2C)

A2C [21] is a standard algorithm of the actor-critic model, and it is used as
a component of the ensemble model. A2C is used to improve the grad-change
strategy. A2C uses “advantage” to reduce variability gradient strategy. Instead of
just predicting the reward function, the network the critic assumes the position
of superiority. Thus, the assessment of actions depends on how good the action
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is and how better it could be. This reduces the high variability of the strategy
but makes the model less small and adaptive to abrupt changes.

A2C uses a copy of the same agent to update the gradient. That of one
sample. Each agent independently interacts with one environment. After the
agent completes the gradient calculation on each iteration, A2C is used. It uses
a coordinator to average the gradient between all network agents.

Thus, the global network updates the actor and the critic.

Goal function for A2C algorithm (20):

T
VJs(0) = B> Vglog (mo)(stlar) Ase, ar) (20)
Or
A(seyar) = 1(Se, at, St41) = vV (8p11) — V(8t) (21)

3.10 Deep Deterministic Policy Gradient (DDPG)

DDPG [24] is used to push toward profit maximization weave. DDPG com-
bines Q-learning approaches and gradient strategies and uses neural networks as
approximation functions. Unlike Reinforcement Learning (DQN), which learns
using Q-values of tables, and suffers from exponential deceleration with increas-
ing feature space [9], DDPQ on-learns directly from observations through a gra-
dient of strategies.

At each step, the DDPG agent performs the action a; in the state s; receives
reward r; and goes to state ;1. Transitions (s¢, at, St.41,7¢) are stored in buffer
R. A blocks of N transitions is restored with R, and the Q-value of y; is updated
as follows (22):

yi = 15+ vQ (si41, 1 (si41]60*,09)),i =1,...,N (22)

The critic is updated accordingly, minimizing the loss function L(#%), which
is the expected difference between the target network of the critic @', and the
current network critique of @, that is (23):

L(GQ) = E8t7at,rt,8t+1bUHer[(yi - Q(St> a’t|9Q))2] (23)
DDPG effectively updates the strategy for a constant space of action, therefore
suitable for trading.

3.11 Proximal Policy Optimization (PPO)

PPO is researched and used as a component in an ensemble model. PPO is used
to control strategy gradient updates and guarantee that the new strategy will
not differ from the previous one.
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3.12 Ensemble of Models

The purpose of this work is to create an adaptive trading strategy. We use an
ensemble model to choose the best method for each situation.

This work was used to combine models into an ensemble Bagging method.
All three models of the ensemble train in parallel on random pieces of a sample of
one training dataset. Choice of ensemble result-averaging. The image (see Fig. 4)
schematically shows how this method works.

v
Chla;,
.

Averaging

Fig. 4. Bagging

4 Experiment and Results

4.1 Training of Individual Models of the Ensemble

Using ready-made, trained models from the OpenAl Gym environment does not
provide manual tuning of hyperparameters for the used models (PPO, A2C,
DDPG), so most of the experiments in this work rely on direct testing of ready-
made models and ensemble models, and comparable with selected standards
(DOW index fund, minimization strategy variability) (see Fig.5).

Figure 5 shows the comparative characteristics of the component ensemble
models according to the metrics of the Sharpe coefficient.

Table 1 made an additional column, the best model for another period by the
Sharpe coefficient.

4.2 Training and Analysis of the Ensemble

When analyzing an ensemble, it is necessary to check whether the costume is
better than the used component models because otherwise, the benefits of com-
bining models are missing (see Fig. 6).
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Fig. 5. Sharpe coefficient for ensemble models

Table 1. Sharpe coefficient for ensemble models.

Interval PPO | A2C | DDPG | The bet model
2016/01-2016/03 | 0.06 | 0.03| 0.05 |PPO
2016/04-2016/06 | 0.31| 0.53| 0.61 |DDPG
2016/10-2016/12| 0.11| 0.01| 0.09 |PPO
2017/01-2017/03 | 0.53| 0.44| 0.13 |PPO
2017/04-2017/06 | 0.29 0.44| 0.12 |A2C
2017/07-2017/09| 0.4 | 0.32| 0.15 |PPO
2017/10-2017/12|-0.05 |-0.04 | 0.12 |DDPG
2018/01-2018/03 | 0.71| 0.63| 0.62 |PPO
2018/04-2018/06 | —0.08 | -0.02 | -0.01 | DDPG
2018/07-2018/09 | -0.17 | 0.21|-0.03 |A2C
2018/10-2018/12| 0.3 | 0.48| 0.39 |A2C
2019/01-2019/03 | -0.26 | -0.25 | -0.18 | DDPG
2019/04-2019/06 | 0.38 | 0.29| 0.25 |PPO
2019/07-2019/09 | 0.53| 0.47| 0.52 |PPO
2019/10-2019/12 | -0.22 | 0.11|-0.22 |A2C
2020/01-2020/03 | -0.36 | —0.13 | -0.22 | A2C
2020/04-2020/05 | —0.42 | -0.15 | -0.58 | A2C
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run_ensemble_strategy(df, unique_trade_date, rebalance_window, validation_window)

======Trading from: 20200406 to 20200707
previous_total_asset:1642563.8331977944
end_total_asset:1651496.8197026039
total_reward:8932.986504809465

total_cost: 707.3734225074006

total trades: 93

Sharpe: ©.2836714121593213

Ensemble Strategy took: 150.1863147139549 minutes

Fig. 6. Example of terminal output during training

Cumulative Return with Transaction Cost

Cumulative Return

Jan 4 May 5 Sep 4 Jan 4 May 6 Sep 5 Jan s May 7 Sep 6 Jan 6 May 8 Sep 7 Jan7 May 8
2016 2017 2018 2019 2020

Fig. 7. Cumulative income for various investment strategies, namely PPO, DDPG,
A2C, ensemble model, minimal variability, and Dow Jones Industrial Average (DJIA),
with an initial investment of $1,000,000.

Table 2. Portfolio indicators for various investment strategies (PPO, DDPG, A2C),
ensemble model, minimal variability and Dow Jones Industrial Average (DJIA)

2016/01,/042020/05/08 | Ensemble model | PPO | A2C | DDPG
Cumulative return 70.4% 83.0% |60.0% |54.8%
Annual return 13.0% 15.0% | 11.4% |10.5%
Annual volatility 9.7% 13.6% |10.4% | 12.3%
Sharpe ratio 1.3 1.1 1.12 0.87
Max drawdown -9.7% -23.7% | -10.2% | -14.8%

Figure 6 shows an example of terminal output, and the fragment used a pro-
gram that trains an ensemble. When analyzing a costume, it is necessary to
check whether the chorus is better than the used component models because
otherwise, the benefits of combining models are missing.

Model for a specific period (see Fig. 7). All removed data are stored for further
analysis.

Figure 7 shows the cumulative return for different investment strategies com-
pared to the ensemble model and the selected standards.
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4.3 Behavior of the Ensemble Model with High Market Turbulence

As part of testing the generalization of model trading skills, an ensemble was
chosen to simulate a situation of high turbulence. The agent must learn to min-
imize costs and choose less risky actions in this situation. This situation was
selected as a test sample period from January to May 2020.

—— PPO —— Ensemble —— A2C —— DDPG DJIA Min-Variance = = Turbulence Index
0.2
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Fig. 8. Cumulative income for various investment strategies, namely PPO, DDPG,
A2C, ensemble model, minimal variability, and DJIA, during the period of high tur-
bulence index (Beginning of 2020).

Figure 8 shows the cumulative income for different investment strategies with
solid multicolored lines. Starting from March, you can see a sharp decline in
revenue for Minimum Variability strategies and DJIA (DOW index fund). At
this time, the market reacted to COVID-19, and a sharp increase in turbulence
was noticeable. The ensemble model and its components show the best results,
losing the least money in this and subsequent periods.

5 Discussion

In Fig. 5, it can be seen that some models behaved differently at different sam-
pling intervals. This may mean that each model is adapted under specific market
situations. The optimal combination of models will improve trading results due
to using the best model for the position.

In Fig. 6, it is seen that the ensemble model receives many times better results
than DJIA and a portfolio of minimal variability. From Table 2 as well it can be
seen that the ensemble achieved a higher Sharpe ratio (1.30) than DJIA (0.47)
and minimal variability (0.45). This means annual income is higher, although
the investment risks are lower, demonstrating that the ensemble model optimizes
the balance of risk and return better than the models.

Figure 7 shows that the ensemble model and the three-component models
are well applied to market collapse conditions, which means that models have
learned to use the turbulence index for early stock sales and minimization losses
during, for example, the collapse of the stock market in March 2020. We can
change the threshold of the turbulence index to regulate risk aversion.
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The results show that the ensemble model is better than the three sepa-
rate algorithms. The Dow Jones average and the portfolio minimize fluctuations
within the Charpy ratio by balancing risk and return.

— Ensemble by the method of Bagging deep neural networks demonstrates bet-
ter results than modern analysis methods of the securities market.

— The developed environment for simulating the securities market is an ade-
quate model for training agents.

— Begging as an ensemble method effectively combines actor-critic models,
improving results.

— Ensemble and state-of-the-art models are better adapted to market conditions
than 70% of people and are the two most popular strategies.

6 Conclusions

This paper explores the potential of using acting-critical models as an ensem-
ble. Models such as Proximal Police Optimizer (PPO), Advantage Actor-Critic
(A2C) and Deep Determinist Police Gradient (DDPG) were used to teach trad-
ing strategy. For the model to adapt to different situations, Begging from three
models in the ensemble was used.

However, it would be interesting to study the empirical estimates of our
algorithms in such conditions to evaluate their applicability in such scenarios.
There are several other ways in which our results are limited and offered for
future work. First, it is a question of the speed of convergence. Ideally, we would
like to get analytical results. Still, it would be helpful to conduct a thorough
empirical study, changing the parameters and graphs in a more advanced and
complex way than we have done here. Second, the algorithms could be extended
to include acceptability traces and least-squares methods. An analysis should be
performed to study the sensitivity of the submitted algorithms to various system
parameters and settings. As discussed earlier, the former seems simple, while
the latter needs more virtual extensions. Next, research is needed on the choice
of essential functions for the critic to estimate the policy gradient reasonably.
Finally, applying these ideas and algorithms to a real problem is necessary to
assess their ultimate usefulness.
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Forest fires, which occur in most countries of the world, cause irreparable damage
to the environment and the economy. Every year, devastating forest fires break
out in Spain, Portugal, Australia, Greece, the United States, and other countries.
Due to the sharp warming of the planet and climate change, the scale of forest
fires, the speed of their spread, and the damage they cause is catastrophic. For
example, in July 2018 - a fire in Greece, killed about a hundred people and more
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Abstract. Forest fires cause great damage to the environment and are
difficult to predict and eliminate. Mathematical models of temperature
regimes of forest fires can create a scientific basis for improving the
effectiveness of firefighting measures. The study of fire propagation pro-
cesses and temperature regimes during a fire is an urgent task that many
researchers are engaged in. The processes of heat exchange in the process
of fire are very complex and include many factors. For this reason, they
are difficult to model. The equations of heat transfer processes them-
selves are also difficult to solve and obtain analytical solutions.The aim
of this work is to create a mathematical model of the ignition of a needle
from the flame of a moving ground fire. The solution of the set tasks was
carried out by the method of direct integration.The model of the process
of heating the lower part of the tree crown due to the moving grass fire
described in this paper has the advantage that it is based on mathemat-
ical calculations that can be easily performed using the mathematical
software package Maple. The program in the Maple package is offered,
which, depending on the input data: the size of the fire area, the speed
of fire spread, the distance from the ground to the bottom of the crown,
calculates the air temperature. These results can be used to calculate
and assess the operational situation during forest fires.
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than 180 victims [1]; in September 2020 - the area of forest fire in California
(USA) was more than 800 thousand hectares, more than 3300 buildings were
destroyed, 14000 firefighters were involved in the elimination of this fire [2]; in
August 2021 - forest fires had flared up and become catastrophic, uncontrollable
in Greece, Turkey, and other Mediterranean countries [3]; in January 2022 - a
devastating catastrophic forest fire in Colorado (USA) destroyed several hundred
buildings in just a couple of hours. Unfortunately, Ukraine is no exception [5].
Only since 2022, about 90 forest fires with an area of more than 400 hectares
have been eliminated in Ukraine [4].

Under such conditions, the study of the processes of forest fires becomes
very relevant. To effectively organize the processes of forest fire prevention, by
anticipating possible directions of its spread and effective organization of forest
fire fighting, it is necessary to understand the course of forest fire and identify
natural and anthropogenic factors that have the most significant impact on its
development and spreading. The experimental study of forest fire on a physical
model is expensive and almost unrealistic. The most appropriate is the mathe-
matical modeling of the development process and spread of forest fires, to study
them. Which in turn cannot be done without using the capabilities of modern
information technology.

2 Literature Review

In scientific periodicals, we find thousands of publications related to this issue.
Each of these publications contributes to the prevention of this scourge. Many
works are devoted to computer modeling of fire contours and fire propagation
[6,7,10,11,16,17]. In particular, in [6] the author considers each point of the
forest fire contour in space separately, regardless of neighboring points, how-
ever, such a model for constructing the movement of the forest fire contour can
be reliable only when describing convex contours. In [17] the author uses the
method of predicting the shape of the forest fire contour, which is based on the
construction of an extrapolated image of a certain stage of forest fire develop-
ment using extrapolation formulas and available images of previous stages of its
development. However, over time, the shape of the forest fire circuit completely
“forgets” the previous form of ignition. In [7] the author investigates the relation-
ship between the rate of propagation of the forest fire contour and the effects
of flame geometry and slope. The relationships between flame geometry and
Froude’s convection number have also been studied in [15,18,19]. In particular,
experimental testing of these models was carried out in [21-23].

The most well-known simulation models of forest fires are Rothermel [8] and
Wang Zhengfei [13,25]. However, for proper operation, they require a large num-
ber of input parameters, which, as a rule, in the conditions of rapid large-scale
forest fires are absent. In addition, the Zhengfei simulation model [25] is valid
only when modeling the spread of forest fire in areas where the terrain has no
slope of more than 60°. Particular attention should be paid to works on math-
ematical modeling of heat transfer and heat and mass transfer processes during
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forest fires [9,12,20,24]. In particular, in [12] a mathematical model of the process
of heating the needle due to radiant heat radiation from the surface in the form
of a rectangle can set the time of its heating to the autoignition temperature.
In [9], a mathematical model for predicting the spread of the landscape forest
fire contour was developed, taking into account three types of heat exchange:
heat conduction, convective heat exchange, and heat radiation. It should be
noted that a number of the above models meet the requirements for validation
of forest fire spreading models specified in [14].

Most of the above models require a large number of input parameters that are
not always available and perform complex mathematical calculations. Obviously,
without using modern integrated software systems and software packages to
automate mathematical calculations they are unusable.

In addition, in the conditions of ephemerality and uncertainty of the develop-
ment of large-scale forest fire, the head of forest fire extinguishing, to begin the
process of forest fire extinguishing it is necessary to obtain at least its general
characteristics as soon as possible. Therefore, in order to optimize the time of
obtaining a model of forest fire, we neglect a number of input parameters that
can be specified in the process of forest fire and build a simplified mathematical
model of burning needles on tree canopies from the flames of mobile grassland
fire using Maple.

3 Problem Statement

Many scientific publications are devoted to the problems of modeling the spread
of fire. It is necessary to single out works devoted to modeling of fire torches,
construction of simulation models of fires. Calculation of temperature regimes
during an open fire is associated with great technical difficulties. Such models
need to take into account a large number of parameters and conditions and three
types of heat transfer: thermal conductivity, convection, radiation. As a result,
the mathematical model consists of differential equations in partial derivatives
of higher orders. For such models it is almost impossible to obtain solutions in
analytical form. In addition, such models are very difficult to algorithmize and
program. We propose to consider a model based on the laws of radiation without
taking into account convective heat transfer. This model is much simpler because
it is described by a first-order differential equation.

The aim of our study is to create a mathematical model of heat transfer
during a ground fire, which can be used to set the air temperature at the desired
height depending on the time, speed of fire and the size of the fire area. To
create this model, we rely on the known equations of the laws of heat transfer
in the process of heating the surface of a certain area to a certain temperature.
In our model, we want to take into account that the area of the fire is moving at
a constant speed. For convenience of calculations, we believe that the fire area
has a rectangular shape. In our model, we introduce a coordinate system that
allows you to take into account the dynamics of the fire at a constant speed. In
the process of modeling, we expect the opportunity to obtain the dependence of
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temperature on time. The differential equation includes the angular irradiation
coefficient, which is also a function of time. In this situation, there are difficulties
with integration. As a result, we obtain the solution of the differential equation
in implicit form. Modern software allows you to perform calculations and get
point results in the required number with a high speed of calculations. We have
created an algorithm, which is later presented by pseudocode in our article. We
performed calculations using the Maple mathematical package. In the first stage,
integration steels are calculated for each value of the distance from the fire to
the lower part of the crown, in the second stage, irradiation coefficients and
temperature values are calculated.

4 Matherial and Methods

Consider the theoretical foundations of our model. To heat some surface with
area S with temperature 7', irradiated from the surface of the rectangle of con-
stant temperature 77 (consider the surface flat) during time dt, the amount of
heat will be spent

Q = oe(Ti — T 1)

From another point of view, heating this surface by a magnitude dT" determined
by the formula
Q = cmdT (2)

where m is the weight of surface, unit of measurement - kilogram o is the Stefan-
Boltzmann constant, € is the emissivity, ¢ is the angular irradiation coefficient
(by Lambert’s law), ¢ is the specific heat, i‘;ﬂf We assume that all the heat
received by the radiation will be spent on heating the surface. Equate the right

parts of formulas (1) and (2). We obtain a differential equation:

emdT = oe(T} — T*)y(t)Sdt. (3)

This equation describes the process of heating the surface to temperature T =
T'(t) over time t.
The initial condition for this equation is the condition:

T(0) =Ty

The radiation coefficient ¢ for an element of an area dS and a flat rectangle
parallel to it , if the normal to the element passes through the angle of this
rectangle is determined by the formula (Fig. 1)

1 a b b a
=—(—— + ——
2m <\/a2+7"2 Va2 +r2 Vb2 42 \/b2+r2>

For the case if the irradiated area dS is located opposite the center of the
rectangle, the irradiation coefficient is determined by the formula

arctan

arctan

(0
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A

> < ¢ ds
7 m

Fig. 1. Irradiation of a stationary surface

2 a b b a
= — | —/—=——==arctan + arctan
v=q (\/a2+4r2 VaZ +4r2 - /b2 + 4r2 \/b2+4r2>
For the case if the irradiated area dS is located opposite the point of the

rectangle, which has coordinates (z;y), the irradiation coefficient is determined
by the formula

I'C

(5)

2 Y T x Y
= — | ——=——= arctan + arctan ———
m <\/y2+4r2 VR +r? o a2 +y? \/xQ—H"Q)
L 1 Y ; b—z L b—x + Y
— | —==== arctan arctan ——————
2 \ \/y? 412 ViZ+r? o (b —x)? + 2 (b—x)2+12

1 a—vy ¢ T n T ¢ y
————— arctan arctan
2 (a—y)?+r? Vie—y)?2+r2  Va2+r? Va? +r?

19"y ctan—0=F)
+2w(¢m t W)

+ L <(b —2) arctan ——— 2 ) (6)
w\ Vo -

Consider a needle or leaf, which is at a height of r, m from the ground. The
surface of a flame is considered to be a horizontal rectangle a, m long and d, m
wide, moving at a constant speed x = v(t — tg) in a direction perpendicular to
the leafes or needles. Heat exchange between the needle or leaf and the moving
surface is carried out according to formula (5). If you choose a coordinate system
so that the needle is projected on a straight line passing through the center of
the rectangle, parallel to the width d and impose the condition that at the time

t = 0 the moving surface is in position —z (Fig.2), then formula (5) will look
like
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1 r+d
= arcta.
T /a2 + 4r? va? + 4r?
1 2v+d a
a
T/ (2x + d)? + 4r? (22 + d)? + 4r2
1 ; 2x —d
arctan
T a? + 4r? va? + 4r?
1 2z —d
+ - < arctan ¢ (7)
T /(22 — d)? + 4r? (2x — d)? + 4r?
Substitute in (7) = vt, we obtain
ot 1 a arcta 2ut+d
== rctan
T Va2 + 4r? va? + 4r?
1 2vt +d a
— arctan
T \/(2vt + d)? 4 412 (2vt + d)2? + 4r?
1 a ; vt —d
—— ———— arctan ——=
T a? + 4r? va? + 4r?
1 20t —d
Y arctan a (8)
T/ (20t — d)? + 4r? (2ut — d)? + 4r2

In Eq. (3), separate the variables and integrate both parts of equation. As a
result, we obtain

cm

dT
% @ :/w(t)dt (9)
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Using the method of integration by parts, we obtain the expression for the
right part (9):
— [t =

a 2ut +d 2ut +d 1 (2vt + d)?
In (14—t

~ 2 a? 4 4r?

arctan —
Va2 + 4r? VaZ+4r2 2
1
+—+/(2vt + d)? + 4r? arctan a
2um

(2ut + d)? + 4r?

1
Jr—f In((2vt + d)? + 4r* + a?)

2um 2
a 2vt— 2ut —d a (2ut — d)?
+————arctan ——— — — In —
2um \/0,2 + 47‘2 va? + 4r2 41)71’ a? 4 4r2
1 a
+—/(2vt — d)2 4 4r? arctan
2vm ( ) (2ut — d)? + 4r2
+ L (2ot — d)? + 42 + a?)) (10)

4um

After direct integration of the left part of formula (9) we obtain

dT 1 T+ T T
=— (1 2 arctan — | + C 11
/T4 T 4T13(n’T1T‘+ M“’mn)+ (11)

Thus we obtain the analytical expression of the general integral of the differential
equation, which describes the process of heat transfer between the needles and
the moving surface of the radiation.

em 1 (1 ‘TlJrT‘

T
an - 2 arctan — | = (t 12
Soedm? \|T 7| " arcanT) v +C (12)

1

Equation (12) is transcendent. To find the approximate solution, we decompose
the left-hand side of this equation into the Taylor series.

TW+T
T —T

T 2T} 272 4T3 2T T3
In ‘ ’ + 2arctan — ! L L

T, T-T, (T-T)2 3T-T T, 3%

To find the integration constant, we substitute the initial conditions and input
data. After substituting the constant in Eq. (12) we can find the value of tem-
perature. Finally, the equation for finding the temperature has the form:

2T 272 AT o7 T3
— = —ypt)+C 13
T-T, (T—-T)? 3T-T) T, 3T} v + (13)
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5 Experiment, Results and Discussion

The model of temperature regimes of the lower part of the tree crown created
by us has an implicit analytical solution given in formula (12). Dependence (12)
is a transcendental function with respect to the variable T. We have solved this
problem by decomposing the left-hand side of Eq. (12) into the Taylor series. As
a result of such replacement the accuracy of the solution is lost. But the advan-
tage is that the resulting equation is an algebraic equation of the third degree.
Such equations can be solved quickly with the help of application mathematical
packages that are publicly available. For this reason, the Maple software package
was used to find the roots of this equation. Based on it, a program was created
to calculate the integration constant and find the temperature of the needles or
leaves of the tree depending on the distance from the soil surface to the bottom
of the crown. The program takes into account the possibility of correcting the
speed of fire, the size of the fire area, the distance from the soil surface to the
bottom of the crown. The advantage of this method is the high speed of calcu-
lations, the availability of software. The input data to the problem are shown in
Table 1. The flame temperature of the moving area is taken 77 = 900 K. This
is an average that can be replaced with another value if necessary. Assume that
the ambient temperature is Ty = 293 K. The program provides the ability to
change the size of the fire zone and the speed at which it spreads. The speed
of ground fire propagation, which is v = 0,004 meters per second, is taken for
calculations. In addition, we have created an algorithm for calculating the tem-
perature regime. Presented below Algorithm 1 describes the stepwise procedure
of temperature calculations.

Table 1. The input data to the problem

No. | Abbr. | Assentiality Quantity Dimension
1 |a The width of the fire area 2 meters
2 |d The lendth of the fire area 2 meters
3 |r The height of the lower part of the tree crown | varies from 2 to 40 | meters
4 v Speed of fire spread 0,004 m/c
5 ¢ Specific heat 1172 ‘,’C‘;“IL{P
6 |To Embient temperature 293 K
7 T Flame temperature 900 K
8 |m Mass of a tree leaf 0,062 -1073 kg
9 |e Emissivity 0,7

10 |o The Stefan - Boltzman constant 5,67 m;/‘;&

11 ¢ time [0; tmaz] s
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Algorithm 1: Calculation of the temperature of the lower part of the
crown

Initialization:
calculate: calculate the integration constants C;
calculate the radiation coeflicients ¥ (t);
create an array of temperatures 7T
set: iteration counter r-the height of the lower part of the tree crown r;
iteration step of counter r stepl = 4
iteration counter k, iteration step of counter k step2 = 16
the size of the fire area a, d;
speed of fire spread v;
specific heat c;
embient temperature Tp;
flame temperature T7;
mass of a tree leaf m;
emissivity ¢;
the Stefan - Boltzman constant o;
a,d, v, stepl, step2, Ty - set of input parameters, can be changed by the
user, taking into account the operational situation on the fire
while r < r,,4, do
calculate the integration constant C
while k <t,,,, do
Calculate the angular irradiation coefficient ¢ ();
Calculate the temperature T (t)
k =k + step2;
end
r =1+ stepl;
end
Return array of temperatures 7.

Table 2. The results of the calculation of the integration constants

2 6 10 14 18 22
C 417,99 | 559,68 | 637,78 | 690,44 730,06 | 761,81

—
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Table 3. Dependence of crown temperature on time for different distances from the
soil surface

T t, c

0 16 32 48 64 80 96 112 128 144 160
r=2 [909.78|909.79 | 909.78 | 909.77 | 909.76 | 909.74 | 909.72 | 909.70 | 909.68 | 909.66 | 909.63
r==6 [905.13]905.13|905.13 | 905.13 | 905.13 | 905.12 | 905.12 | 905.12 | 905.12 | 905.12 | 905.12
r=10{904.91|904.91 | 904.91 | 904.91 | 904.91 | 904.91 | 904.91 | 904.91 | 904.91 | 904.91 | 904.90
r=14{904.78 | 904.78 | 904.78 | 904.78 | 904.78 | 904.78 | 904.78 | 904.78 | 904.78 | 904.78 | 904.78
r = 181904.69 | 904.69 | 904.69 | 904.69 | 904.69 | 904.69 | 904.69 | 904.69 | 904.69 | 904.69 | 904.69
r=22{904.63 | 904.63 | 904.63 | 904.63 | 904.63 | 904.63 | 904.63 | 904.63 | 904.63 | 904.63 | 904.63

The results of the calculation of the integration constants for the correspond-
ing values of the crown height are shown in Table 2. The dependence of the
temperature of the lower part of the tree crown on time is also shown in Table 3.
The obtained temperature indicators indicate that due to the mobile fire the
lower part of the tree crown heats up to the autoignition temperature. Another
important feature is the observed decrease in temperature by 4 K in the transi-
tion from a height of 2m to a height of 6 m from the soil surface. At transition
from height of 6 m to height of 10 m temperature decreases only on 1 K. From a
height of 10m to a height of 22m, the temperature remains almost stable and
is 904 K.

6 Conclusions

The study of fire propagation processes and temperature regimes during a fire
is an urgent task that many researchers are engaged in. The processes of heat
exchange in the process of fire are very complex and include many factors. For
this reason, they are difficult to model. The equations of heat transfer processes
themselves are also difficult to solve and obtain analytical solutions. The model
of calculation of temperature regimes of the lower part of the tree crown dur-
ing a grassland fire proposed in our work is based on the first-order differential
equation, the solution of which is obtained analytically. The calculation algo-
rithm created by us consists of two nested cycles, on the basis of which the
temperature array of the lower part of the crown is formed. The advantage of
our model is that it is algorithmic and is available for programming the necessary
calculations. The program in the Maple package is offered, which, depending on
the input data: the size of the fire area, the speed of fire spread, the distance
from the ground to the bottom of the crown, calculates the air temperature.
According to the results of modeling with input data: the flame temperature
of the moving area T7 = 900 K, ambient temperature Ty = 293 K, the speed of
ground fire propagation v = 0,004 m/s, it was found that the temperature at the
bottom of the crown varies from 905 K to 910 K. The model allows calculations
with any input data.The advantage of our model is the possibility of primary
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operational calculation of temperature regimes. The user enters the input data
and the program gives the desired result. These results can be used to calculate
and assess the operational situation during forest fires.
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Abstract. Scientific research is devoted to determining the areas of inte-
grated application of the formal method Event-B for the development
of environmental management systems. The practice of prevention and
elimination of environmental emergencies indicates the general nature
of risks in the field of environmental, industrial and occupational safety.
Accordingly, the management of these risks is optimally carried out on
a single basis - in the framework of the creation of environmental man-
agement systems (objects of management are considered man-made haz-
ardous objects, ecosystem objects). The application of the method of
formal verification of Model Checking and the method of specification of
requirements of Event-B at synthesis of administrative ecological deci-
sions is offered. The formalization of management decisions in the system
of ecological management in the conditions of abnormal ecological situ-
ations is given.

Keywords: Formal methods - Event-B - Failure modes - Effects (and
criticality) analysis - Fault tree analysis - Reliability of computer
systems * Ecological management system - Ecological systems

1 Introduction

The practice of prevention and liquidation of emergencies (EM) shows the gen-
eral nature of risks in the field of environmental, industrial and occupational
safety. Accordingly, the management of these risks is optimally carried out on a
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single basis - within the framework of integrated management systems (IMS), in
particular - HSE-management (management of labor protection, industrial and
environmental safety). ISM has become a “new word” in approaches to managing
organizations in various industries and levels. The creation of such management
systems involves the unification of approaches to ensuring activities in different
directions. The organization and support of ISM promotes equality of systems
and decision-making contribute to the continuous improvement of the organiza-
tion. It is a powerful tool to increase efficiency, obtain a synergistic effect and
save all kinds of resources [1-4]. It is known that the formal method of soft-
ware development (B-Method) was developed by Jean-Raymond Abrial in the
UK and France. This method has been used in Europe to create systems that
are critical to reliability (a mistake that poses a threat to people and other
resources). B-Method is considered as a set of mathematical technologies for
the specification, design and implementation of software components. Another
method called Event-B has recently been proposed. It is seen as an improvement
on the B-Method (also known as the classic B). Event-B has a simpler syntax
that makes it easier to learn and use. The tools that support it are defined as
the Rodin platform [6,9].

At present, the possibility of integrated application of the formal Event-
B method for the development of environmental management systems is not
scientifically substantiated.

The rest of the paper is structured in a following way. The Sect. 2 reviews the
literature on the integrated application of the formal Event-B method for the
creation of environmental management systems. The Sect. 3 presents the results
of a study of the application of the formal method Event-B in environmental
management systems. In Sect. 4, computer simulations are performed and the
effectiveness of formal methods is evaluated. The Section “Conclusions” summa-
rizes the research results and indicates the direction for the future work.

2 Review of Literature

For the development of environmental management systems, it is proposed to
use formal methods [5]. The use of formal methods involves the use of so-called
invariants, which are designed to monitor compliance with the properties asso-
ciated primarily with security functions.

The invariant allows you to check the implementation of one or more proper-
ties of the environmental management system and the corresponding require-
ments. It should be noted that all the requirements for the developed system,
both functional and non-functional, are potentially invariant. However, not all
requirements can be easily presented in a form suitable for use as invariants in
formal methods. In addition, not all requirements should be presented in the
form of invariants. The very task of generating (searching, synthesizing) invari-
ants is not formal. Its decision depends on the experience and qualifications of
the developer, expert and is in some sense the nature of art, which to some
extent contradicts the very essence of formal methods. At the same time, if
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there is sufficient information to calculate the metrics of individual invariants,
the assessment of the quality of the system of invariants can be a fairly simple
and formal procedure [11,13,20].

Synthesis of invariants can be carried out in two ways: based on the analysis
of initial requirements (specifications) for the environmental management system
- in its development and step-by-step details, starting from verbal specification
and ending with the generation of program code with proof of project correctness;
based on the analysis of the project of the environmental management system
and identification of its properties that can be represented by invariants in the
verification of the completed project.

The first method can be implemented in the following General sequence:

— many requirements for the environmental management system are normalized
(priorities are selected and specified);

— for each of the requirements and/or their subset is determined by the covering

invariant or covering the subset of invariants;

the problem of covering the requirements of many invariants is solved and

the minimum systems of invariants are determined;

— the optimal system of invariants according to the set criteria is chosen.

The second method is implemented either in the same general sequence as the
first method, or its modification, based on the formation of many invariants
not according to the requirements of the specification, but according to the
results of project analysis and detection of constant relationships. Such relations
(invariants) may include, for example, semantic invariants, which control the
correct-ness of the dimensionality of variables.

At present, the development of ecological management systems and their
achievement of such a level of perfection that would ensure the harmonious
development of production and natural resources, would reconcile the “goals”
of human management with the “goals” of self-regulation of natural ecosystems
and avoid environmental degradation. The ability of the management system
to quickly restructure to achieve new goals is characterized by its dynamism,
maneuverability, and hence efficiency in meeting the needs and security of the
state, responding to changing geo-ecological situation. The new paradigm of
sustainable development has set new goals both in the field of public adminis-
tration and in the field of environmental management. Thus, there is a contra-
diction between the new targets and the old structure, not designed to perform
them. Therefore, as a result of the system analysis, the directions of complex
application of the formal Event-B method for the development of environmental
management systems should be formulated.

At present, formal methods for creating and analyzing environmental man-
agement systems are not widespread. This is primarily due to the lack of effective
technology for analyzing the behavior of man-made ecological systems in emer-
gencies, emergencies and catastrophic situations [7,8,10,12,14-19].

For critical application systems, it is also necessary to determine the means of
failure-safety, i.e. means of accident prevention, even in the event of any failure,
despite the means of failure (to bring the system to a protected state of failure).
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The joint use of the formal method of developing Event-B systems and ana-
lyzing their reliability (FMECA, FTA) allows to expand the practical application
of Event-B, expanding its capabilities to systems critical to failure due to both
structural defects and physical defects.

The article presents the results of sharing the formal Event-B method, the
method of analysis of types and consequences of critical failures FME (C) A, as
well as the method of analysis of FTA failure trees on the example of the envi-
ronment. System of mental management in emergencies, emergencies and catas-
trophic situations. It should be recognized that to date there are no objective
reasons, both technical and technological, which would prevent the widespread
practical use of formal methods. The use of formal methods requires the involve-
ment of more qualified developers with serious mathematical training and prac-
tical skills to express the requirements for the system and the logic of its work
with the help of mathematical apparatus. The least formalized processes of for-
mal methods are the refinement of the system model, the formulation of invari-
ants and the formation of the system of invariants. The use of methods similar
to Event-B threatens the transition from the problem of “infinite testing” to
the problem of “infinite detail” of the model being developed. Other problems
of this class of formal methods are: the process of detailing the informal model,
limited support for complex data structures and operations with numbers that
are not many natural numbers, lack of proof of the completeness of the invariant
system used, the need for choice, complexity. Construction and verification of
evidence of means of automatic execution. The complexity of building a model
of the analyzed system in some cases may be comparable in complexity to the
development of the system itself. Significant simplification of the model leads to
a decrease in its adequacy. It should also be noted that the joint use of Event-
B and Model Checking methods in one project using one invariant system is
excessive and impractical.

Methodological and General Scientific Significance. When designing and ana-
lyzing complex systems, it is often necessary to describe models of these
systems. One approach to this task is to use the formal Event-B method
[1,3,7,9,10,12,20].

Critical security systems, errors in which can lead to death or injury, large
financial losses and damage to the environment, make increased demands on
their correctness. One way to increase confidence in the correctness is to model
the system and its requirements and bring them into line with the use of formal
methods. The proposed approach to the use of the Event-B method is to formal-
ize and prove the correctness of the model of management of access rights and
information flows of the special-purpose operating system Astra Linux Special
Edition. The model was fully formalized and verified, which allowed to identify
and correct a number of inaccuracies in its original textual description. As a
result, we can say that the use of formal methods has the following advantages:
finding errors that would not otherwise be found; increase confidence in the cor-
rect operation of the system; solving the problem of system support with further
changes and expansions in its description.
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3 Material and Methods

It is known that the Event-B method is based on the use of abstract machine
notation AMN (Abstract Machine Notation) [2,4,6,14] and allows to obtain
program code by developing and gradually detailing the formal specification of
discrete systems. Event-B formalizes the process of describing the properties and
dynamic behavior of systems, as well as provides control over the observance of
these properties in the process of functioning on the basis of the prerequisite
mechanism.

The use of Event-B can improve the quality of system requirements (reduce
the likelihood of defects in requirements), as well as significantly reduce or elimi-
nate design defects, ensuring the correct behavior of the system within the system
used invariants. The key principle of the formal Event-B method is refinement
or detailing, which involves a gradual transition from a more abstract system
model to a more specific one.

The general approach to the development of formal specifications using
Event-B notation is the gradual detailing of the system while preserving its
basic properties, which are recorded using invariants. As part of the formal
Event-B method, the requirements for safety, acceptable degradation and tem-
poral characteristics are usually converted into invariants, i.e. conditions that
must be constantly met. Other requirements are reflected in the development
of the system model. The design phase is iterative. Each iteration details the
system model and proves its correctness. At the same time, there is no clear
boundary between the requirements specification stage and the design stage,
and the need for autonomous and partially integrated testing is eliminated. The
transition to the coding stage is ideally carried out by automatically generating
(using appropriate utilities) program code from the last detailed system model.

The purpose of the Event-B application is to minimize or completely elim-
inate design defects within the invariant system used. At the same time, the
method is poorly suited for creating systems that are resistant to physical fail-
ures of the elements [1,3,9,20].

3.1 Features of Application of the Method of Formal Verification
Model Checking

When using the Model Checking method, instead of testing the system, a formal
verification of its model is performed. In addition, two additional processes are
added [15]:

1. modeling, which is to bring the designed system to a formal form that would
be acceptable for tools for verifying program models, such as SPIN or SMV
[10]. When developing complex software packages, it is almost impossible to
obtain the Krypka model with a finite number of states directly from the
program code. In this case, an abstraction of the system is required;

2. formalization of requirements, which presents the initial requirements for the
system in the form of expressions of temporal logic, for example, using the
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linear time logic LTL (Linear Temporal Logic) or logic tree CTL (Computa-
tional Tree Logic).

In this context, the joint application of formal methods of system development
and formal methods of analysis of their functional stability is relevant. Of par-
ticular interest is the joint application of the Event-B Requirements Specifica-
tion Method, the FME (C) A Critical Failure Type and Consequence Analysis
Method and the FTA Failure Tree. This conclusion is logical given the notion
of completeness and minimality of sets of invariants, since FME (C) A-tables
(FTA-trees) are systematized information about possible failures. The aim of
this article is to study and practically illustrate the possibility of sharing the
formal Event-B method, as well as tabular graph methods for analyzing the
functional stability of FME (C) A and FTA on the classic example of environ-
mental management system [1,16,19].

3.2 The Essence and Basic Principles of the Event-B Requirements
Specification Method

It is known that the Event-B method is based on the use of abstract machine
notation AMN (Abstract Machine Notation) for formal software development.
This method formalizes the process of describing the properties and dynamic
behavior of systems, provides control over the observance of these properties
in the process of functioning on the basis of the prerequisite mechanism, and
allows to obtain program code by developing and phasing detailed formal system
specifications. When using the formal method Event-B, the system specification
is presented in the form of its formal model, the main elements of which are:

— a set of system variables (variables), the specific value of which reflects a
certain state of the system (state);

— context, presented as a set of system constants;

— invariants - a set of properties (conditions), the truth of which must always
be observed in the process of system operation;

— events that occur inside or outside the system and that move the system from
one state to another by the system performing certain operations that change
the values of system variables in response to each event;

— a set of preconditions (guards) for each event that prohibit its occurrence,
if as a result of the system’s response to this event there is a violation of
invariants.

The key features of Event-B are step-wise refinement of the system model and
automatic proof of its correctness. Detailing involves a gradual transition from
a more abstract model of the system to a more specific one based on adding
new events or changing existing ones, adding new operations, variables, pre- and
post-conditions, invariants and/or constants. Proof of correctness is performed
by listing all events and invariants, and automatically-performed mathematical
proof that when each event, taking into account the mechanism of preconditions,
there is no violation of any invariant.
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3.3 The Essence and Basic Principles of Constructing FTA Failure
Trees

Practice shows that the occurrence and development of environmental and man-
made accidents is usually characterized by a combination of random local events
that occur with different frequency at different stages of the accident (equipment
failures, human errors, external influences, destruction, intoxication, etc.). Logi-
cal and graphical methods of fault tree analysis (FTA) are used to identify causal
relationships between these events. The FTA failure tree construction method
can be used to analyze the possible causes of environmental accidents and catas-
trophes and to calculate the frequency of their occurrence (based on knowledge
of the frequencies of initial events). Its purpose is to: identify all the pathways
that lead to the main adverse event under certain circumstances; determining
the minimum number of combinations of events that may lead to the main event;
qualitative determination of the main causes of the adverse event; analysis of the
sensitivity of individual events to deviations of system parameters.

A key theoretical basis for constructing FTA failure trees is the assumption
that components in the ecosystem either work successfully or fail completely
(Fig.1). Failure tree is a deductive logical construction, which uses the concept
of one final event (usually an accident or failure of an element of the system or
the entire ecological and man-made system) in order to find all possible ways in
which it can occur. A basic set of symbolic images can be used to graphically
represent the simplest event tree.

A 1-st level
(overall quality)
B; B, B, B, 2-nd level
S $21 Sji ‘\j\
Yi C, C, G G 3-d level
NI P BT
3 h level
k 1)| Dz D, l)m-l D, (private NE)

Fig. 1. Hierarchical structure of indicators of the object of monitoring
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3.4 The Essence and Basic Principles of the Method of Analysis
of Functional Stability of FME (C) A

The method of analysis of types, causes and consequences of failures and their
criticality FME (C) A (failure modes and effect criticality analysis) is:

— formation of the hierarchy of the element-system and the definition of many
elements, the failures of which are analyzed in terms of impact on the func-
tional stability of the ecological-man-made system;

— determining the types of failures of each of the elements of the ecological and
man-made system;

— analysis of the consequences of failures of each of them for the functional
stability of the ecological and man-made system:;

— determining the criticality of these failures as an integral characteristic, which
includes, above all, the probability and severity of the consequences of failures
(qualitative or quantitative rating scale);

— determination of the most critical failures based on the construction and
analysis of the construction of two- (“probability” - “severity”), and in the
general case - N-dimensional criticality matrix, in which each element is placed
in a cell matrix according to its criticality.

Detection of failures, analysis of their causes and consequences, as well as their
ranking according to the degree of criticality allows to solve the problem of opti-
mal improvement of the functional stability of ecological and man-made systems.
For example, this problem was solved by the authors when applying an integrated
environmental assessment of the environment to analyze the environmental sit-
uation in the aerodrome areas of Ukraine in risk categories. Construction of an
integrated risk assessment of chemical pollution (NS) was carried out in accor-
dance with the hierarchical structure presented in Fig. 2. C1, C2, C3, C4, C5 are
the content of nitrogen dioxide, suspended solids (dust), sulfur dioxide, carbon
monoxide, lead in the air respectively; C6, C'7, C8, C9 are the content of man-
ganese, iron, nitrates, nitrites in water respectively; C10, C'11, C12, C13, C14
are the content of copper, zinc, lead, cadmium, nickel in the soil respectively.

State of the environment
(aerodrome area)

The state State of the eted
. . Condition
of the air aquatic o
. . . . of soils
cnvir cnvir

Fig. 2. Hierarchical structure for the implementation of integrated environmental
assessment
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A hierarchical approach to the analysis of the types of causes and conse-
quences of failures and the analysis of FTA failure trees can be combined with
the refinement procedure, which is the basis of the Event-B method. In this case,
an abstract FMEA table and an abstract FTA failure tree are generated for the
initial abstract Event-B model.

In the process of performing the detailing procedure, when the next tran-
sition from a more abstract to a more specific system model is performed, the
detailing of the FMEA-table and the FTA failure tree is performed [20]. Thus,
ultimately, we have a hierarchy of FMEA tables and FTA trees corresponding to
the hierarchy of Event-B system models. In turn, the decomposition operation of
the Event-B model will correspond to the operation of splitting a more abstract
FMEA table into several next-level FMEA tables, as well as a more abstract
FTA tree into several next-level FTA trees. At each stage of detailing, the crit-
icality of failures is assessed and the least critical can be excluded from further
analysis. This approach solves the problem of the size and complexity of FMEA
and FTA analysis for multicomponent ecological systems, as well as to consider
the additional property of traceability (tracing) of FMEA and FTA analysis,
which is especially important for independent examination and verification.

3.5 FMECA-Analysis of the Event-B Model

The results of the analysis of the type, causes and consequences of failures should
be systematized. For each of the failures detected as a result of FTA-analysis, the
violated invariant of the Event-B model is determined, as well as possible reasons
that need to be clarified taking into account the implementation of hardware
and hardware, such as: damage to communication lines management; distortion
of the management team during its transfer; failure of hardware (AS) control
system (SU); failure of the AU SU or automation [18].

Thus, it should be concluded that it is necessary to systematize formal meth-
ods in order to select one or more to solve specific practical problems, their
integration in the case when they complement each other and allow to obtain
a synergistic effect from joint use. In any case, projects for critical applications
that use formal development methods should be verified using expert judgment.

3.6 The Method of Alternating Parameter Changes (Gauss-Seidel
Method) in the Environmental Management System

According to this method, the movement along each phase coordinate of the envi-
ronmental management system occurs in turn. Initially, the movement along the
first phase coordinate, and the remaining phase coordinates remain unchanged.
This movement continues until the derivative of the control quality function at
this coordinate is zero, i.e. From the last condition the first coordinate is defined.
After that, the values of the first phase coordinate and the remaining coordi-
nates, except the second, remain unchanged, and the second coordinate changes
until the condition is met that the derivative of this coordinate is zero. From this
condition the second phase coordinate is determined. Then the third coordinate
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changes, etc. The search process continues until all partial derivatives are zero
(until all derivatives are less than the sensitivity threshold of the system).

3.7 The Method of Random Blind Searches in the System
of Ecological Management

The essence of the method is to find the extremum by randomly changing the first
phase coordinate of the environmental management system. In the initial state of
the system, the phase coordinates are given a random increment and the increment
of the system quality function is determined. If it is negative (when searching for
the maximum), the system returns to its original state and the next test step is
performed. This is repeated until we get a positive increase. Then the system is
transferred to this new state, from which new random steps are taken.

This method consists in the fact that from the initial state of the system sev-
eral trial random steps are made and for each of them there is an increase in the
quality function of the environmental management system. These increments, as
components of the vector, determine the direction of the most intensive change
in the quality function of the system. A work step is performed in this direction,
and then the search cycle is repeated.

In some cases, it’s best to combine different search methods. In particular, at
the beginning of the search far from the extreme point, you can use the method of
the fastest descent, and near the extreme to move to the gradient method. This
process is illustrated in Fig. 3. It is assumed that the quality function determined
on the plane, and that its graph has the shape of a bowl. The curves of the quality
function are isoclines, i.e. areas in which the value of the quality function is
constant. The arrows coming out of the points show the direction opposite to
the gradient at that point. It is seen that the descent gradient leads us to the
bottom of the bowl, i.e. to the point where the value of the quality function is
minimal (minimum environmental hazard).

Gradient descent works in spaces with any number of dimensions. If the
curvature of a given function is very different in different directions, the gradient
descent may require many iterations to calculate the local minimum with the
required accuracy in abnormal, emergency and catastrophic situations.

4 Computer Simulation, Results and Discussion

In the synthesis of management decisions in the system of environmental man-
agement, we consider the proposed consideration of the following formalization.

Man-caused environmental catastrophe - a major environmental accident
(catastrophe) at a technical facility, which entails mass deaths and /or environmen-
tal disasters. One of the features of a man-made environmental catastrophe is its
randomness (thus it differs from terrorist attacks) and is usually opposed to natural
environmental disasters. In English, the term “man-made disaster” is rarely used.
American and British authors in such cases usually speak of “technological catas-
trophes” and “technological disasters” (Industrial disasters), transport accidents
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Fig. 3. Illustration of the method of eliminating environmental hazards

(Transportation disasters), and together with wars and terrorist attacks combine
them into the concept of “man-made disasters”. “(Man-made disasters).

It should be borne in mind that an ecological catastrophe - an irreversible
change in natural complexes associated with the mass death of living organ-
isms. As a rule, a natural disaster is understood as an unexpected, terrible in
its consequences for man disruption of the normal course of natural processes.
According to most scientists, natural disasters are a normal and necessary for
the self-development of natural systems geophysical process, which includes all
sorts of rapid variations, deviations, disruptions, the surprise of which - the result
of poor study of this natural phenomenon. Engineering and technical measures
to prevent emergencies at the territorial, local and site levels should ensure the
predominant use of active protection methods.

Accidents and catastrophes can be sources of man-caused emergencies:

— accident is a dangerous man-made accident that poses a threat to human
life and health in an object, defined territory or water area, leads to the
destruction of buildings, structures, equipment and vehicles, disruption of
production or transport process, as well as damage to the environment the
environment;

— catastrophe is a major accident with human casualties.

The concept of “risk” has many definitions. One of them defines risk as a pos-
sible danger and action at random in the hope of a happy outcome. Necessary
elements of risk are danger, uncertainty, accident. Risk arises where there is a
danger of uncertainty. Uncertainty not related to danger is not considered a risk.
Danger, if foreseeable, is also not considered a risk. Environmental risk is the
probability of negative changes in the environment, or long-term adverse effects
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of these changes that occur due to environmental impact. Environmental risk is
associated with possible disruption of the natural functioning of landscapes and
ecosystems (deforestation, desertification, floods, villages, secondary soil salin-
ization, earthquakes, etc.), sustainable development of economic systems (fires,
explosions, accidents on power systems, nuclear power plants), chemical indus-
try enterprises, transport accidents, etc.), when the change in their condition is
accompanied by harmful consequences for humans. One of the components of
environmental risk-uncertainty, i.e. lack of understanding of the phenomenon, its
poor predictability or even complete unpredictability. Uncertainty arises due to
the following reasons: lack of sufficient information, insufficient accuracy of data,
lack of understanding of the phenomenon, randomness, organically inherent in
the phenomenon. As an example, using the formal method, we will identify five
typical scenarios of events due to an emergency caused by a fire in a radioactively
contaminated forest.

Information on the location of the fire was obtained using aerospace technol-
ogy (space image). After that the scheme of consecutive inspection of the area
at planned inspection was defined: by parallel slogans; behind the converging
spiral; on the divergent spiral (Fig.4). Then the results of the survey with the
help of unmanned aerial vehicles were put on the map of the survey area (Fig. 5)
for the formation of management decisions.

Fig. 4. Scheme of sequential survey of the area during the scheduled inspection: parallel
slogans; behind the converging spiral; behind the divergent spiral

The first scenario is favorable when an extreme situation begins to develop,
but the measures taken eliminate all preconditions for possible accidents and
catastrophes in the shortest possible time, while the whole system (enterprise
or natural object, in our case forest) returns to its original state. Where various
processes of accumulation of everyday negative factors still take place.

This scenario may correspond to the second stage of forest fire development,
when there is preheating and drying of combustible material with the release
of water vapor, which forms the first radiation predictor of fire in radioactively
contaminated forest - raising radioactive vapors from fires over tree canopies
and forming contrasting in comparison with the general background of the
radioactive point region - a weak pulsating radiation anomaly. It can be detected
from manned and unmanned aerial vehicles and, accordingly, to ensure timely
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Fig. 5. Scheme of UAV flights over the red forest of the Chornobyl Exclusion Zone
(Color figure online)

decision-making on the involvement of fire patrols or other, relatively small,
forces and means necessary to eliminate the source of ignition.

The second scenario of the emergency caused by the fire of radioactively
contaminated forest is called operational. It is that the measures taken (risk of
accident) or catastrophic event remains quite high, but the situation is under
control, but the initial causes remain unresolved. They persist for a long time
due to the complexity or duration of their neutralization.

This scenario may correspond to the third stage of forest fire development,
when combustible material dries and burns with the release of combustible sub-
stances, thus forming a second radiation predictor of fire in radioactively contam-
inated forest - the formation of persistent radioactive anomaly, which contrasts
with the general radioactive background. Forest compared to a weak pulsating
radiation anomaly.

This anomaly is characterized by the formation of a nucleus located in the
center of the convective upward flow and the periphery formed by cooled radioac-
tive vapors and combustible radioactive gases. The intensity of radioactive radia-
tion of the anomalous region that has arisen will be determined by the parameters
of the combustible material, primarily its heat capacity, and the concentration
of radioactive substances in its composition. The intensity of the radioactivity
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of the anomaly will also depend on the time and intensity (speed) of combus-
tion of combustible material, which determine the characteristics of convection
flows. Such an anomaly can be detected in a timely manner from manned and
unmanned aerial vehicles, which allows for prompt decision-making to attract
the necessary forces and means to eliminate the developing fire.

The third version of the scenario of emergency development caused by a fire
in a radioactively contaminated forest is called “balancing at the border”. This is
sometimes spoken of as a miracle, as something fantastic, impossible. In fact, it
happens that a set of measures taken, efforts, actions, etc., an accident or other
catastrophic event can be avoided. Subsequent actions reduce the situation to
the second and then to the first scenario. The result is a “balancing on the
border” scenario with a positive result. This is the transformation of a stable
radioactive anomaly into a bulk radioactive anomaly, in which the radioactivity
increases significantly as it approaches from the periphery to the center. On its
periphery there are local radioactive plumes, which are due to the movement of
air masses. The intensity of radioactive radiation of the bulk anomaly increases,
which is caused by an increase in combustion temperature. Such an anomaly
can be reliably detected from manned and unmanned aerial vehicles and can be
detected in time by spacecraft through radiation and infrared channels. Timely
information allows management to decide on the organization and deployment of
the necessary forces and means to eliminate the fire that begins in a radioactively
contaminated forest.

The fourth scenario is the development of an emergency caused by a fire
in a radioactively contaminated forest, when balancing on the border fails to
contain the situation and a catastrophic event occurs - the forest fire enters an
active phase that develops and rapidly covers all large areas. This scenario is
called “balancing on the border” with a negative result. It can be matched to
the fifth stage of forest fire development, when the flame burning begins with
the release of smoke, carbon dioxide, water vapor and unburned gases, when the
fourth radiation predictor of fire in a radioactively contaminated forest. There
is a development (transformation) of bulk radioactive anomaly, the appearance
in its structure of several epicenters - foci of the greatest radioactivity, as well as
additional radioactive plumes, there is a significant increase in radioactivity of
the anomaly. It is also confidently detected from manned and unmanned aerial
vehicles and can be detected in a timely manner by spacecraft through radiation
and infrared channels. The information obtained in this way allows management
to decide on the organization and deployment of the necessary forces and means
to eliminate the fire that begins in the radioactively contaminated forest, as well
as the mobilization of additional forces and means to control the emergency.

The fifth variant of the scenario of emergency development caused by a fire
in a radioactively contaminated forest is called inevitable, when an avalanche-
like development of the event is such that an emergency is imminent. The time
interval left before a catastrophic event can be used to minimize future conse-
quences. For example, as a result of deliberate arson (sabotage) the fire covers a
huge area in a short period of time. It is fixed by space not only on radiation and
heat, but also optoelectronic (television) channels. There are not enough forces
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Fig. 6. Schemes of emergency scenarios

and means to put out the fire, so evacuation is needed first of all to save people.
Schemes of the scenarios described above are presented in Fig. 6.

5 Conclusions

The paper proposes directions for the complex application of the formal Event-B
method for the development of environmental management systems.

The practice of prevention and elimination of environmental emergencies
indicates the general nature of risks in the field of environmental, industrial and
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occupational safety. Accordingly, the management of these risks is optimally
carried out on a single basis - in the framework of the creation of environmental
management systems (management objects are considered man-made hazardous
objects, ecosystem objects). The creation of such management systems involves
the unification of approaches to ensuring activities in different directions.

The joint use of the formal Event-B method and failure analysis methods,
primarily the analysis of types and consequences of critical failures FME (C) A
and its modifications allows to expand the constructive use of formal methods,
extending their capabilities to systems critical to failures, and physical defects,
as well as defects of interaction (information and physical). Moreover, under cer-
tain conditions, such integration can be used to create so-called resilient systems
- ecological systems that are resistant not only to failure but also to changes in
requirements and parameters of the environment (systems capable of evolving
in real time - real-time evolvable systems). In this case, the set of permissible
events and their corresponding invariants expands. The main areas of further
research and development in this area include: detailing options and procedures
for integrating the Event-B method and methods of failure analysis (FME (C)
A, HAZOP, FTA and their modifications); development of the assessment base
- metrics of sets of invariants for calculation of indicators of reliability and guar-
antee capacity; creation of appropriate instrumental support that integrates the
existing tools of formal development and analysis “Event-B” Rodin “platform,
FME (C) A utility, etc.

References

1. Abrial, J.-R.: A system development process with event-b and the Rodin platform.
In: Butler, M., Hinchey, M.G., Larrondo-Petrie, M.M. (eds.) ICFEM 2007. LNCS,
vol. 4789, pp. 1-3. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-
540-76650-6_1

2. Abrial, J.: Formal Method Course. Zurich (2005)

3. Abrial, J.: Modeling in Event-B: System and Software Engineering. Cambridge
University Press, Cambridge (2009)

4. Analysis Techniques for System Reliability - : Procedure for Failure Modes and
Effects Analysis. (FMEA), IEC 60812 (2006)

5. Babichev, S.A., Kornelyuk, A.I., Lytvynenko, V.I., Osypenko, V.V.: Computa-
tional analysis of microarray gene expression profiles of lung cancer. Biopolymers
Cell 32(1), 70-79 (2016). https://doi.org/10.7124/bc.00090F

6. Bowen, J.P.: Formal methods in safety-critical standards. In: Proceedings of the
Software Engineering Standards Symposium (SESS 1993), Brighton, UK, pp.
168-177. IEEE Computer Society Press (1993). https://doi.org/10.1109/sess.1993.
263953

7. Clark, E.M., Gramberg, O., Peled, D.: Verification of program models. Model
Checking, Moscow (2002)

8. Devyanin, P.N., Leonova, M.A.: The techniques of formalization of OS Astra Linux
Special Edition access control model using Event-B formal method for verification
using Rodin and ProB. Prikl. Diskr. Mat. 52, 83-96 (2021). https://doi.org/10.
17223/20710410/52/5


https://doi.org/10.1007/978-3-540-76650-6_1
https://doi.org/10.1007/978-3-540-76650-6_1
https://doi.org/10.7124/bc.00090F
https://doi.org/10.1109/sess.1993.263953
https://doi.org/10.1109/sess.1993.263953
https://doi.org/10.17223/20710410/52/5
https://doi.org/10.17223/20710410/52/5

176

10.

11.
12.

13.

14.

15.

16.

17.

18.

19.

20.

O. Mashkov et al.

Edmunds, A., Butler, M.: Linking event-b and concurrent object-oriented pro-
grams. Electron. Not. Theor. Comput. Sci. (ENTCS) 214, 159-182 (2008). https://
doi.org/10.1016/j.entcs.2008.06.008

Fatrell, R.T., Schafer, D.F., Schafer, L.I.: Software project management. In:
Achieving Optimal Quality at Minimum Cost. Moscow, Williams (2004)

Fault tree analysis (FTA): IEC. 61025 (2006)

Kharchenko, V.S.: Guaranteeability and guarantee systems: elements of method-
ology. Radio-electron. Comput. Syst. 5, 7-19 (2006)

Lecomte, T.: Formal methods in safety-critical railway systems. In: 10th Brasilian
Symposium on Formal Methods, Ouro Preto, Brazil (2007)

Mashkov, V.: New approach to system level self-diagnosis. In: 11th IEEE Interna-
tional Conference on Computer and Information Technology, CIT 2011, pp. 579—
584 (2011). https://doi.org/10.1109/CIT.2011.12

Mashkov, V., Mashkov, O.: Interpretation of diagnosis problem of system level
self-diagnosis. Math. Model. Comput. 2(1), 71-76 (2015)

Schneider, S.P.: The B-Method: An Introduction. Cornerstones of Computing
series, Hampshire (2001)

Sterritt, R., Rouff, C.A., Rash, J.L., et al.: Self-properties in NASA missions. In:
4th Int. Workshop on System/Software Architectures (IWSSA 2005) at Interna-
tional Conference on Software Engineering Research and Practice (SERP 2005),
Las-Vegas, Nevada (USA), pp. 66—72 (2005)

Tarasyuk, O., Gorbenko, A., Kharchenko, V.: Practical aspects of applying the
Invariant-based approach to the formal system development and verification. In:
Monograph of System Dependability, 2, Dependability of Networks, Wroclaw: Ofi-
cyna Wydawnicza Politechnki Wroclawskiej (2010)

Tarasyuk, O.M., Horbenko, A.V., Kharchenko, B.C.: Complexation of formal meth-
ods of development and analysis of reliability of Event-B and FME (C), A. Math.
Mach. Syst. 2, 166-177 (2010)

Woodcock, J., Larsen, P., aBicarregui, J.: Formal methods: practice and experience.
ACM Comput. Surv. 41(4), 1-36 (2009). https://doi.org/10.1145/1592434.1592436


https://doi.org/10.1016/j.entcs.2008.06.008
https://doi.org/10.1016/j.entcs.2008.06.008
https://doi.org/10.1109/CIT.2011.12
https://doi.org/10.1145/1592434.1592436

®

Check for
updates

Ecology Objects Recognition
by Optimized Inverse Filtration
of Textured Background

Roman Kvyetnyy®, Olga Sofina®™)®, and Yuriy Bunyak

Vinnytsia National Technical, Vinnytsia, Ukraine
rkvetny@sprava.net, olsofina@gmail.com

Abstract. Recognition and elimination of textured background is the
first step in computer monitoring of environmental objects by intelli-
gence systems. The approach to develop filters of textured images fea-
tures is offered. The problem of texture recognition is formulated as
inverse problem to modeling of texture dynamic. The modeling is based
on the approximation of the texture surface by sum of principal com-
ponents in the manner of eigen harmonics (EH) which frequencies are
related with the texture structure. The approach has some advantages,
since the EH have simple form and shift invariance is an important qual-
ity in the case of large landscapes modeling and filtering. The texture is
considering as a response of a linear dynamic system to an excitation sig-
nal of a known shape. The dynamic system is characterized by a transient
response. The inverse transient response allows to restore the excitation
signal and, if it differs from the original within the specified limits, it’s a
sign of texture recognition. The EH approximation is using to find tran-
sient response and its inverse form, to optimize it in accordance with
criterion of minimal surface.

Keywords: Eigen-harmonic decomposition * Texture dynamic
modeling - Inverse filtration + Object recognition - Optimization

1 Introduction

The problem of tracking natural environment state using technical devices with
cameras is important today. The flow of information received by devices is too
large to be analyzed by human efforts. Processing is carried out using artificial
intelligence systems (AIS). Their task is to recognize objects and their state.
These tasks are solved by learning of the AIS. The learning process consist of
development of algorithms which recognize patterns of objects or their fragments.
Natural landscapes have many types of patterns and so the AIS are complicated
for this purpose. Therefore, methods of efficient recognizing, especially for real
time tracking and monitoring, are necessary. The convolutional network is the
most effective for these problems solution. The convolution of an object image
with filter of its feature gives the desirable result. We consider the problem
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of feature filters design with application to recognizing objects in landscape
environment.

Natural landscapes in environment look like quasi-uniform or chaotic tex-
tures. Therefore, recognition of environmental objects by artificial intelligence
systems is possible after detecting the objects on a textured background. The
problem is to define features which distinguish an image objects from their back-
ground. These are statistical, structural and dynamic properties.

The filters have to be simple and appropriate for implementation in convo-
lutional network. Elimination of the textured background allows to recognize
target objects - pollutions, mammals, peoples, etc. Filters should be invariant
to spatial or temporal changes of filtered textured background, such as forests,
waves of the water surface, fields with various kinds of plants. On this condition
it will be effective in object recognizing with minimal number of errors.

The main contributions of this paper are summarized as follows:

1. The method of texture modeling and filtering to objects recognition against
texture background was offered.

2. The texture filter manner is carried out from the task of optimal object fil-
tration basing on the linear convolutional texture model.

3. The abstract texture model with invariance to linear shift was presented. Its
eigen decomposition was made in the harmonic basis.

4. The method of filter design was developed on the base of eigen harmonic
decomposition of target texture.

5. As the filter design is ill-posed problem it was offered the optimization of the
filter shape with regularization.

6. Two dimensional algorithm of the EHD decomposition which gives needed
functions of the decomposition was considered.

7. The experiment of modeling and filtering of some typical for ecological prob-
lems natural textures by designed and known methods was made. The error
level estimates have shown advantages of the offered method comparing to
the known ones.

The rest of the paper is structured in the following way. The known solutions
of the problem of textures modeling and filtering from the point of view of
their implementation to dynamic textures modeling with properties of space and
temporal invariance and possibility of real time implementation were investigated
in Sect. 2. Based on the results of the analysis of related works, the problem of
designing the filters with properties of invariance by using harmonic functions
was formulated in Sect. 3. The texture model and objects filter are designed in
the Sect. 4. The experimental analysis of the method is presented in the Sect. 5.
The results of the experiment and some properties of the designed method are
discussed in the Sect. 6. Section “Conclusions” summarizes the research results
and indicates the direction for future work.

2 Literature Review

The latest methods of textures analysis are examined in [20,25,26,33]. We will
consider the methods from the point of view of their invariance to spatial and
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temporal changes of target textures, also, possibility of their real time implemen-
tation. Most methods are based on statistical analysis, spectral transformations,
and dynamic models of textured image signals. Our main interest is related with
model based methods of image analysis.

The statistical methods are based on parametric and nonparametric models
of the image textures such as Bayes analysis, Hidden Markov Models, Regres-
sion, Linear and Nonlinear Autoregression [3,16,20,25-27,33,36]. The statistical
nonparametric methods primary are nonlinear and not always give the textured
image pattern estimates that are invariant in respect to spatial transforms of the
image.

The most widely used correlation method is the Method of Co-occurrence
Matrices [25,33]. Further development of the correlation method includes defi-
nition of a nonlinear metric that relates to geometry of textures [6,8,27,28].

The newest methods of object recognition are based on image signal trans-
forms in the spatial-frequency domain, where spectral parameters of the image
have simple statistic in a narrow range [17,26]. These methods combine statis-
tical models and the Fourier transform, and use a set of functions of a certain
type. The most popular are wavelet functions and their generalizations for 2D
transforms [12], classic Gabor functions [13,23,30].

The wavelet spectrum represents local geometric features of textures with
a minimal number of significant coefficients; however, it does not represent the
texture periodicity because wavelets have shift-variable spectrum. This problem
was partially overcome by the introduction of the Complex Wavelet Transform
[13]. Shift and rotate invariance have been investigated in some articles on object
recognition [10,21].

A desire to present textures with a minimal number of parameters has driven
the development of new transforms, many of which are a combination of existing
transforms. For example, the Radon transform in collaboration with common
and wavelet based Fourier transforms, provides the possibility to present images
in a frequency-angle domain that has a much lower dimension as it is affine-
invariant [18,35].

Exact texture shape description is not necessary in many applications. When
texture is dynamic the spatial and temporal changes are more important than
local surface pattern characteristics.

Combining the Eigen Vector Decomposition (EVD) of texture kernel with fil-
ters that resonant to certain image eigen modes gives most informative texture
description [1]. This approach was developed with using methods of Independent
Component Analysis, Principal Component Analysis, Empirical Mode Decom-
position (EMD) and Singular Values Decomposition (SVD) [4,22,31,34].

The decomposition methods make a projection of a textured image into a
subspace configured by the most significant parameters. Usually the decompo-
sitions are used for full image transformation that complicates their application
in real time systems.

In the case of dynamic textures are used dynamic models based on discrete
differential equations [9,15,29]. The model synthesis is computationally compli-
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cated. But the model implementation is not complicated and can be executed in
real time using a common processor or arithmetic array [9].

The considered above methods are predominantly shift variant and do not
allow real time implementation.

Based on the results of the analysis of related works, we can make the con-
clusion that the approach based on the approximation by eigen harmonics [19]
gives needed solution of the problem. This solution is basing on the following:

— correlation matrix and other integral matrices such as Wigner integral are
used for objects description because they represent the dynamic properties of
large image in compact form;

— the asymptotic correlation matrix of a stationary process has Toeplitz struc-
ture and its eigen vectors are harmonic in nature are shift invariant [19];

— a textured image can be considered as a 2D stationary process with the Block
Toeplitz correlation matrix.

So, the harmonic decomposition is a natural approximation of EVD or EMD. The
parameters of harmonics can agree with periods of a texture structure and gray
scale spatial variations. Such harmonics are considered as eigen or resonance with
respect to texture structure. Also, the Eigen Harmonic Decomposition (EHD),
based on planar and spherical functions, have been used for compact presentation
of textured images, as well as human facial images [14,24].

3 Problem Statement

The brief survey of textured image analysis methods allows to make the following
conclusions:

— Dynamic model based methods of texture analysis and synthesis are the most
effective. These methods can be used for analysis of static, dynamic, and
quasi-regular textures. Models may be created with using a fragment of the
image. The remainder of the image of an arbitrary size can be restored by
the model operator using a generation process.

— An implementation of the structured object recognition using inverse in
respect to object model schema yields to make recognition of the simple
process that generate the texture by its model.

— The dynamic models are usually synthesized using the Fourier transform or
decompositions mentioned above. The survey of previous research shows that
the use of transforms and decompositions depends on the image type - full
format, or only a typical fragment (known as texture kernel or as texton) [5].
When image full format is using the wavelet and Radon transforms combined
with Fourier transform give appropriate results. When the texton is using the
wavelet transforms and SVD ignore the structural information because they
are shift-variable.

— In contrast to the mentioned decompositions, the EHD has simple analytical
definition and join capabilities to approximation and interpolation of 2D fields
[2]. Therefore, the EHD is an appropriate function basis for the design of a
linear inverse filter.
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So, we will consider the problem of object recognition on textured background
as the linear inverse filtration which suppresses textured object structure and
transforms it into simple for recognizing signal. At the same time, it leaves foreign
objects signal fluctuations without change of their energy.

4 The Method of Inverse Filtration Based on the Eigen
Harmonic Decomposition

4.1 Object Recognition on Textured Background as Problem
of Optimal Filtration

The problem of objects recognition can be formulated as follows. Let in the space
{2 is given a textured image X which includes an foreign object O : O C 2. The
integral on the subset V2o C 2 : M(£20) < M(O) (M(O) is size of region O)
gives the texture model

H(z,y;u,v)E(u,v)dedy = X (u,v) + ¢ : u,v ¢ O (1)
Qo0
where H(z,y;u,v) is the transient response and E(u,v) is the excitation signal,
sx - model error. The integral

E(U7U)+§E:uav¢0;
so >>¢g:u,v €O

ﬁ(ﬂc, y;u, 0) X (u, v)dedy = { (2)

20
reconstructs the excitation signal with error ¢ if its range of integration does not
belong the object. Otherwise the error significantly exceeds ¢g. This condition is
possible if errors ¢x and ¢g are minimal, that can be presented by the following
functional.

I:argmin{;/ﬁ/o ((HoE—X)2+ (E—roX)2) dudv} (3)

H,H

({9}

where “o” denotes convolution. Euler-Lagrange variation of the functional (3)
with account expressions (1) and (2) relatively parameters of the texture model
H and object filter H gives an optimal schema of objects recognition.

(HOE—X)OE+(E—E{OX)OX%0. (4)

The d-function or Heaviside step function, uncorrelated white noise can be
used as the excitation signal. Then up to a constant factor HoEoE «x Hod = H.
As a result, we obtain the following equation for optimal object filter and model

operators characteristics. _
H—-HoR,, =0, (5)

where R, = XoX is the correlation matrix of the image signal. Since H oH 1,
where [ is the trivial operator. The convolution (5) with H yields the expression:

f[oroRxx:(ﬁoX)o(roX)%I, (6)
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that means that filter H eliminates signal X components which form correlative
relations. It is in inverse resonance with image texture shape. So, we define H
as Inverse Resonance Filter (IRF). It is inverse to well-known Wiener filter [32].

The problem is to define principal components of an image texture which can
be eliminated by simple linear convolution operation. The main demand to IRF
properties is invariance to object space location and initial phase of its texture
shape. This demand can be formulated as shift invariance. It points on choice
of a method for retrieval of principal components of the object model. The shift
invariance is inherent to harmonic functions.

4.2 Eigen Harmonic Decomposition of Textured Image

An ideal textured image of size N - P x M - ) can be represented as a tensor
product of two matrices,
D=T®B, (7)

where matrix T of size N x M includes unit elements with insignificant fluctu-
ations and matrix B of size P x @ is the texture kernel. Matrix (7) ranks equal
to rank of the kernel matrix. Therefore it can be represented by using P left
vectors and @ right vectors of the EVD. The Discrete Fourier Transform (DFT)
in the basis of exponential functions [19] of the matrix 7' can be presented as:

T = Fy diag[10...0] F{I, (8)

where Fy = 1/N [zﬂi k0 N1 2F = exp (—t2mik/N), is the DFT operator
whose size is pointed by low indexes. The kernel matrix has the following spectral
decomposition:

B = F,AppF}, (9)

where Arpg is the spectral matrix of kernel B in the basis F. The substitution
of expressions (8) and (9) into (7) yields the following decomposition of the
textured matrix

D = (Fy®Fg)(diag[10 ... 0]® App) (F4 ® F{f)

. (10)
== Fdilag [AFB 0... 0] F]I\;[IQ

In expression (10) it was used associativity of the tensor product and that Fyp =
Fy®Fp, Fyg = Far ® F. It is possible when the basis is exactly aligned with
texture structure.

The basis of EHD can be aligned with texture structure using the condition of
shift invariance. The shift of textured matrix (7) initial point causes the cyclical
shift of the kernel matrices. The shifted matrix relates with the original matrix
B by simple expression

B"" = CLBOEH, (11)

where B%7 is the shifted matrix along ¢ rows and 7 columns, Cp is the cyclical
shift operator of size P x P [7].

Cp = Fpdiag [2} ... 2p] Ff; Ch = Fodiag [2] ... 2§) Fg (12)
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The texture matrix (7) with shifted kernel matrices (11) can be represented with
account of expressions (9)—(12) as

Dt,T — T ® Bt,T

13
= Fypdiag [diag [2] ... 2p| Appdiag [2]* ... 257]0 ... 0] FI\I}Q, (13)

“ 2

where “x” is a complex conjugate. The spectral factorization of the textured
image matrix (7) and (13) shows that the power spectrum of the kernel matrix is
invariant to the cyclical transforms because the spectrum matrix of the shifted
kernel (11) differs from the original by phase multiplies.

The cyclical shift of the ideal texture (7) can be changed by linear shift along
coordinates which is natural for real texture. Such shift can be defined on the
base of linear prediction approach and it has the manner of the Frobenius matrix:

0 1 0
Kp = : : KN (14)
0 0 1
—ap —ap—1 —al
with characteristic polynomial
P .
1+ Z a;z" = 0. (15)
i=1

The polynomial (15) has the roots z;—1. p, z; = exp(t27f;), fi - eigen or reso-
nance frequencies. The matrix (14) can be defined as the Linear Shift Operator
(LSO). Its spectral factorization for coordinates OX and OY is the following.

Klp = Zypdiag [z, ... 2p)] Z§P5 Ko = Zyqdiag [zZl . z;Q] ZEQ’ (16)

—0...P— t=0...Q—1
Where ZQTP = [Z:tm]z:?ﬁ 1’ ZyQ = [Z:Z’L} Z':l“.g
The linearly shifted texture kernel matrix can be presented by the EHD (16) in
the following manner,

, "1 is the pseudoinversion.

B"T = KpBKL"
= Zypdiag [2Ly .. . 2Lp| ZEp ZopAzpZlg Zidiag (2], .. 200 Zag  (17)
= Zypdiag [2L, ...zl p| Azpdiag [zgl e z;Q] Z;FQ,

where “T” is the transposition, and Azp is the spectral matrix of the matrix B
in the basis Z.
= AT
Azp = Z:pBZY,. (18)

Expression (17) shows the spectrum invariance to linear shift operations that
is equivalent to expression (13). The kernel periodicity in the textured image is
defined by the condition

BmPnQ = B, (19)
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where m and n are the arbitrary integer values. This condition allows presen-

tation of the full image D by overdetermined matrices Zyp = [zii]z(l)::gp_l,
ZyQ [z ]: ? é\;Q using the spectral matrix (18).

D= ZmPAZBZgQ' (20)

Expression (20) is analogous to (10) but it is approximate because the pseudoin-
verse of the overdetermined matrices yields approximate results.

Linear shift is natural for many models of textured images, both static and
dynamic. As it follows from condition (19) the shift operations do not change
the texture signal energy. Therefore, the shift operator should be unitary. The
operator (14) is unitary if its characteristic polynomial (15) roots lie on the unit
circle in the complex domain.

4.3 Development of IRF for Texture Recognition

The inverse schema (2) means restoration of the originating signal, the matrix
E = e, k]f (? 1\]\4[ }, using measurement data D = [dlk]f:gﬁj of size M x N
under the assumption that mentioned matrices are connected by linear operator
(1) with unknown transient characteristic H = [hmm]?n::%_':%__ll. The measured
data matrix includes samples of additive noise §; ;, associated with texture model
error. Formally the model can be written in the discrete manner as the convo-

lution equation

P-1Q—
Z Z m,n€i—m.k—n + g’i,k7 (21)
—0 n=0
where d; , € Z: M(E) = M(Q0) is a base region of the texture image, free from

foreign objects, 2D Heaviside step function

L(i>0")A(k 2 );
e = 0.5,i=0,k=0 (22)
0,(i <07)V(k S )

is the generating process in expression (21). The textured image is specified in
the range (i > 07) A (k > 0T) and is a response of linear dynamic system (21)
on the excitation (22).
Let us to consider the problem of generating signal reconstruction using an
~ ~ n=0...Q—1
inverse filter with transient characteristic H = [hmm} . The generating

m=0...P—1
signal has constant value E in the range of image, so the problem appears in the

following way:
P—1

Q-
ZZ i+m,k+n mn—E+<zk7 (23)

where ; ; represents the error noise. The dispersion value of the noise in (23)
serves as a criterion for filter matching with object or the texture.
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We can compile the system of Egs. (23) for shifted data matrices

P-1Q-1
Z Z hitm ktndmttntr = E :Vdmyinyr € O CQ, (24)

m=0 n=0

and find minimum square solution of the system (24) with respect to transient
characteristic Emyn elements by pseudoinversion of the extended data matrix.
But such solution will be not shift invariant. It obtains the shift invariance in
shift invariant functions basis. Let the elements of the image matrix in (23) are
presented by EHD as the following series:

P Q
dix = Z Z Am’nz;mz’y“n + ik, (25)

m=1n=1

where A,, ,, represents the amplitudes of the two-dimensional harmonic functions
z;mzzljn, €;, is the approximation error, which has much less dispersion than
signal power. The main parameters of harmonic functions z%,, = exp(t27 fomi)
and zF, = exp(t27 fynk) in (25) are values of resonance frequency fom, fyn-

It is not necessary to use a full textured image for series (25) parameter
determination. Some base region = > B of the size n, x ny : ny, > 2P;n, > 2Q
is sufficient. This region should cover the texture kernel B. The EHD of the base
region is equivalent to (9) and it can be represented in the matrix form as (18)
and (20). The EHD of transient characteristic

P-1Q-1

hig = Z Z Hmmz;ngn. (26)

m=0m=0

The substitution Egs. (25), (26) into (21) with neglecting the error yields the
following spectrum of the IRF.

7 -1 _ —1
Hm;n = Hm,n - Em7nAm,n' (27)
where:
P-1Q-1 P-1Q-1
i k § E i k
Em,n - ei,kz‘;mzyn = Z;mzyn
=0 k=0 =0 k=0

The transient characteristic of the IRF (23) for texture recognition can be defined
using equation

P Q
H=|hix =3 EnnAyzhy,2b,|i=0...P—1k=0...Q -1 (28)

The schema (26)—(28) implements the approach to filter development basing
on Fourier transform. It differs from well-known classic schema by using EHD
instead usual discrete Fourier transform. The EHD allows avoid of small ampli-
tudes A, ,, influence because all eigen fluctuations have comparative value levels.
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4.4 Optimization of the IRF

In the given above schema the base Egs. (25), (26) and (27) are approximate.
So, this approach gives an estimate of the aim transient characteristic. It needs
in optimization in accordance with a criterion of quality. The total variance or
function norm can serve as criterion of the optimization. The function H surface

area
§:/MLME+@@@M@ (29)
= =

where H, = 0H(x,y)/0x and H, = 0H(z,y)/0y, provides minimization of
fluctuations and serves as main part of objects characteristic features.
The optimization must ensure the fulfillment of the condition

HoH=x~] (30)

with account of surface (29) minimization. The problem (30) can be presented
by the functional of the IRF spectrum (27) optimization.

2

Ng—P

P Q
— ; bkt
I;; = argmin g E E E E H,, nz;ﬁl Zyn  Ptr = 0iig Ok ko
H i,k€E ||m=1n=1 t=0

—l—)\-Reg(ﬁ)}

where (i, ko) is a central point of the texture base region, A is the parameter of
regularization,

2 2
Reg(H) = Z 1+ (Z H,, ndzxmzwmz’y“n> + (Z ﬁm,ndzymzfvmz’y“n>

i,k€eO m,n m,n

where dz(y)m = 0.5(2z()m — Z;(;)m) are spectrum coefficients introduced by
discrete derivatives of the harmonic functions. Euler-Lagrange derivative of the
functional is the next.

ar ~ /
h __ 7,+t k+'r z+t k+‘r
=~ - § : Hmvn 2 E : E htﬂ' E Zxm “yn § : ht 7 Rzu Ryu
v m,n

i,k€O t,T i,k€eO

)‘(dzxmdzxu+d2yndzyv Z Z.L’m yn xu vaeg( ) ! (31)
i,k€eO

z+t k+7’
- Z E :ht 7' Rzu yu =0

i,k€0 ¢/ 1/

The PQ expressions (31) create the system of equations for iterative eval-
uation of the IRF transient characteristic optimal spectrum H elements. The
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initial spectrum is ﬁﬁ?)n = Nm,n in (27). The regularization parameter A can
be chosen by the help of the condition of convergence of the ¢ first iterations:

> =0 HH(t+1 ‘ 0<> s Hqstv - ﬁ&f;l)H where Hf{l » 1s the result
of g-th iteration step7 t=1,2,...,q, 0 - a positive value. The iteration process

A _ g

2
can be stopped if Z v|| <€, where e is a small value.

4.5 Eigen Harmonic Decomposition for the IRF Design

The first step of the IRF design is the EHD of the target textured object template
using base region =. Let’s consider a two-dimensional EHD that ensures the
fulfillment of the condition of invariance to shift - the eigenvalues lie on the unit
circle of the complex domain.

The simplest way is solution of the eigenvalue problem of the LSO (14) for
two space coordinates. This approach gives appropriate result if the 2D signal is
uniform. If the signal is not uniform, the full matrix of 2D data should be used.

The eigenvalues problem may be written for 2D data d,, , of size M x N as
matrix pencils [11]:

D@ _ .. D™, D7§2) — 2,D®, (32)
5 k=0...L—1 m=0...L—1
where Ds«*(z/) - {D’(‘y*)’““}izo...M—L_l’ z(«yk)kﬂ: = [disktamentyl_o N_p-17 2

is the spectral parameter, and L is the splitting parameter. If the 2D data include
P/2 real harmonics and do not contain noise and value P < L the rank of matrix
pencils (32) is equal to P, the data can be presented by P vectors of the SVD.
If z; and 2, are equal to the matrix pencils eigenvalues, then the expressions
(32) are equal to zero. In order to solve the eigenvalues problem the following
matrices can be used relatively to x and y coordinates.

# #
z? = <D<2>) D@, 73 - (D(2>) D). (33)
The SVD can be used for the operation of pseudoinversion in (33) by using of
the largest singular values and corresponding them vectors. As we mentioned
above, the texture image dynamic model needs in unitary shift transform by
the matrices in the left part (33) as well as by LSO (14). This condition may
be supported by including into (33) direct and backward shift transforms to
eliminate influence of the dumping factors of the spectral parameters in the case
of data matrices splitting. The data matrices in (32) can be accomplished by
inverse direction components as [D(z)J D(2)}, where J is the matrix with unit
cross-diagonal. The SVD of the correlation matrix

R® _ {D@)JD@)}T [D(z)JD@)} ,

is the following:
R® =U - diagls] - V7, (34)
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where U and V are the matrices of the left and right orthogonal vectors, s is the
vector of singular values. Matrices (33) may be rewritten as

zg) = (U'0o) " U0, (U3'00) ™ U3, (35)

using expression (34), where matrices Uy, U, U, have P vectors which corre-
spond P largest singular values in decomposition (34). The matrix Uy is the
basis matrix of expression (35), the shifted matrices U,, U, have structure that
depends on the direction of the shift toward x and toward y. The basis matrix
Up is formed by extracting from matrix U the last M — L — 1 rows and each
N — L—1 rows starting from the last row. The matrix U, is formed by extracting
from matrix U in (34) the first M — L — 1 rows. The matrix U, is formed by
each N — L — 1 row of matrix U, starting from the first row. The eigenvalues
Zziy Zyi (1 =1...P) can be defined as eigenvalues of the matrices (35).

5 Experiment

The IRF (23) generates an image G : c;f(k € G;t = 1,2,3 by filtration of

the texture image D : d( € D. The foreign objects can be recognized by the
following logical filter:

if U (|a - ‘ >30()) then ¢!} = d{!) else g} =0; t =1,2,3,  (36)
where:
Ng—1MNy—
) M)

is the dispersion of the filtration error. The top indices in the brackets point on
color components.

The initial and filtered by nonlinear autoregressive method [26,36] and IRF
images with logical and statistical analysis in accordance with (36) are presented
in Fig. 1, 2, 3 and 4, also, it was used the know statistical method based on co-
occurrence matrices [26,27], its results are not shown because they are similar
to autoregression method. The images present the examples of solution of the
problems of mammals and people tracking in natural landscapes, pollution con-
trol. The quality of the recognition was estimated by percent of false and lost
pixels, the estimates are shown in Table 1.

The base regions = of size n, x n, = 80 x 80 for EHD models synthesis were
chosen in upper left corner of each initial image. The order of the EHD models
P x @ was 12 x 12...18 x 18. The criterion of the order choosing is the error
power level of the EHD approximation (25) of the template region - it should
be not higher —40 dB in respect to template image power. This is the main
limitation on the application of this approach to modeling and filtering textured
images.
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Table 1. Recognition quality estimated by percent of false and lost pixels

Percent of false and lost pixels (%)
Type of method | Fig. 1, | Fig. 2| Fig. 3 |Fig. 4

IRF 0.25 |1.04 |17.73 |0.68
Autoregression |5.59 | 100 46.40 |4.78
Co-occurrence |6.12 |82.04 |52.11 |7.32

Fig. 1. Broadband camera marine surface filtration and wale recognition by autore-
gression and IRF methods

Fig. 2. Spectral camera marine surface filtration and underwater wale recognition by
autoregression and IRF methods

Fig. 3. Marine surface filtration and pollution recognition by autoregression and IRF
methods

Fig. 4. Filtration of sandy desert surface with dunes and object recognition by autore-
gression and IRF methods
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The examples have shown, that the model (21) and its spectral presentation
by EHD (25) are successfully approximate quasi regular textures in Fig. 1, 3 and
chaotic textures in Figs.2, 4. At the same time the IRF is sensitive to small
changes in image signal dynamic, for example underwater wale in Fig.1 and
man in Fig. 4 it was successfully tracked. In the last case, the object has slight
differences from the texture in the form of sand dunes. Spectral cameras are often
used in video measurement processes because they have more high sensitivity in
comparison with usual wideband cameras, but they give images that are difficult
to perceive because of their randomness, nevertheless, the IRF made it possible
to highlight the faint object.

The most difficult texture is on Fig.2. The background is dynamical with
high amplitude of variability and it is not uniform. The figures have shown that
the IRF can be used for processing of wide diapason of textures and it has
advantages in respect to known methods.

6 Results and Discussion

Analysis of methods of textured image modeling has shown that current
researches focus on the decompositions on components and integral transforms
that give the most informative parameters and reflect the spatial and temporal
properties of the texture. These methods are founded on the symmetry of a tex-
ture in respect to shift and rotate transforms. The symmetry means that exist
character of texture pattern transform which reflects its changes in space or time.
This type of dynamic transform can be represented by the linear shift operator
that models step-type changes of texture pattern as well as its periodicity. The
eigenvectors of the LSO can serve as a basis for eigen-harmonic decomposition
of the texture with invariance to shift transforms.

We have shown in (6) that if the inverse filtration is resonance in respect
to texture pattern than such filter is optimal. The term “resonance” has many
means. In general, this is equivalence of a target object to some templates of
pattern. The resonance with harmonic fluctuations is mostly known.

The next step of the filtration optimization is evaluation of the optimal tran-
sient characteristic (31) in spectral domain. Although the EHD basis provides
a mathematically correct solution of the inverse problem with a certain num-
ber of estimated harmonic principal components, the elements of the amplitude
matrix in (27) and their inverse values are sensitive to empirical data chaotic
fluctuations. Therefore, the optimization of the found spectrum (27) needs for
enforcing of main harmonic components. This is achieved by the help of addi-
tional restrictions on the form of the inverse transient characteristic in (29), (30).
The restriction of minimal surface allows select principal spectral components.
It was needed up to 5 iterations (31) to achieve the convergence condition with
g = l..e — 8.

The IRF can be used in AIS of convolutional type for object feature extrac-
tion. Each target object in the manner of quasi-uniform texture can be presented
by single filter.
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7 Conclusions

The new approach to textured objects recognition technique was presented. It
is basing on the EHD of the target texture template and approximation of it
in the EHD basis. The given spectrum is using to design IRF. The filter is
inverse to transient characteristic of the linear convolutional model of the texture.
The IRF allows to recover texture excitation signal which has simple known
form. Two-dimensional EHD of quasi regular image signal is developed. The
filter is optimized to eliminate small fluctuation caused by solution of the ill-
posed problem. The shift-invariance properties of the EHD basis are inherited
by the filter, that allows to create a model and eliminate quasi-chaotic dynamic
textures and detect objects against their background. The filter has shown in The
experiments showed advantages of IRF comparatively to the known methods of
autoregression and co-occurrence matrices which are shift invariant too.

The considered above method of textured image filtration and foreign objects
recognition differs from other known method by following features: each texture
is characterized by unique own filter; filter implementation is feasible in real time
using graphic processor units; regulation of resolution and quality is provided
by filter order change; is based on the principal eigen harmonic decomposition
that is more convenient than the EMD or the EVD because it has the analytical
form and may be adapted to any image or image sample fragment.

The further perspective of the proposed method is to extend ability of the
IRF to recognize not only textured images but objects too. Complex natural
objects can be segmented on some typical fragments that can be considered as
textures. An object can be recognized after recognition of its fragments.
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Abstract. The paper presents the results of research regarding the pro-
cesses of assessing the degree of readiness of enterprises for innovative
activities, functioning in conditions of uncertainty of economic ties and
relations. A conceptual model of an innovative activity management sys-
tem has been developed, aimed at improving the diagnostic and decision-
making mechanisms based on the use of Markov chain tools. For its prac-
tical implementation, a simulation model has been created for assessing
the degree of readiness of enterprises for innovation in the form of a
directed graph, in which the vertices represent the states of the process,
and the edges represent transitions between them. A distinctive feature
of the model is that it is not time, but the sequence of states and the
number of a step with a hierarchy of sampling intervals, which is con-
sidered as an argument on which the process of assessing the degree of
readiness of enterprises for innovative activities depends. The flexibility
of such a model is ensured by adaptability to the influences of the exter-
nal environment with the possibility of adjusting it to each information
situation.

Keywords: Innovative activities + Markov chains + Enterprises -
Information control systems

1 Introduction

One of the areas of successful functioning of enterprises in the context of dynamic
changes in the external environment is their willingness to innovate. The abil-
ity of enterprises to carry out innovative activities is manifested in the ability
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to obtain certain changes in the mechanism of enterprise functioning in order
to achieve the final result - the release of competitive products. The innovative
activity of enterprises is a synthetic property that accumulates heterogeneous
factors of exogenous and endogenous nature. Management of innovative activ-
ity in conditions of uncertainty of the influence of the external environment
is basically based on the creation of systemically related methods for study-
ing the current and predicted state of production by synthesizing information
obtained using both a synergistic approach and mathematical, including proba-
bilistic methods.

Currently, innovative activities are carried out not only under conditions of
risk, but also under conditions of uncertainty, characterized by the globalization
of economic processes, the complication of interactions between market actors
and the influence of the external environment. The choice of the dominance of
alternatives for managing innovation and assessing the degree of readiness of
enterprises for its implementation become the prerogative of intuition.

The process of assessing the degree of readiness of enterprises for innovative
activities carries elements of randomness associated with the fact that even the
current state of production at the initial moment of time is determined through
the initial probability distribution.

The choice of the first step to change the current situation is associated with
a quantitative assessment and adjustment of one of the factors of production
activity, which leads to a shift in the starting point of the process of estab-
lishing the degree of readiness of an enterprise for innovative transformations.
After completing the operations related to the adjustment of the subsequent
factor, the starting point will again shift towards reducing the process of intro-
ducing innovative activities, etc. Thus, the process of changing the position of
the reference point is of a random nature, characterized by an arbitrary choice
of the corrected factor with discrete time characteristics of the duration of the
first and subsequent steps and a countable set of states. Such a process will be
Markov, since subsequent states of the starting point of the process of innovative
transformations do not depend on past states.

The problem of quantitatively assessing the ability of enterprises to carry out
specific types of innovative activities and the degree of readiness of enterprises
to innovative transformations is always relevant.

The aim of the research is to develop information systems and technologies
for determining the degree of readiness of enterprises for innovative activities
based on the organization and regulation of innovative processes in developing
production using Markov chains.

2 Related Works

Innovation can affect any aspect of an enterprise. Dynamic changes in the market
conditions of management require enterprises to implement continuous techno-
logical and strategic changes to maintain and preserve existing positions. At the
same time, strategic decisions should take into account the development of the
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market and the external environment to a greater extent than internal factors.
In general, an enterprise that implements innovative activities must have an
external orientation towards the consumer market.

In [3,25,26], innovation management of enterprises is applied to study the
characteristics of innovation and assess business strategies. In [23], the model
of Markov process is applied to study the economic efficiency of a firm. The
accuracy of determining the parameters of the development of economic systems
is estimated. In [10], the theory of Markov chains is used to determine the vectors
of supply and demand states. The intensity matrix is determined by transforming
the logarithmic function of the corresponding transition matrices to polynomials.

In [24], the issues of constructing stochastic models of economic systems based
on Markov processes with discrete states and with discrete time are considered.

In [4], the issues of modeling the economic sustainability of enterprises using
Markov chains are considered, where economic sustainability is understood as the
properties of enterprises during a certain time to achieve the goals of functioning
and development. In [12], the Markov model is used to calculate the probabilities
of transitions between states of patients as a set with deviations in the anatomy
of the lymphatic drainage system. Demonstrated the ability to quantitatively
assess the risk of disease. In [15], the basic principles of a homogeneous Markov
network with a fixed number of states and a discontinuous period are considered.

Discrete-time Markov chains are used in [14,21,22] to simulate the impact of
the COVID-19 pandemic on the five main sectors of the Kenyan economy that
contribute significantly to GDP growth. The simulation results enable global
investors to understand various aspects of economic stimulus planning to miti-
gate the impact of the economic recession.

In [8], the problem of testing the asymptotic distribution of transition prob-
abilities of the Markov sequence of a parametric family is considered; in [6],
the results of modeling the Monte Carlo method based on Markov chains when
creating records belonging to the same object obtained from data belonging
to different sources are described. An information-entropy model of the base
for making managerial decisions under conditions of uncertainty is presented in
[17]. Mathematical support for eliminating the influence of the human factor on
navigation equipment systems under conditions of uncertainty and risk is pre-
sented in [1,2,11,13]. The use of a Markov chain model to assess the trajectory
of medical students’ progress is presented in [27], in [28] for short-term forecast-
ing of wind energy and power production by trade winds at various spatial and
temporal scales in [7] for segmentation of medical images in [5] for short-term
demand forecasting on the water.

As follows from the above review, the practical applications of Markov chains
are numerous and varied. Selected fragments of the presented experience were
used in the development of the methodology of these studies. Methods for assess-
ing the degree of readiness of enterprises for innovation require the improvement
of optimization and probabilistic techniques.
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3 Materials and Methods

With regard to the problem of determining the degree of readiness of enter-
prises for innovative activities in conditions of uncertainty of the influence of
the external environment, the parameters of organizational activity in industrial
production can be used as research material, and the Markov chain can be used
as methods.

A Markov chain is a method for modeling random events, which is a discrete
sequence of phases, each of which is located in discrete state spaces. Changes
in the state of the production system in the Markov chain are transitions, and
the corresponding probabilities associated with changes in states are transition
probabilities.

The main idea of the Markov chain is that there is only one current state and
therefore one transition to one subsequent state. The main Markov property is
that at any moment of time the conditional distribution of future states with
given current and past states depends only on the current state, but not on
past states. Thus, a Markov chain is a sequence of random events with a finite
number of transitions, implemented in practice with discrete time and discrete
state space. The original probability distribution is:

P(zo = 5) = q(S)ve E (1)

where: S is the discrete states; qo is the probability distribution at a point in
time ¢ = 0.
The set F is a finite number of possible states.

E ={e,ea,...,en} (2)

Range of values of a random variable {z,} is the state space, and the value
n is the step number. The probabilities of transition from one state to another
are represented in the form of square matrices:

Pij(n) = P(xpt1 = jla, = 1) (3)

51525,

S1| [p11 P12 - DPin
S P21 P22 --- P2n (4)

Sn Pn1 Pn2 --- Pnn

The elements, p;; denote the probability of transition from the state S; to
the next. The matrix of transition probabilities expresses the probability that a
state at time n + 1 is subsequent for other states.

P(zp41 = Sn + lzn = Sn) = P(Sn, Snt1)V(Sn, Sn+1) < Ex E (5)
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A Markov chain will be homogeneous if the matrix of transition probabilities
does not depend on the step number:

To pass from an initial state to a subsequent one, it is necessary to deter-
mine the probability of this transition in n steps. According to the Kolmogorov-
Chapman equation, the matrix of transition probabilities in n steps in a homo-
geneous Markov chain is the n-th power of the matrix of transition probabilities
in one step:

P(.Tn = Sn|l‘0 = So) =p" (7)

The fact of the use of Markov chains to determine the degree of readiness of
enterprises for innovative activities lies in the fulfillment of the following provi-
sions. The production system be in states Sy, Sa, ... S,,. Transitions during the
implementation of innovations are possible only at points in time which charac-
terize the stages of implementation, i.e. are considered steps. The argument of
the Markov chain is the step number.

Let us to denote by Si(k) the event that after k steps the production system

will be in the state S5;. Events SYC), Sék)7 .. .,S,(lk), form a complete group of
incompatible events. The process of introducing innovations can be represented
as a chain of events Sﬁo), Sél), S§2), ey Sy(f). If for each step the probability of
transition from any state S to a state does not depend on when and how the
system came to state S5;, then such a sequence of events will be a Markov chain.
Let’s take a closer look at this process. The production system be in any of the
states of innovation implementation Sy, Ss,...,S,, i.e. one event after another
from a complete group of events can occur. Denote the probabilities of these
events:

Py(1) = P(S") Po(1) = P(SSY) Po(1) = P(S{")
Py(2) = P(S{”)) Po(1) = P(S{) Pi(2) = P(SY))

Pu(k) = P(5) Py(k) = P(58) PLR) = P(s)

For each step number, the condition is satisfied:

PP+ PP 4 4P =1 9)

It is necessary to find the probabilities of the states of the production system
for any step k. When assessing the degree of readiness of enterprises for innovative
activities, innovation processes in the production system can be depicted as a
sequence of discrete states. For any step in the innovation process, there are
Markov chain transition probabilities. Transitional probabilities can be written
in terms of conditional probabilities:

Py =P(s™ /58y (10)
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A Markov chain at any moment of time can be characterized by vectors by the
row C; of the matrix of transition probabilities P. If we multiply the vector row,
describing the probability distribution at a certain stage of the implementation
of innovations, by the matrix of transition probabilities, we obtain the probabil-
ity distribution at the next stage of implementation. With regard to determining
the degree of readiness of enterprises to innovate under conditions of uncertainty
of the influence of the external environment, characterized by elements of ran-
domness, the purpose of Markov chains is to search for such a combination of
characteristics and parameters of innovation activity that would allow improv-
ing the mechanisms of diagnostics and decision-making in a visualized form at
various levels implementation of innovations.

The readiness of enterprises to innovate can be represented as the internal
capacity of production for possible transformations. If the transition of the sys-
tem from one state to another occurs at pre-fixed times with the accumulation of
the corresponding volume of investment resources, then we have a serial Markov
process in discrete time. If the transition is possible at any random moment of
time, we have a Markov process with continuous time.

In the process of introducing innovations, when assessing the degree of readi-
ness of an enterprise for innovative transformations, events By, Bs,...,B; the
probabilities of which are known from the existing experience in the implemen-
tation of similar situations, may occur. These events characterize the parameters
of innovative transformations in the implementation of innovations. The onset
of events B; transfers the enterprise to one of the discrete states Sy, So,...Spm.
A hit to any state is considered a random event with discrete time.

Each combination of parameters describing the informational situation of the
state of the production system at the time of implementation of innovations is
assigned a certain probability, which is written as a row of the matrix of states. In
this case, the sum of the probabilities in the rows of the matrix is equal to one. All
possible states of the parameters of innovation processes, which characterize the
degree of readiness of enterprises for innovation, are sorted out. These iterations
are carried out for various states of innovation activity with their own parameters
and probabilities. This provides the possibility of constructing stochastic models
of production systems based on Markov random processes with discrete states
and discrete time. Since the processes of innovative transformations do not have
a continuous time stamp, we use the stages of implementation of innovations
as the time, which characterize the sequential approximation of the degree of
readiness of enterprises for innovative activities to achieve economic results.

The distribution of probabilities in assessing the degree of readiness of enter-
prises for innovation does not depend on time, but depends only on the tran-
sitions from the current state to the corresponding stages of innovation imple-
mentation. Developing the proposed methodological approach, it is possible to
establish the dependence of the degree of readiness of enterprises for innovative
activities on the initial current state of the enterprise, creating the necessary
basis for managing innovation.
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A conceptual model of the degree of readiness of enterprises for innovative
activities, compiled on the basis of an analysis of the basic principles of using
Markov chains, is presented in Fig. 1.

Assessment of the degree of readiness of enterprises for innovation

v

Determination of the Determination Determination of the
given trajectory of of parameters and characteristics of internal and
movement of resources zones of external disturbances in the
during the period of innovation implementation of innovations
innovative transformations T
Selection of random
Determination variables indexed by time
of the current state
of production —
Formation of an — Determination
information situation Establishing of discrete state
L related to thereactionto |, the probabilities L, spaces of
external influences of transient production
states systems
Compilation
of the matrix of
transition Building a directed Simulation of Construction  of
probabilities graph random events stochastic models
| N | o
v
Calculation of quantitative indicators of the degree of readiness of
enterprises for innovative activities

Fig. 1. Conceptual model of the enterprise innovation management system

Presented in Fig.1 formalization of the main actions to assess the degree
of readiness of enterprises for innovation, allows establishing the relationship
between the individual characteristics of the management system of innovation
[19]. This is the basis for predicting the competition of enterprises before and
after the introduction of innovations [18,20]. A feature of the presented model
is to take into account the multidirectional interests of participants in innova-
tive transformations associated with the possibility of obtaining additional profit
and with a constant share of risk present in this process. When making funda-
mentally different decisions either on the introduction of innovations or on their
rejection, only an assessment of the current situation of production activity will
be unmistakable. Many factors influence the results of innovation implementa-
tion. So the probability of getting an advantage can be 0.25 while the probability
of risk is 0.75. The key concepts of the Markov chain in the implementation of
innovations are shown in Fig. 2.
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Fig. 2. Key concepts of the Markov chain in the implementation of innovations

In the presented scheme, the Markov chain represents a set of transitions,
with its own probability distribution, satisfying the Markov property. If the
Markov chain has N possible states, then the matrix will have the form NxN
and each row will have its own probability distribution. The distribution of
probabilities with three possible states of the degree of readiness of enterprises
for innovative activities is shown in Fig. 3.

09
08

Personnel

Fig. 3. Probability graph of a Markov chain with three possible states

A random stochastic process for determining the degree of readiness of an
enterprise for innovative transformations is a set of random variables indexed by
a set T, which denotes different moments of initiation of innovative activity in
production.

The first step in creating a Markov chain to determine the degree of readi-
ness of enterprises for innovation is the formation of a transition matrix. The
current state of the production system is the initial state, while the remaining
states are subsequent. The probabilities of the state chosen for the present in the
subsequent time interval will be determined by one of the indicated situations,
without their simultaneity. Having connected in this way all the probabilities of
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the transition of these states, we obtain the matrices of the transition probabili-
ties of the Markov chain. Each transition from state i to state j is characterized
by the transition probability F;;, which shows how often, after entering the i —th
state, it makes a transition to the j-th state. Of course, such transitions occur
randomly, but if you measure the frequency of transitions over a sufficiently long
time, then it will coincide with the probability of transitions. When assessing
the degree of readiness of enterprises to introduce innovations, various mutually
exclusive situations are possible:

— the situation of seeking funding sources;

— the situation of the availability of the necessary equipment, in the absence of
the appropriate competence of personnel to use it;

— the situation of the availability of the competence of personnel and the cor-
responding equipment, in the absence of binding to the solution of specific
practical problems;

— a situation of lack of methodological support and forced caution, based on
the search for possible reasons for postponing the introduction of innovations.

Economic decisions for assessing the degree of readiness of enterprises for
innovative activity, taking into account many uncertain factors within the frame-
work of the theory of Markov chains, postulate the choice of the best alternative,
for which the apparatus of the theory of probability can be used. Markov chains
allow you to generate events.

4 Experiment, Results and Discussion

To implement the proposed conceptual model for managing innovation in con-
ditions of uncertainty, a simulation model has been created in the form of a
directed graph, in which the vertices represent the states of the process, and the
edges represent transitions between them. The simulation model allows you to
record the current characteristics of production activities at any time. The flexi-
bility of such a model is ensured by its adaptability to environmental influences.
The key factors of such models are input variables due to responses to external
influences.

Since the graph is oriented, it is not possible to get to another from every
state. Each connection has its own probability. The transition from one node
to another can pass through any random period of time. It is proposed as an
argument, on which the process depends, to consider not the time t, but the
number of the step 1, 2,..., n. A random process in this case will be characterized
by a sequence of states. If the initial probability distribution and the matrix of
transition probabilities are known, then the total probabilistic dynamics of the
process is determined and it can be calculated cyclically.

As a practical example of constructing a digraph of a Markov chain, reflecting
the management of innovative activities in conditions of uncertainty, we selected
the states in which the priority of the location of the parameters is character-
ized by the most significant characteristics: finance, equipment, personnel com-
petence, methodology for processing research results. The transitions between
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these states are selected as edges or arcs of the digraph components. Weights
of arcs, expressed in terms of empirically determined probabilities, compiled on
the basis of a generalization of information published in [9,16] are presented in
Table 1.

Table 1. The current state of the production system

No | Parameters | Weights of arcs | Vertices of graphs
1 | Financing 0.2 V1
2 | Equipment |0.6 V2
3 | Competence | 0.1 V3
4 | Methodology | 0.1 V4

Large-scale technological changes, the science-intensive technology imple-
mentation, digitalization, intelligent and information networks, along with the
complexity and dynamism of market processes lead to uncertainty in the func-
tioning of enterprises. It is of interest not only to fix the factors that hinder
the development of innovation, but also the possibility of developing strategic
directions and methods of their decisions.

The innovations in information management systems and technologies imple-
mentation for assessing the degree of readiness of enterprises for innovative activ-
ities using Markov chains requires the creation of appropriate innovation poten-
tial, which depends on many economic factors. In the conditions of dynamic
changes and uncertainty of influence of external environment the basic deter-
mining factors of introduction of innovations are financing, the equipment, com-
petence and readiness for innovations. Having chosen the availability of financing
as the main parameter of the degree of readiness for innovative activity, the sub-
sequent states can be represented in the form of a 4 x 4 matrix. The values of the
probabilities of the parameters for assessing the degree of readiness of enterprises
for innovation at different stages of implementation are presented in Table 2.

According to tables Table 1 and Table 2, the production system can be in one
of four states.

Table 2. The current state of the production system

Next state Financing | Equipment | Competence | Methodology
Current State

Financing 0.2 0.6 0.1 0.1
Equipment 0.1 0.6 0.1 0.2
Competence |0.1 0.7 0.1 0.1

Methodology |0.2 0.1 0.6 0.1




IT to Assess the Enterprises’ Readiness for Change with Markov Chains 207

If enterprises operate steadily in a stable mode, the probability of the enter-
prise’s readiness for innovation according to Table?2 if funding is available 0.2.
To determine the degree of readiness of enterprises to innovate, it is necessary to
purchase the appropriate equipment. This probability will be 0.6. The probabil-
ity that the acquisition of the necessary competencies is sufficient to determine
the degree of readiness of enterprises for innovation activity 0.1. The probability
that the availability of the results methodology is sufficient to determine the
degree of readiness of enterprises for innovation activity.

If the operating conditions of the enterprise are unstable with predictable
seasonal expected changes controlled by insurance funds, then the probability of
the enterprise’s readiness to innovate only through the organization of financing
is 0.1. The probability of determining the degree of readiness of enterprises for
innovation in these conditions through the purchase of equipment is 0.6. The
probability of having the required competencies is 0.1 and the corresponding
methodology is 0.2.

If the working conditions of the enterprise are subject to sharp indecent fluc-
tuations caused by changes in the pressure of the external environment, then the
probability that the enterprise’s readiness to innovate only through the orga-
nization of financing will be equal to 0.1. The probability of determining the
degree of readiness of the enterprise through the purchase of equipment 0.7. The
probability of having the required competencies is 0.1 and the corresponding
methodology is also 0.1.

If enterprises operate in conditions of uncertainty in the pressure of the exter-
nal environment, then the probability that the enterprise’s readiness to innovate
only through the organization of financing will be 0.2. The probability of deter-
mining the degree of readiness of the enterprise through the purchase of equip-
ment is 0.1. The probability of having the required competencies is 0.6 and the
corresponding methodology is also 0.1.

In the initial state of production according to table. 1 the probabilities of
the current state of the production system by providing funding 0.2, equipment
0.6, competence 0.1 and methodology 0.1. It is necessary to determine what
is the probability of the readiness of enterprises for innovative activities in the
subsequent stages of the priority of using the parameters under various options
for the pressure of the external environment.

p(0) = (0.2,0,4,0.1,0.1) (11)
0.20.60.10.1
0.10.60.10.2

T=1o1070101 (12)
0.20.10.60.1

If we multiply the row vector describing the probability distribution at a
given stage of time by the matrix of transition probabilities, then we obtain the
probability distribution at the next stage of time. The probability that in one
step the system will pass from the state Sy to the state S; and the operating
conditions of the enterprise will be stable.
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0.20.60.10.1
0.10.60.10.2
0.10.70.10.1
0.20.10.6 0.1

P(1) =(0.2,0.6,0.1,0.1) x = (0.13,0.56,0.15,0.16)  (13)

The probability that being in state Si, in one step, the system will go to
state So under unstable but predictable changes in environmental conditions is
equal to:

0.20.6 0.1 0.1
0.10.60.1 0.2
0.10.70.1 0.1 (14)
0.20.1 0.6 0.1

= (0.129,0.535,0.18, 0.156)

P(2) = (0.13,0.56,0.15,0.16) x

Under the condition of instability of the enterprise due to unpredictable pres-
sures of the external environment, the probability of transition from state Ss to
S3 is equal to:

0.20.60.10.1
0.10.60.10.2
0.10.70.10.1 (15)
0.20.10.60.1

= (0.1285,0.54,0.178, 0.1535)

P(3) = (0.129,0.535,0.18,0.156) x

The probability that being in the Ss state of the production system due
to the introduction of innovation during the transition to the S4 state and the
operation of the enterprise in a state of uncertainty is equal to:

0.20.60.10.1
0.10.60.10.2
0.10.70.10.1 (16)
0.20.10.60.1

= (0.1282,0.54105, 0.17675, 0.154)

P(4) = (0.1285,0.54,0.178,0.1535) x

The general probability that determines the degree of readiness of the enter-
prise for innovation based on the data (Table1 and Table2) can be represented
as a system of inequalities.

P(1) > P(2) > P(3) > P(4) (17)

The presented system of inequalities is an indicator of the main diagnos-
tic parameters of the readiness of enterprises for innovative activity, based on
the obtained inequality, the priority, the main content and the level of changes
are determined, a step-by-step plan is drawn up, an analysis of constraints and
potential problems is carried out, strategies are developed and the determination
of the necessary resources. With regard to determining the degree of readiness
of enterprises to innovate in conditions of uncertainty of the influence of the
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external environment, characterized by elements of randomness, the purpose of
Markov chains is to search for such a combination of characteristics and param-
eters of innovation activity that would allow improving the mechanisms of diag-
nostics and decision-making in a visualized form at various levels. introducing
innovations.

The orientation of the enterprise to the innovative path of development can
be determined by the way of analyzing the capabilities and readiness of the
enterprise for innovation. The use of the Markov chain reveals the essence and
relationship of the main organizational parameters of the introduction of innova-
tions to the likelihood of their manifestation in various options for the influence
of the external environment. The readiness of an enterprise for innovation is
determined not only by the existing potential, but also by a set of conditions
that promote or hinder the implementation of innovations, which include factors
of state regulation, international factors, strategic directions of innovation activ-
ities of enterprises, competitive advantage in the industry, disruption or stability
of economic ties, market imbalance, political instability, etc.

Visualization of Markov chains in the finite-dimensional space of states of
readiness for innovation (Table 1) is shown in Fig. 4.

Willingness
to innovate

Fig. 4. Visualization of Markov chains in a finite-dimensional space of states of readi-
ness for innovation

An integral assessment of the degree of readiness of enterprises for innova-
tive activities is a convolution of individual indicators into a single generalized
parameter that characterizes the directions of achieving maximum profit.

The advantage of the information management system for assessing the
degree of readiness of enterprises for innovation using Markov chains is the abil-
ity to customize the system to any information situation. So in the example with
four input variables v;, the priority of the first and the sequence of subsequent
steps can be changed. Behind the funding position v; there may be personnel
competence vs which requires advanced training through courses, training sem-
inars, trainings, etc. The acquisition of equipment vy is a time-saving operation
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in the matrix of transition probabilities according to the ranking of priorities,
can be located after the competence of personnel v3.

Other options for constructing Markov chains that implement information
situations of the priority components of enterprises’ readiness for innovation are
shown in Fig. 5, Fig. 6, Fig. 7.

Willingness
to innovate

Vi

Fig. 5. Combinatorics of constructing Markov chains to assess the degree of readiness
of enterprises for innovation with the main input variable - competence

Despite the complexity of Markov chains as a tool for determining the degree
of readiness of enterprises for innovative activities, associated with the random-
ness and stochasticity of the process of innovative transformations, wandering
and shifting the starting point of the report at all stages of implementation,
choosing the number of input variables, hierarchy of sampling intervals, subjec-
tivity of priorities, Markov chains are a powerful tool for studying the dynamic
probabilities of processes with a quantitative implementation and practical ori-
entation.

Equipment

Willingness
to innovate

Competence

Yy

Fig. 6. Combinatorics of constructing Markov chains for assessing the degree of readi-
ness of enterprises for innovation with the main input variable - equipment
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Willingness
to innovate

Fig. 7. Combinatorics of constructing Markov chains for assessing the degree of readi-
ness of enterprises for innovation with the main input variable - methodology

To improve the accuracy of assessments of the degree of readiness of enter-
prises to innovate under conditions of uncertainty, a comprehensive analysis of
various parameters and characteristics is required that determine different lev-
els of innovation implementation and possible transformations of management
mechanisms.

5 Conclusions

For a quantitative assessment of the degree of readiness of enterprises for innova-
tion, it is necessary to use optimization and probabilistic methods using Markov
chains. Markov chains are a powerful tool for probabilistic stochastic modeling
of analytical data in a finite state space and an effective tool for assessing the
readiness of enterprises for innovation, allowing us to see various options for
solutions in a visualized form.

The features of Markov chain models allowing to take into account the multi-
directional interests of the participants in innovative transformations, associated
with the possibility of obtaining additional profit and with a constant share of
the risk present in this process were presented.

The novelty of technologies for using Markov chains to assess the degree of
readiness of enterprises for innovation is the hierarchy of sampling intervals and
the replacement of the process time by a sequence of states of implementation of
innovation, which allows to combine the results of forecasting at different levels
of implementation of innovations with one general assessment of the degree of
readiness of enterprises for innovation implementation of innovations.

With regard to determining the degree of readiness of enterprises to inno-
vate under conditions of uncertainty of the influence of the external environ-
ment, characterized by elements of randomness, the of Markov chains using was
provided to search for such a combination of characteristics and parameters
of innovation activity that allow improving the mechanisms of diagnostics and
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decision-making in a visualized form at various levels implementation of innova-
tions. The use of Markov chains helps us to develop marketing strategies when
introducing innovations.
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1

Currently, there is considerable interest in studies touching upon the underlying
causes of Covid-19. One of the research areas is directed to the search for and
modeling of the original genome sequence and testing of various hypotheses for
the origin of this sequence. Various sources give different approaches to the study
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Abstract. The purpose of this study was to find the original source of
envelope protein (spiked surface) of the Covid-19. It was assumed that
the envelope protein was related to ordinary proteins like the human
liver enzymes as possible original sources. A comparison was made on
the genome sequences of the envelope protein and the human liver
enzymes. The results of computational experiments showed that the
longest sequence, common in both groups, was as follows: glutamine
acid (e) - glutamine acid (e) - threonine (t) - glycine (g). Upon this find-
ing further investigation was performed on the molecular structure of
this sequence; and the probabilities of electron captures by the protons
of the atoms were computed to determine which atoms could connect
the amino acids using the approximation method taken from the quan-
tum mechanics. The study was continued to identify which amino acid
grew the genome sequence of the envelope protein differently from the
human liver enzymes. And it was found that the electron capture by the
proton of the atom could explain the process that formed the genome
sequence of the Covid-19’s envelope protein out from the human liver
enzymes. To our opinion this method could be used for identification of
other candidate proteins so that to find the original source of the virus.

Keywords: Covid-19 - Envelope protein + Human liver enzymes -
Amino acid -+ Genome sequence * Electron capture
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The study [2,5] focuses on the problems of mathematical modeling of Covid-
19. The paper provides for a comprehensive review of the challenges, problems,
gaps and opportunities relevant to mathematical modeling of Covid-19 data and
corresponding objectives. It gives a researcher wide view of problems, and mod-
eling approaches, compares and discusses related methods and current progress
in modeling Covid-19 epidemic transmission and dynamics, case identification
and tracking, infection diagnosis and medical treatment. The methods of model-
ing considered involve mathematical and statistical approaches, epidemiological
compartmental models, biomedical analysis as well as simulation and hybrid
modeling. Availability of numerous approaches to modeling highlights the prob-
lem complexity and necessity for the search and hiring more effective models
and treatment of the Covid-19 methods [1,6,8,11,12,19].

The research paper [14,18] considers the problem of predictive modeling
of Covid-19 infection using statistical data from the Benelux union. Basically
in this study the authors proposed the following two methodologies of model-
ing: a susceptible, exposed, infected, recovered, deceased (SEIRD) model that is
based upon application of differential equations, and a long short-term memory
(LSTM) deep learning neural network model. The Covid-19 epidemic caused
the number of infected people to grow exponentially. The SEIRD compartmen-
tal model that included such variables as susceptible, exposed, infected (mild,
severe, and critical), recovered, and deceased. The model parameters were com-
puted with the data for the Benelux countries. The results achieved showed
that SEIRD model predicted correctly several peaks for the three countries with
higher RMSE for non-critical cases. The LSTM approach turned out to be capa-
ble to predict later peaks with low values of RMSE criterion. Some mismatch
between real and simulated data was discovered that was explained by under-
reporting of the number of cases, different initial conditions, as well as setting
parameters. Generally, the model showed acceptable results and can be modified
so that to take into consideration various phenomena like medical intervention,
asymptomatic infection, mobility of people etc. The authors did not consider the
problem of locating the original source of Covid-19.

The paper [4,17] is based upon analysis of real time daily data and con-
structing the predictive model named as susceptible, exposed, infectious, recov-
ered (SEIR). The modeling approach was used to forecast Covid-19 outbreak
within and outside of China. The authors also collected and analyzed queried
news to classify it into negative and positive sentiments. This approach helped to
understand influence of the news on people behavior from political and economic
point of view. The news queries during the study showed that there were more
negative than positive articles (negative and positive sentiments). The positive
sentiments were touching upon collaboration and strength of the individuals fac-
ing the epidemic, and the negative sentiments were related to the uncertainty
and poor outcome like death. It was stressed that Covid-19 was still unclear
disease what means that correct prediction can only be made after the end of
the outbreak. The authors did not consider the problem of locating the original
source of Covid-19.
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Problem Statement. The research question was stated as follows: “What
formed the genome sequence of the Covid-19’s envelope protein (spiked sur-
face of the virus)?” At first, it was assumed that any ordinary protein such as
human liver enzymes could be the original source of the envelope protein. Also
comparisons were made on the genome sequences of the envelope protein and the
human liver enzymes. As the result it was found that the longest match of the
sequences was e-e-t-g (glutamine acid — glutamine acid — threonine — glycine),
that are common in both the envelope protein and in the human liver enzymes.
It is proposed to investigate an approach in which the molecular structure
of each of these four amino acids is examined in the longest e-e-t-g match. If
a proton of an atom of the amino acid captured an electron of other amino
acids atom, such phenomena could connect the amino acids to make longer
genome sequence. With this assumption the probability of electron capture was
calculated on selected atoms of each amino acid. An analysis was made to explain
how the Covid-19’s envelope protein diverged from the human liver enzymes.

2 Material and Methods

2.1 Comparing Genome Sequences

Genome sequence data was taken from reference [2] for the Covid-19’s envelope
protein (protein_id = “QIB84675.1”). The genome sequence is as follows:

mysfvseetgtlivnsvllflafvvillvtlailtalrlcaycenivnvslvkpsfyvysrvknlnssrvpdllv.

And from references [14,17], the genome sequences for two types of human liver
enzymes was taken, as shown in Table 1 and Table 2. The comparison was made
on the genome sequence of the envelope protein with each of these human liver
enzymes, by the Algorithm 1 shown below.

Table 1. Genome sequence of human liver enzymes-1 [14]

Enzyme No | Genome sequence
1 masstgdrsq avrhglrakv ltldgmnprv rrveyavrgp ivqraleleq elrqgvkkpf

61 teviranigd aqamgqrpit firqvlalcv npdllsspnf pddakkraer ilqacgghsl
121 gaysvssgiq liredvaryi errdggipad pnnvflstga sdaivtvlkl lvageghtrt
181 gvlipipqyp lysatlaelg avqvdyylde erawaldvae lhralggard hcrpralcvi
241 npgnptgqvq trecieavir fafeerlfll adevyqdnvy aagsqfhsfk kvimemgppy
301 agqqelasth stskgymgec gfrggyvevv nmdaavqqqm lklmsvrlep pvpggalldl
361 vvsppaptdp sfaqfqaekq avlaelaaka klteqvfnea pgiscnpvqg amysfprvql
421 ppraverage lglapdmffc Irlleetgic vvpgsgfgqr egtyhfrmti lppleklrll
481 leklsrfhak ftleys
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Table 2. Genome sequence of human liver enzymes-2 [17]

Enzyme No | Genome sequence

1 mgqraaalvrr gegprtpssw grsgssaaae asavlkvrpe rsrreriltl esmnpgvkav

61 eyavrgpivl kageielelq rgikkpftev iranigdaqa mgqqpitflr gvmalctypn

121 lldspsfped akkrarrilq acggnslgsy sasqgvncir edvaayitrr dggvpadpdn
181 iylttgasdg istilkilvs gggksrtgvm ipipqyplys aviseldaiq vnyyldeenc
241 walnvnelrr avqeakdhed pkvlciinpg nptgqvgsrk ciedvihfaw eeklfllade
301 vyqdnvyspd crfhsfkkvl yemgpeyssn velasfhsts kgymgecgyr ggymevinlh
361 peikgqlvkl Isvrleppvs gqaamdivvn ppvageesfe gfsrekesvl gnlakkaklt
421 edlfnqvpgi henplqgamy afprifipak aveaagahqm apdmfycmkl leetgicvvp
481 gsgfgqregt yhfrmtilpp veklktvlgk vkdfhinfle kya

Algorithm 1: Comparison of genomic sequences

Input: Two groups of genome sequences: genomell, genome22
Output: Results of comparison of genomic sequences

[l =0;
for i =1;i <n do
l=1+1,;
Verification of the first genomic sequence: genome01;
k=0;
p=0;
for j=1;j <mdo
k=k+1,;
Verification of the second genomic sequence: genome02;
if genome01 = genome02 then
p=p+1
Return matched genome sequence: genome01, matched
number: p;
end
end
end

The above program shows an example, which looks for the matches of four
consecutive amino acids. This program was used also to find three consecutive
amino acids and two consecutive amino acids. In addition, an attempt was also
made to find the matches of more than five consecutive sequences, however larger
matched sequences were not detected.

2.2 Calculating the Probability of the Electron Capture

The algorithm for calculating the probability of electron capture was taken
from [12]. The case was considered, in which a proton of an atom, for example
Oxygen, captured an electron of another atom, for example Hydrogen, which
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passed by the proton of the atom. Figure 1 shows the coordinates of two protons
and an electron. Two protons are symmetrically located on both sides of the
origin O of the coordinate. Here %R, and (f%R), are the coordinates (geometric
positions) of two protons that will capture the electron of another atom; R is the
distance between two protons, and the positions of these protons are fixed. On
the other hand, r is the position of electron in a plane polar coordinate system,
and it changes as a function of geometric coordinate, z, where the relation holds:
f%R <z< %R. We also assumed that the electron was initially attached to the
proton at the coordinate of, %R; then the initial state of the electron had the
form, ¢ = (r— %R) - cos wx, where cos wx was the Eigen-wave function, and w
was the frequency of oscillation of the electron, representing its energy level.

e (electron's position)

R r——=R

1 4 /
__R N\ lR
2

o

+
PO -

Fig. 1. The coordinates of the proton and the electron [12]

Also, in this research, three frequencies, wy, we and ws, were set for sim-
ulating the lower, the middle and the higher energy levels, as shown in Fig. 2.
Then, the probability of electron capture was calculated upon the Hamiltonian
equation shown below:

1 1 1
H=T,—-C- (r—I— éR) -coswx — Cy - (r— éR) ~coswx—|—03§-coswx, (1)

where T, is the kinetic energy of electron. Here it was assumed that the rela-
tive speed of proton was much slower than the electron’s speed. Therefore, the
geometry of an electron and protons was the main focus, not time dependency
of the system; and T, is a set as a unity (one).

When the electron is attached to one proton at the coordinate of (—l—%R)
as its initial state, the wave function is, (r — £R) - coswz; but it changes to
(7‘ + %R) - coswx when the electron is transferred to another proton located at
(f%R), as the process of the charge exchange.

When the reference [12] was published in 1969, personal computers were
not available, therefore the reference [12] further described the algorithm in
mathematical forms with calculus, and predicted that the squared module of the
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1
coefficient C; for (1R - Cos wo:) gave the probability of charge exchange
r

2
(the electron capture). However, in this research a personal computer was used

to calculated the coefficients, C7, Co, and C3 with the following algorithm of
matrix algebra:

H=T.- X -c, ()

where, X consists of three column vectors:

1 1 1
<—1 - COS wx) s (— 1 -Coswx) , and (—i— - COS wm) ;
r+ 3R r—sR R

and vector is as follows:

Ch
Cc = 02 . (3)
Cs
Then a constraint is a set:
X'H=0, (4)
so that:
X' (T, — Xc) =0, (5)
where X’ is the transpose matrix of X.
Thus, we have:
X'Xe=X'T,, (6)
c=(X'X)"'X'T,, (7)
and
V(e) =6*(X'X)", (8)
where V(c) is the variance of ¢, where:
62 =¢e/(n—1), 9)
e=M-T,, (10)
M=I-XX'X)'X, (11)

where n is the number of rows of each column of X (in this simulation n = 25);
[ is the number of columns of X (in this simulation, [ = 3); I is a 25 x 25 unit
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matrix; (X’X)~1 is the inverse matrix of X’X, and ¢’ is the transpose vector of
e. Finally, ¢ is the coefficient vector, and o = /V (¢) is the standard error of the
coefficient.

For this simulation the values of R were assigned as the diameters of
Hydrogen, Carbon, Nitrogen and Oxygen, as shown in the Table3, and r =

2
(2> + 22, where x was the distance from origin O toward (—iR) and

toward 1R in Fig.1, where the origin O was located at z = 13; and, (—1R)
was at = 1, and %R was at z = 25.

Note: According to [12], p. 84, “Capture of an Electron by a Proton (Charge
Exchange)” of the Chap.2.4 “Adiabatic Perturbations”, R is the distance
between the two protons of Fig. 1. Here an assumption was made as if two same
atoms, which were centered by each of two protons, were located next to each
other: therefore, R = 2 x re, where re is empirically measured radius of Table 3.

Table 3. Input data of R for the simulation

Chemical element | Empirically measured radius (re) in pico-meters [12] | R

Hydrogen atom |25 50
Carbon atom 70 140
Nitrogen atom 65 130
Oxygen atom 60 120

Then the input data were made on R, r, coswx and sin wx as shown in Fig. 2.
The case of sin wzx was also calculated during this research, but it was eliminated
from this report due to the less significance of the calculated standard error of
the coefficient.

3 Results

Table 4 shows the matched genome sequences of the envelope protein and of each
of two types of the liver enzymes.

The genome sequence of e-e-t-g (glutamine acid — glutamine acid — threonine
— glycine) was the longest matched sequence found both in the envelope protein
of Covid-19 and human liver enzymes. Upon each of the molecular structures
of e (glutamine acid), g (glycine) and t (threonine), the probability of electron
capture (charge exchange) by the proton of each of Hydrogen, Carbon, Nitrogen
and Oxygen atoms was calculated. Figure 3 shows the molecular structures of e
(glutamine acid), t (threonine) and g (glycine).
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Table 4. Matched genome sequences in the Covid-19’s envelope protein and human
liver enzymes

With Liver enzyme-1 With Liver enzyme-2

Sequence | Number | Sequence | Number | Sequence | Number | Sequence | Number
eetg 1 Vv 3 eetg 1 vp 3
eet 1 VS 4 eet, 1 il 4
etg 1 Li 2 etg 1 1If 2
ysf 1 vn 4 ilt 1 Ir 2
vil 1 SV 2 psf 1 ni 2
1lv 2 A% 2 1l 1 ns 2
1l 1 lv 6 fil 1 ps 2
fil 1 Tl 2 vys 1 SV 2
rle 1 1l 5 svl 1 Vv 2
pdll 2 Lt 2 rlc 1 vy 2
mys 1 vk 4 Ivk 1 af 1
Irl 2 D1 2 1 12 ai 1
psf 1 V1 2 ST 8 ay 1
tla 1 vy 2 sf 8 cn 1
dll 1 vp 2 ys 8 dl 1
1l 21 ST 2 la 6 et 1
fl 8 vt 1 Iv 11 fy 1
la 14 al 1 vk 6 gt 1
al 6 ay 1 vn 8 iv 2
ys 8 ni 1 tg 4 kp 1
v 6 nv 2 vl 6 In 1
tg 5 sl 1 vs 4 my 1
Ir 5 kp 1 al 3 rl 1
iv 4 If 1 ee 3 se 1
V1 4 af 1 fl 6 sl 1
St 8 yv 1 Ic 3 tl 2
Rl 4 my 1 It 3 yc 1
ee 3 et 1 nl 3 - -
Lc 3 gt 1 nv 3 - -
SS 3 cn 1 pd 3 - -
pd 3 ps 1 ss 3 - -
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Fig. 2. (a, b, ¢, d) Input data for the simulation: r, R, cos wz, and sin wz

Figure4 shows the calculated probability of electron captures with coswz
for each of the protons of Hydrogen, Carbon, Nitrogen and Oxygen atoms, and
Tables 5, 6, 7 and 8 shows the calculated numeric values of the coefficients and
the standard errors of the coefficients as well as the squared modules of the coef-
ficients and the probabilities of the electron captures by the atoms. The coeffi-
cients and the standard errors of the coefficients with sin wx were also calculated
within this research, but their calculated results were omitted from this report.

1
Because the calculated standard errors of the coefficients of (— T sin wx) ,
r—1
2

were larger than the calculated values of the coefficients, which meant that
these calculated coefficients were not significant. On the other hand, the cal-

culated standard errors of the coefficients of (— cos wx), were smaller

r+ iR
than the values of the coefficients. Therefore, the cas% of coswzr was more sig-
nificant than the case of sinwz. The difference between the calculated results
with sin wz and cos wx was resulted from the geometrical distributions of sin wx
and coswz (shown in Fig.2) within the geometrical framework of the model
shown in Fig. 1. Now the probability of electron capture by an atom’s proton

1
was calculated by the squared module of the coefficient of (— .y cos wx)
ra L
2
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Fig. 3. Molecular structures of e (glutamine acid), t (threonine) and g (glycine)

1
divided by total of the squared modules of the coefficients of <—+ T COS w:v) ,
r+1ip

f;coswx and +lcoswx
r—%R ’ R ’

Table 5. Calculated probability of electron captures

2

with cos wz for Hydrogen

1 T T
Chemical element —— 5 CoswWx | ———— - CoswT +— - coswx
r+ 3R r— 3R R
Hydrogen w1 | 780,4 1,622 1074 714,2
Coefficient C;. (252,2) (5,781 -107%) (229,6)
Inside of the bracket: wso | 335,9 8,066 - 104 305,0
standard error of (239,2) (5,647 -107%) (217,6)
the coefficient w3z | 258,2 7,345 -10% 234,6
(252,2) (5,781 -107%) (229,6)
| Ci |2 wy | 6,091 -10° 2,632-10"% 5,101 - 10°
we |1,129-10° 6,506 - 10" 9,305 - 104
w3 | 6,666 10% 5,395-1077 5,506 - 10%
Probability wy | 0,5442 2,351 .10 0,4558
| Ci |2 —12
wy | 0,5484 3,160 - 10 0,4520
[C1 124+ |C2 |2+ ]|C5|?
ws | 0,5477 4,432 - 10712 0,4523

Note: i = 1 for (—

r—l—%R.

1
r—i—%R

1
and 7 = 3 for (—l—R - coswx | .

1
coswx), and i = 2 for < - COS wz),

Upon the calculated probabilities of electron captures, two possibilities were
examined on the e-e-t-g connection as shown in Fig. 5 (Case-1) and Fig. 6 (Case-
2). (Note: In Fig. 5 and Fig. 6, the direction of t (threonine), between D and E,
is opposite from each other. The reason is explained below.)
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Table 6. Calculated probability of electron captures with cos wz for Carbon

Chemical element — 11 - coswz | — 11 - coswT —l—l - COS WT
r+ SR r— 3 R
Carbon wy 2,185 - 103 1,637 -10~4 2,000 - 103
Coefficient C;. (376,1) (3,650 - 10~%) (341,2)
Inside of the bracket: wa |942,2 8,149 - 104 855,4
standard error of (669,7) (5,692 - 10~4) (609,4)
the coefficient w3 | 723,6 7,408 - 104 657,6
(706,2) (5,827 -10~%) (643,1)
| C; |2 wy | 4,776 - 10 2,678 -108 4,000 - 106
wy |8,878-10° 6,640 - 10~7 7,318 - 10°
ws | 5,236 - 10° 5,488 - 107 4,324 -10°
Probability wy |0,5442 3,052 10715 0,4558
[Cil? wa | 0,5482 4,100-1013 0,4518
[C1I24+]C2 ]2 +|C5 |2
w3 |0,5477 5,741 -10713 0,4523

Table 7. Calculated probability of electron captures with cos wx for Nitrogen

Chemical element —% - coswz | — 11 - COSWT —&-l - COSWT
r+5R r— 3 R
Nitrogen w1 | 2,0293 - 103 1,637 -104 1,8570 - 103
Coefficient C; (349,2) (3,650 - 10~%) (316,8)
Inside of the bracket: wo | 874,9 8,148 - 104 794,3
standard error of (621,9) (5,692 -10~4) (565,9)
the coefficient. ws |671,9 7,408 - 104 610,6
(655,7) (5,827 -10~%) (597,2)
| C; |2 wy 4,118 - 106 2,678 -108 3,449 - 10°
we | 7,654 - 10° 6,639 -10—7 6,309 - 10°
ws |4,514 - 10° 5,487 -10~7 3,728 - 10°
Probability wy |0,5442 3,539.1015 0,4558
|G |2 wa |0,5482 4,755 - 1013 0,4518
[C12+]|C2 ]2+ C3 |2
ws | 0,5477 6,658 .10 13 0,4523
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Table 8. Calculated probability of electron captures with cos wzx for Oxygen

Chemical element — 11 -coswz | — 11 - coswx -|—l - COS WT
r+ 5 r— 5 R
Oxygen wi | 1,873 - 103 1,624 -10~4 1,714 -103
Coefficient C; (322,3) (3,622 -10~%) (292,4)
Inside of the bracket: wa | 807,5 8,085-104 733,1
standard error of (574,0) (5,649 - 10~%) (522,3)
the coefficient. ws | 620,2 7,351 -107% 563,6
(620,2) (7,351 - 10%) (551,2)
| C;i |2 wy | 3,509 - 106 2,6374-108 2,938 - 106
wa |6,520 - 105 6,537 -1077 5,375 - 10°
w3 | 3,846 - 10° 5,404 - 107 3,176 - 10°
Probability wy |0,5442 4,091 -10-15 0,4559
G wa |0,5482 5,496 - 10— 13 0,4518
[C12+[C22+|C5 2
w3z |0,5477 7,696 - 10~ 13 0,4523

The logics to formulate these connections are as follows.

1. Connection from e to e. The both sides of e (glutamine acid) are edged by
Oxygen atoms. Therefore, the e-e connection occurs between two Oxygen
atoms (A and B), where one electron of one Oxygen atom of one glutamine
acid (A) is to be captured by another Oxygen atom of another glutamine acid
(B). In Fig. 4 and Tables 5, 6, 7 and 8 the calculated probabilities of electron
capture by Oxygen atom is higher with the frequency of the electron wave of
we than, w;. In other words, the probability of electron capture by Oxygen
atoms is higher if the energy level of the to-be-captured electron is higher in
a certain range. In this case the captured electron belongs to the outer shell
of the larger atom that is Oxygen, not of smaller atom.

2. Connection from e to t. The e-t connection must occur at Oxygen atoms
of e to either of Oxygen atom or Carbon atom of t (threonine), by dropping
Hydrogen atom from the Carbon atom, because Hydrogen atom cannot be
connected with two atoms. In Fig. 5 and Fig. 6, the dropped Hydrogen atom
from the Carbon atom is marked in a circle. This Hydrogen atom may be
combined with the other free atom such as Oxygen to form OH. Figure4 and
Tables 5, 6, 7 and 8 show that the probability of the electron capture by the
proton of Hydrogen atom is lower; and, Table 9 shows that the e-t connection
was observed only once in both of Covid-19’s envelope and the human liver
enzymes. This observation suggests that the connection from e to t is a rare
occurrence; therefore, Case-2 (Fig. 6) is a reasonable possibility. On the other
hand, Fig. 5 shows that the e-t connection occurs between an Oxygen atom
and another Oxygen atom, which suggests the higher probability of electron
capture; and, it conflicts with the rare observation in Table 9.

Note: e: Glutamine Acid; t: Threonine; g: Glycine; 1: leucine; c: cysteine; i:
isoleucine.
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3. Connection from t to g. Table9 shows that the t-g connection was observed
only once in the Covid-19’s envelope alone, while 5 times in the liver enzyme-
1, and 4 times in the liver enzyme-2; therefore, it is not a rare occurrence in
the human liver enzymes, and the Oxygen-Oxygen connection is reasonably
explained by the high probability of electron capture.

4. Connection from e-e-t-g to the other amino acids in the Covid-19’s envelope
protein. In the genome sequence of Covid-19’s envelope protein alone [2], the
sequence e-e-t-g continued as e-e-t-g-t-1- .... However, g (glycine) had no
possibility of further connection to t (threonine) unless the Hydrogen of g
(glycine), located on the right-hand side of the e-e-t-g chain in Fig.6, was
dropped out from the Nitrogen atom so that the Nitrogen atom could be
directly connected to the other atom. Table9 shows that the g-t connection
is observed only once in both of the envelope protein and the liver protein.
However, the sequence e-e-t-g-t expands to e-e-t-g-t-1 in the Covid-19’s
envelope protein because 1 (leucine) includes Oxygen atom (see Fig. 7 below)
that holds the high probability of electron capture.

5. Connection from e-e-t-g to the other amino acids in the human liver
enzymes. In the human liver enzyme-1 (Table 2) and the enzyme-2 (Table 3),
the sequence of e-e-t-g is followed by i-c ... to form e-e-t-g-i-c ..., which
doesn’t appear in the Covid-19’s envelope protein [2]. Table 9 shows that the
g-i connection appears 4 times in both of the liver enzyme-1 and the liver
enzyme-2. Figure 7 shows that i (isoleucine) holds Oxygen atom, and it can
further connect e-e-t-g-i to ¢ (cysteine), which also holds Oxygen atoms.
Therefore, it is reasonable to observe e-e-t-g-i-c ... in the ordinary human
liver enzymes.

6. Amino acid that diverges the envelope protein from the human liver enzymes.
In the envelope protein, g (glycine) is the last amino acid of the chain e-e-t-g,
and it holds Hydrogen atom. The Hydrogen atom has the lower probability
of electron capture, but t (threonine) holds Oxygen atom that has the higher
probability of electron capture; therefore, if the Hydrogen atom is dropped

Table 9. Two consecutive amino acids

Connected amino acid | Number of observations

Amino | on the right-hand Covid-19’s Liver enzyme-1 | Liver enzyme-2
acid side envelope alone | alone alone

e e-e 1 3 4

e e-t 1 1 1

t t-g 1 5 4

g g-t 1 1 1

t t-1 2 3 1

g g-i 0 4 4

i i-c 0 1 1
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out from the Nitrogen atom, t (theronine) can be further connected to 1
(leucine) that also holds Oxygen atoms. On the other hand, in the human liver
enzymes, g (glycine) of the chain e-e-t-g connects to i (isoleucine) because
it holds Oxygen atom, and it further connects to ¢ (cysteine) which also
holds Oxygen atoms. In fact, Table9 shows that the connection of g-i is
not observed in the envelope protein, but it is observed 4 times in the liver

enzymes.

The result of the analysis shows that the probability of electron capture by
proton explains the difference between the genome sequences of the Covid-19’s

envelope protein and the human liver enzymes.
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4 Conclusions

The result of this analysis shows that the formation of Covid-19’s envelope pro-
tein is explained by the probability of electron capture by the protons of atoms.
For example, the sequence e-e-t-g is common in both of the envelope protein
and the human liver enzymes; but, after this sequence, the envelope protein
expands its sequence to e-e-t-g-t-1- ..., while the liver enzymes continue their
sequences differently to e-e-t-g-i-c. ... This difference could be explained by the
probabilities of the electron capture by the atoms in the structures of the amino
acids.

Fig. 4 shows that the atoms increase their capabilities of electron capture if
the energy level of the to-be-captured electron in the other atom is within a cer-
tain level. In order to explain such energy level, there are two possibilities. First,
if the electron is in the outer shell of relatively larger atoms such as Oxygen or
Carbon in comparison with the smaller atom such as Hydrogen, the probability
of electron capture by the other atoms becomes higher. The other possibility
is that the electron’s energy state is excited by some reasons such as the scat-
tering by photons; but this second possibility should be investigated further in
the future research. This research demonstrated a possible procedure to find the
origin of Covid-19 formation by following the steps:

1. the comparison of genome sequence of Covid-19 with ordinary proteins, as a
candidate of the origin, to find the longest matched genome sequence;

2. the investigation of the molecular structure of each amino acid to check if the
logic of the probability of electron capture works (for example, whether or
not, the smaller probability of electron capture produces less number of the
connections in the genome sequence of Covid-19 and in the candidate protein
for the possible origin);

3. the assessment of the logic on how the electron capture creates the chains of
the amino acids of the virus and of the candidate protein.

As the result of this research, it was explained that the Covid-19’s enve-
lope protein could emerge from the human liver enzymes. However, the further
investigation is needed upon studying different candidate proteins.
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Abstract. In this paper, we adopt the Lyapunov- based Control Scheme
(LbCS) architecture to propose a motion planner for several fixed-wing
Unmanned Aerial Vehicles (UAVs). We implement the leader-follower
formation type here, where the flock has to navigate in a workspace
cluttered with obstacles with respect to its leader to reach its pre-defined
targets. In our case, the obstacles will be spherical fixed obstacles and
the moving aircrafts in the swarm itself becomes the obstacles for all
the other members. This needs to be avoided to successfully achieve the
task. The flock navigates the environment in its pre-defined formation
and moves towards its target. In the event of an obstacle, the flock splits
and rejoins later in a safer location, regaining the desired shape. A set of
nonlinear acceleration-based controllers using the Lyapunov-based Con-
trol Scheme are designed to achieve this task successfully. The controllers
presented will guarantee the UAVs coordinate their motion in a well-
planned manner and make sure the aircraft converge to their desired
target while avoiding obstacles intersecting their path. The computer-
generated simulations of a number of virtual scenarios have been looked
at where different predefined formations of the flock have been designed.
These simulations show the effectiveness of the proposed nonlinear accel-
eration control laws, revealing the simplicity and effectiveness of the con-
trol technique used. The paper finally ends with a conclusion and future
work recommendations in this area.

Keywords: Lyapunov * Fixed-wing UAVs - Flock - Split-rejoin -
Leader-follower

1 Introduction

In today’s world, robotic systems are considered one of the most powerful and
important tools to carry out tasks that are not safe or impossible to be done
by humans. Recent research has shown that groups of robots are used for tasks
which cannot be carried out by single robots [2,19]. In fact, this turned out to
be more effective when compared to single robots [3,4,9]. Working with multiple
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robots (Co-operative Intelligent Transport System (C-ITS)) is usually carried
out in a specific way or formation where robots need to coordinate its motion
in a cooperative manner. The added advantages of C-ITS are that it is cheaper
when compared to single vehicles, it covers a larger area in a shorter time and
it also improves task execution [13,16].

Recent research has placed a lot of emphasis on formation control of multi-
agent systems. Sharma in [15] once said that formation control is actually con-
trolling the position and orientation of groups of agents while maintaining their
relative locations. Formation control by design in multi-agent systems is adopted
from many real-life situations, and Nature is highly praised for this. Behaviours
such as schools of fish, herds of land animals, and flocks of birds, to name a few,
are highly used in multi-agent systems for formation control. This outstand-
ing behavior not only achieved great success in the multi-agent system but also
brought more safety and strength [1,7,20]. Multi-agent systems work in a spe-
cific manner where the flock splits in case of obstacles or danger and rejoins at a
safer distance. Multi-agent systems also share loads and execute tasks more and
perform more safely when compared to single or split robots [14,18].

Usually we look at the formation shape, formation type, and robotic control
when we look at the formation control of multi-agent systems in general. Recent
researchers have greatly focused on formation control and numerous approaches
have been given to derive successful solutions to this [1,5,6]. The most com-
monly used approaches from the literature are roughly categorised as generic
approaches, namely, generalised coordinates, behaviour-based, leader-follower
strategy, virtual structure, and social potential field [10].

For the case of this paper, a leader-follower strategy will be used for for-
mation control of the flock. LbCS will be used to design a motion planner for
the flock navigating in the workspace in the presence of obstacles [8,17,18]. The
flock needs to coordinate its motion in a well planned manner to successfully
converge to its pre-defined target, avoiding obstacles present in its path. In our
case, the obstacles will be spherical fixed obstacles, and the moving aircraft in the
swarm itself will become the obstacles for all the other members. Using artificial
potential fields, the Direct Method of Lyapunov will then be used to derive con-
tinuous acceleration-based controllers, which will give our system stability. The
work to be done in this paper is an extension of work published in [11,12]. The
remainder of this paper is structured as follows: in Sect. 2, the fixed-wing aircraft
model is defined; in Sect. 3, the artificial potential field functions are defined; in
Sect. 4, the acceleration-based control laws are derived, while in Sect. 5, stabil-
ity analysis of the robotic system is carried out; in Sect. 6, we demonstrate the
effectiveness of the proposed controllers via a computer simulation; and finally,
Sect. 7 concludes the paper and outlines the future work to be done in the area.
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2 Vehicle Model

In this section, we derive a simple kinematic model for the leader-follower based
formation control of multiple fixed-wing aircraft. We will consider n, n € N,
fixed-wing aircraft in the Euclidean plane. We let A; represent the leader and
A; for i = 2,...,n take the role of follower robots. We let (z;,y;) represents the
Cartesian coordinates and gives the reference point in the 2-dimensional space,
of our fixed-wing aircraft as seen in Fig. 1. Further more, let ; be the orientation
of aircraft with respect to the zi-axis, also let L be the overall length and [ be the
total wingspan of the aircraft. We ignore the rolling and pitch angles. The aircraft
safely needs to steer past an obstacles and to ensure this, the nomenclature of
[15] is adopted and the spherical regions protecting the aircraft is constructed.
Given the clearance parameters €; > 0 and ez > 0 and, we enclose the aircraft
by a protective spherical region centered at (x;,y;, 2;), with radius

V(L +261)2 + (1 + 2€2)? (1)

T =

2

~ . .
~ Protective region

2

»
»>

—

Fig. 1. Kinematic model of the fixed-wing UAV
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The model of the system, adopted from [3] is
L
Z; = v; cosb; — 5%— sin 6;,

L
Yy = v;sin@; + §wi cos 0;,

Zi = Vi,
: (2)
0; = wi,
’U.Z' = O'i].,
a}i = CTZ'2,
Ui = 0’1‘3.

From the above model of the system, v; represents the instantaneous transla-
tional velocity of the aircraft, w; represents the yaw rate, v; represents the rate
of altitude change, and o;1, 0;2, 043 for i = 1,...,3 are the instantaneous accel-
erations. Now, system (2) is a description of the instantaneous velocities and
accelerations of the fixed-wing aircraft. The state of the fixed-wing UAV can
then be described by x = (4, ys, 2;, 0i, vi, wi, v;) € R7

3 Artificial Potential Field Function

Here we formulates collision free trajectories of the fixed-wing aircraft system
under kinodynamic constraints in a given workspace.

3.1 Attractive Potential Field Functions

Attraction to Target. Leader is assigned a stationary target here and we
let the target be a sphere with center (p11, p12,p13) and radius r;. The follower
vehicles move with its leader maintaining desired formation and splits incase
of danger and obstacles. We consider an attractive potential function for the
attraction of the leader to its target:

1
Vi(x) = 5[(561 —p11)? 4 (1 — p12)® + (21 — p13)> +0f + i + ). (3)

For the follower vehicles, i = 2, ...n to maintain its desired relative position with
respect to the leader whose center is given by (p;1,pi2, pis) = (z11 — a4, y11 —
bi, z11 — ¢;) where a;, b; and ¢; are relative x,y, z distance of the followers from
the leader, we define the following function

Vi(x) = 1[(1%' — (i —ai))? + (yi — (Y — b:))* + (20 — (2 — @) + 0] +w] + 7).

2
(4)
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Auxiliary Function. We design an auxiliary function to guarantee convergence
of the leader and its designed in the form of

G1(0) = gl(er — pua)? + (11— p12)” + (21— pis)?] 5)

where py4 is the final orientation of the leader robots. For the follower vehicles
1=2,...,n, we have

Gu(x) = (i —pi)? + (i — pa) + (21— pis)?). (©)

The auxiliary functions guarantees controllers becomes zero at the leaders target.
These functions above is later multiplied to the repulsive potential functions
given in the following functions.

3.2 Repulsive Potential Field Functions

Unknown agents such as obstacles are always present in the environment and we
design obstacles avoidance function by measuring Euclidean distance between
the robots and obstacles present in our path. This will ensure all these obstacles
will be avoided during navigation.

Fixed Obstacles in the Workspace. Lets fix ¢ € N solid obstacles within
the boundaries of the workspace. We assume the [th obstacle be a sphere with
center (0;1, 052, 0;3) and radius ro;. For the aircraft to avoid the Ith obstacle, we
consider the avoidance function in the form of

FO;(x) = %[(Ii —on)? + (yi —o12)” + (zi —oi3)> — (roy +13)%. (7

where r =1,..qand i =1,...,n.

Moving Obstacles in the Workspace. Aircrafts in multi-agent system itself
becomes obstacles for all the other members and it needs to taken care off to
avoid collision. Therefore, for vehicle B; to avoid vehicle B; we design repulsive
potential field function of the form.

1
MOy;(x) = Sl(@i = 2;)% + (4 = 93)" + (2 — 2))* = (2r)°], (3)
fori,j=1,...,n,5 #i.
These obstacle avoidance functions and other functions given in the follow-
ing sections are then combined with appropriate tuning parameters to generate
repulsive potential field functions in the workspace.
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Workspace Limitations. We desire to setup a definite 3D framework of dimen-
sion 71 by n2 by n3 for the workspace of our aircraft. These boundaries are con-
sidered as fized obstacles in our LbCS. We define the following potential function
for the aircraft to avoid these:

Wi (x) = (zi —13),
Wia(x) = (02 — (i +14)),
Wiz(x) = (m — (z; +14)),

Wia(x) = (yi — 1),

Wis(x) = (i — 13),
Wie(x) = (13 — (2 +13)).

fori=1,...,n.

Dynamic Constraints. Practically, there are yaw angle restrictions and air-
craft translational speeds are restricted due to safety reasons. Subsequently, we
have:

(1) Vmin < U; < Umax, Where vmy is the minimum speed for the aircraft while
Umax 18 the mazimal achievable speed of the aircraft,
(ii) |wi|] < Wmax, where wyqz is the maximum yaw rate,
(iii) || < Viax, where vy,q, is the maximum altitude change.

Hence, we consider the following avoidance functions:

Uil(x) = %[(Umam - Ui)(vmaa: + U'L)]v
Uin () = 5[(03 — min) (01 + i)
1 (10)
Ui3 (X) = i[wmax - wi)(wmax + wi)]a
Vi) = 3 (maz — 1) Vmas + )]

i =1,...,n. The above positive functions guarantees the adherence to the limita-
tions imposed upon the yaw angle and the velocities of the aircraft when encoded
appropriately into the Lyapunov function.

4 Design of the Acceleration Controllers

Here we design nonlinear acceleration control laws for the system (2) using LbCS
as proposed in [15].
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4.1 Lyapunov Function

Using the above attractive and repulsive potential field functions we now con-
struct the total potentials, that is, a Lyapunov function for system (1). We
introduce the following control parameters for i = 1,...,n that we will use in the
repulsive potential functions.

(i) ay > 0,1 =1,...,¢, for avoidance of ¢ sphere-liked obstacles.
(ii) Bir > 0,k = 1,...,6, for workspace of aircraft. These are treated as fixed

obstacles.

(iii) vis > 0,8 = 1,...,4, for avoidance of the artificial obstacles from dynamic
constraints.

(iv) 5 > 0,7 = 1,..n,j # i, for the collision avoidance between any two
aircraft.

B n a Q41 6 Blk TVis "ij
L(x) = Z |:VZ(X)+G <Z FO; (%) Z W; k(x)+z Ui +Z, J 11)

i=1 1=1 ‘S(X
J#i

4.2 Nonlinear Acceleration Controllers

The design of the feedback controllers begins by noting that the functions f; for

t=1,...,4 are defined as (on suppressing x):
q n
ayy 51k Vs 15 G1B11 G111
= |1+ + — | (z1 — - +
I |: ; FOn Z s=1 Uis g M1J:| ( ' pll) (W11)2 (W13)2

-3

=2

(i — (=1 — ai))

n 4
1 (677} Nij Yis
+Z +];’ A +SZ::1 i

J#

! a1l oy
- {Z Four ™ = 7 2 G, ”””')]’

ﬁuc s ng (w1 — p1a) — G1B11 G1B11
7 Uts (Wi2)2  (Wha)?

-1 12 k;l k —
>

4

l Mij Yis
+ +
) ];7 M, Z Uis

s=1

(yi — (y1 — bi))

—Gl[z (F211l1)2 —012) 22 (M])2 (n1 —yj)}

g Bk Ms "\ My G1611 G10611
1 nj _ _
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11 V12
=1+G - ,
fra HOn)?  (Un)?
713G1
=1+ ’
f15 (U13)2
’714G1
=1
f16 + (U14)2
and fori=2,...,n
Ly Bk e 7 Gifi
=11 ? ? L8 @] o N iMil
fu= |10 2 o+ 2w T 2 M] S N U
=1 k=1 s=1 j=1""4
Gifa il i
+(W23)2 - G; Z (Foil)z(xz—0l1)+2 - (MZ)Q(xz .Z‘]) )
=1 j=1 J

q 6 4 n
(8%7) ﬁzkz Vis Mig GzﬁzQ
2= |1 i — (1 — b)) —
fio= |1+ 2 g, + 2, T g, T2, W =) -
=1 k=1 s=1 j=1 J
Giﬁill Q;l - Mij
—+ —Gi Yi — 01 +2 (yz_y ;
)t~ | 2 o ¥ ) F 2 gy~ w)
q 6 4 n
77} ﬁzk Vis Mij GzﬁzS
o= |1 C_ —_~)) —
fi3 + Z Fo, +Z Wor —&-Z i + Z M (zi — (21 — ;) (Wis)?
=1 k=1 s=1 j=1 J
GiBis Ly S
+ - G; zi —o13)+2 I (2 — z:) ]|,
(2~ 4| 2 TR~ ) + 2 2 g~ %)
Vil Y12
4 = 1+ Gz - P
Ju Ual ~ Wa)?
3G
5 = 1 )
fis + (Uis)?
714G
i6 =1
fie + (Ua)?

So, we design the following theorem:

Theorem 1. Consider n mobile robots in the C-ITS whose motion are governed
by the ODE’s described in system (2). The principal goal is to facilitate maneu-
vers within a constrained environment and reach the target configuration. The
subtasks include; restrictions placed on the workspace, convergence to predefined
targets, and consideration of kinodynamic constraints. Utilizing the attractive
and repulsive potential field functions, the following continuous time-invariant
acceleration control laws can be generated, that intrinsically guarantees stability,
in the sense of Lyapunov, of system (2) as well:



Leader-Follower Strategy of Fixed-Wing UAVS via Split Rejoin Maneuvers 239

—(851v; + fircosb; + fiasind;)

0i1 = B}
' fia
S —(biowi + % fizcost; — 5 fir sind;) (12)
1 - b
fis
_ —(bizvi + fiz)
03 = ——F7.
fie
where §; > 0, for ¢ = 1,...,3 are constants commonly known as convergence

parameters.

5 Stability Analysis

Theorem 2. Given that x. := (pi1, pi2, Pi3, Pi4,0,0,0) € R7, is an equilibrium
point for (2), then x. € D(L(x)) is a stable equilibrium point of system (2).

Proof. One can easily verify the following:

1. L(x) is defined, continuous and positive over the domain D(Ly(x)) = {x €
R : FOu(x) > 0,0 =1,...,¢, MO;(x) > 0,i,5 = 1,...,n,i # j,Uis(x) >
0,s=1,...,4,Wy(x)>0,k=1,...,6;

2. L(x.) =0;

3. L(x) >0 Vx € D(L(x))/Xe.

Next, consider the time derivative of the candidate Lyapunov function along a
particular trajectory of system (2):

Lz(X) = Z [fir@s + fioYi + fisZi + fiaviVi + fiswiw; + fievivi] .

i=1

Substituting the controllers given in (12) and the governing ODEs for system
(2), we obtain the following semi-negative definite function

La(x) = — (01107 + dsow? + di37) < 0.
Thus, Lo(x) < 0 ¥x € D(L(x)) and L(Q) (x¢) = 0. Finally, it can be easily
verified that L(x) € C! (D(L(x))), which makes up the fifth and final criterion

of a Lyapunov function. Hence, L(x) is classified as a Lyapunov function for
system (2) and x. is a stable equilibrium point in the sense of Lyapunov. a
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6 Simulation Results and Discussion

6.1 Scenario 1: Arrowhead Formation in the Presence of Obstacles

We consider the motion of four vehicles in an arrowhead formation in the pres-
ence of obstacles. The follower vehicles are prescribed a position relative to the
leader. While the leader moves towards its target, the follower maintains a desired
distance and orientation relative to the leader. In the presence of obstacles, the
formation splits and rejoins at safer places throughout the journey, as given in
Fig. 2. Clearly, the vehicles also avoid inter-collision, which is treated as moving
obstacles. Corresponding initial and final configurations together with the other
necessary parameters required in the simulation are given in Table 1, assuming
all the values have been accounted for. The evolution of the Lyapunov function
(red) together with its derivative (blue) along the system trajectory is given
in Fig.4, which shows the system finally stops at the target since the energy
of the system becomes zero. Translational and rotational accelerations given in
Fig. 6 clearly decrease in the presence of obstacles, and later increase after avoid-
ing the obstacles. The acceleration of the system finally converges to zero as it
approaches the target.

Table 1. Numerical values of initial and final states, constraint and parameters for
Scenario 1 given in Fig. 2

Initial configuration

Workspace n1 = 2000, n2 = 500, n3 = 500

Rectangular position (z1,y1,21) = (100, 200, 250), (z2,y2,22) = (100, 100, 250)
(z3,y3,23) = (100, 300, 250), (z4,ya, z4) = (100, 400, 250)

Velocities v; = 1.5,w; =0.5,v;, =05 fori=1,...,n,

Angular positions 0;=0fori=1,...,n,

Constraints and parameters

Dimensions of UAV L=20,w=10

Leaders target (p11,p12,p13) = (1900, 200, 150), rt; = 20

a1,b1,c1) = (60, —80,0), (a2, b2, c2) = (60,0,0),

as, bz, c3) = (60, 80, 0),

011,012, 013) = (700, 280, 240), (021, 022, 023) = (1500, 150, 110),
031, 032, 033) = (1100, 100, 200)

Velocity constraints Umax = 9, Umin = 1, Wmax = 1, Vmax = 1

Position of ghost targets

Fixed obstacles

—~ = =

Clearance parameters e1 = 0.1, e2 = 0.05

Control and convergence parameters

Collision avoidance a;;=01,forl=1,...,5, Bix =01lfork=1,...,6
Dynamics constraints vs = 0.0001, for s =1,...,4
Convergence 61 = 4000, for k=1,...,3,

Sik =100, fori=2,...,4and k=1,...,3
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6.2 Scenario 2: Double Platoon Formation in the Presence
of Obstacles

The motion of four vehicles in a double platoon formation in the presence of
obstacles is considered in this scenario. The follower vehicles are prescribed a
position relative to the leader. The leader moves towards its pre-defined target
and the followers maintain a desired distance and orientation. In the presence
of obstacles, the flock splits and rejoins at a safer distance throughout the jour-
ney, as given in Fig.3. Clearly, the vehicles also avoid inter-collisions, which
are treated as moving obstacles. Corresponding initial and final configurations
together with the other necessary parameters required in the simulation are given
in Table 2, assuming all the values have been accounted for. The evolution of the

\ / flock-splits

0 500 1000 1500

Fig. 2. The evolution of trajectories of 3D multiple fixed-wing UAVs in arrowhead
formation. The leader is in red and the followers are in blue. The cyan lines shows the
trajectories in presence of multiple spherical obstacles.
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Fig. 3. The evolution of trajectories of 3D multiple fixed-wing UAVs for double platoon
formation. The leader is in red and the followers are in blue. The cyan lines shows the
trajectories in presence of multiple spherical.
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Lyapunov function (red) together with its derivative (blue) along the system
trajectory is given in Fig. 5, which shows the system finally stops at the target
since the energy of the system becomes zero. Translational and rotational accel-
erations given in Fig. 7 clearly decrease in cases of obstacles, and later increase
after avoiding the obstacles. The acceleration of the system finally converges to
zero as it approaches the target.
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Table 2. Numerical values of initial and final states, constraint and parameters for
Scenario 2 given in Fig. 3

Initial configuration

Workspace m = 2000, n2 = 500,713 = 500

Rectangular positions (z1,y1,21) = (100, 100, 250), (z2,y2, z2) = (100, 200, 250)
(z3,ys,23) = (100, 300, 250), (z4,y4, 24) = (100, 400, 250)

Velocities v; = 1.5,w; =0.5,v; =05 fori =1,...,n,

Angular positions 6, =0fori=1,...,n,

Constraints and parameters

Dimensions of UAV L=20,l=10

Leaders target (p11,p12,p13) = (1900, 200, 150), rt1 = 20

Position of ghost targets| (a1,b1,c1) = (0,—80,0), (a2, bz, c2) = (60, —80,0),

(as, b3, c3) = (60,0,0),

(011, 012,013) = (400, 250, 200), (021, 022, 023) = (1100, 200, 160),

Fixed obstacles (031, 032,033) = (800, 150, 200),
Velocity constraints Umax = Dy Umin = 1, Wmax = 1, Vmax = 1
Clearance parameters €1 = 0.1, e2 = 0.05

Control and convergence parameters

Collision avoidance a;; =01, forl=1,...,5, Bixr=01fork=1,...,6
Dynamics constraints vs = 0.0001, for s =1,...,4
Convergence 01 = 2800, for k=1,...,3

0;ir =50, fori=2,...,4and k=1,...,3

7 Conclusion

In conclusion, this paper addresses the solution of a motion planner for mul-
tiple fixed-wing aircraft in an environment populated with obstacles using the
Lyapunov-based Control Scheme. The strategy that has been used in this paper,
is the leader-follower approach via split rejoin maneuvers. In this approach, a
leader was defined, and it took the responsibility of the leader. The remaining
robots in the formation became followers and they positioned themselves rel-
ative to the leader aircraft. The followers were required to position and follow
the leader’s pre-defined distance. The formation navigated in the environment in
the pre-defined formation, moving towards its predefined target. In the case of
unknown agents, such as obstacles, the flock splits and rejoins at a safer place or
distance. The formation also avoided inter-collision, which was treated as a mov-
ing obstacle in this case. The controllers derived using the Lyapunov-based Con-
trol Scheme produced feasible trajectories and also ensured a nice convergence
of the system to its equilibrium system, satisfying the necessary constraints. The
controllers slowed down and decreased in case of obstacles and increased later,
approaching zero near targets. Finally, computer simulations of different scenar-
ios have been used to demonstrate the control laws and show their effectiveness.
Various graphs, of which some are present in the discussion, have been generated
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and they clearly show that this is one of the most powerful techniques in prov-
ing the stability of a non-linear system. Future work includes the introduction of
obstacles such as rectangular planes and cylindrical obstacles. One can also look
at the dynamic analysis of stability by applying the leader-follower approach
to other mechanical robots such as quadrotors. Most importantly, proving the
achieved results practically would be an interesting thing to work with.
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Abstract. In order to move to a stable life rhythm and a satisfactory
condition of people, which would ensure the organization of the usual
mode of daily activities, it is necessary to achieve a sufficiently complete
vaccination of the population in a region. At the same time, significant
obstacles to achieving the desired result in Ukraine are the hesitation of
a large part of the population regarding the vaccination, fear of a purely
medical procedure, and distrust of its effectiveness. Due to the lack of
a wide range of scientifically grounded research of this problem, insuf-
ficient attention is paid to a deeper analysis of the factors influencing
the intensity and effectiveness of vaccination. In view of what has been
said in the proposed article, many factors related to the vaccination pro-
cess have been identified based on the developed ontology. A formalized
representation of the connections between factors has been made using
the semantic network as an information database, which has become a
prerequisite for ranking by weight factors. Using the methodology of hier-
archies modelling, the levels of factors preferences are established and a
multilevel model of their priority influence on the researched process is
synthesized. Alternative options for the vaccination process have been
designed and a prognostic assessment of the levels of COVID-19 vacci-
nation intensity has been carried out, which allows the selection of the
optimal option for the specific parameters of the initial factors.

Keywords: COVID-19 - Vaccination - Ontology - Factors - Semantic
network + Ranking - Multilevel model - Linear convolution criteria -
Alternative option *+ Multi-criteria optimization - Membership
function - Fuzzy relation - Convolution

1 Introduction

The threat of a pandemic due to COVID-19 emergence and its modifications
(strains) in the global scale has emerged relatively recently, unexpectedly and
unpredictably. The first efforts of doctors and health services were aimed at emer-
gency care to reduce the number of deaths. General safety measures focused on
isolating patients, minimizing contact and interaction between subjects through
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“mechanical” means — wearing masks, using antiseptics, washing hands, safe dis-
tance. At the same time, considerable funds and efforts of scientists were directed
to the development of special vaccines that would significantly protect people
from infection. Vaccines of different levels have been created, statistics show a
fairly high level of their effectiveness. It would seem that part of the problem
has been solved to some extent: among the “new” patients admitted to medical
institutions, the number of vaccinated ones compared to the total number of
hospitalized is one to ten.

Salvation has been found, but not everything is so simple. As they say, a new
problem has arisen “in problem-free area” —in some part of society, for unknown,
often far-fetched, reasons, there is resistance to the vaccination process. There
are always motives, but quite often sceptics are “convinced” of the need for
vaccination by peak outbreaks in a particular region. It is clear that in this
situation it is necessary to identify deeper causes and parameters (factors) of this
phenomenon and to organize them in some way according to the importance of
influencing the vaccination process in order to prognostically assess alternatives
and choose the best vaccination option, which has prompted the authors to write
this paper.

2 Problem Statement

To systematize the knowledge about COVID-19 vaccination and to identify influ-
encing factors, an ontology is formed. The ontology structure directly affects the
ability to establish the optimal solution of the main or secondary problems. The
iterative approach to its creation consists in step-by-step studying (filling) of
ontology. It is possible to constantly add new classes and connections between
them, update and optimize the ontology.

In general, the construction of an ontological model involves: the accu-
mulation of knowledge about the subject area; decomposition: division of the
researched process into separate elements which will become a model basis; iden-
tification of elements; classification: definition of classes and elements belonging
to them (hierarchy of classes); description of properties; assignment of prop-
erty values; making connections; expansion and concretization of the ontology;
verification; introduction of ontology [3,12,30] (Figs. 1 and 2).

Separation of factors related to the vaccination process is a necessary but
insufficient condition for prognostic assessment of the vaccination levels. Further
research is related to the establishment of ranks and weight values of factors,
which leads to the use of appropriate theoretical principles - methods of hierarchi-
cal analysis, ranking, pairwise comparisons, graph theory, multilevel hierarchical
systems.

A formalized description of the initial information area can be performed
using the mechanism of semantic networks [21] and the means of synthesis of
priority models of factors [11,14,24].
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Based on the survey and the developed ontology, some set of factors is estab-
lished related to COVID-19 vaccination, and written as a set:

X ={z1;22; .52}, (1)

where: z; is the level of education (LE), x5 is the public opinion (on the risk of
coronavirus infection) (PO), x5 are the religious beliefs (RB), x4 is the respon-
dent age (RA), x5 is the place of residence (PR), x¢ is the access to vaccination
sites (AV), x7 is the capacity (of vaccination sites) (CV), xg is the distrust to
medical stuff (DM), xg is the type of vaccine (TV), x1¢ is the vaccine contraindi-
cations (VC).
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The nodes of the semantic network or its vertices will represent the semantics
of terms — linguistic factors-arguments of the set (1) and the arc will represent
pairs of vertices (x;,x;), (¢, j = 1+10;4 # j), for which the connection identified
by the predicates is determined.
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Fig. 3. Semantic network of factors influencing the vaccination intensity

The establishment of priority levels of factors is based on the method of
mathematical modelling of hierarchies [11,14,25]. According to the method, the
reachability matrix is formed - a mathematical analogue of the relationships
between factors in the semantic network, according to the following rule:

(2)

b — 1, if from the vertex i one can reach the vertex j;
N 0 in another case.

A practical important continuation of the study is to establish the numerical
weight of factors on the basis of pairwise comparisons and identify the predom-
inance of one of them as a preference degree of the factor, obtaining a matrix
of pairwise comparisons. This is a method of numerical or cardinal agreement
on the priority level [15,31], which can study not only the presence or absence
of consistency in pairwise comparisons of factor weights, but also to obtain a
numerical assessment of the adequacy of relationships between them in the orig-
inal graphical representation.

The formation of alternative vaccination levels and determination of the opti-
mal one can be done using the method of linear convolution of criteria, an effec-
tive means of which is considered to be a multi-criteria selection of alternative
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[25], based on which a linear combination of partial functionals fi, ..., f, comes
into one generalized target functional:

szfz — maz; w ew, (3)

where W = {w = (W1, ooy W) T w; > 0530wy = 1} )

The value of utility functions is equated to the corresponding weights of fac-
tors involved in the formation of alternatives, the optimal of which is determined
by the theorem of the method of multi-criteria utility theory [23], the essence
of which is that for conditionally independent in utility and preference criteria
(factors) there is a utility function:

T) = Zwiui(yi)z (4)

which serves as a benchmark for choosing the best option. Herewith U(x) is
the multi-criteria utility function (0 < U(z) < 1) of the alternative x; u;(y;)
is the utility function of the i-th factor (0 < w;(y;) < 1); y; is the value of
the alternative z according to the factor i; w; is the weight of the i-th factor,
moreover 0 < w; < 1, 7" w; = 1.

The reliability of the study will be confirmed by the method of multi-criteria
optimization [27], according to which the fuzzy relations of pairwise preferences
between alternatives are defined. The essence of the method is to use the utility
functions of alternatives. It is assumed that for clear utility functions f;, the
alternative x with higher rate f;(x) outweighs by the factor j the alternative y
with lower rate f;(y) and this preference Fj is described by a clear relation:

Fj:{(.’L‘,y)ij(m)ij(:lj),.’[?,yEX}. (5)

The condition of the optimal vaccination option will be the maximum value
of the utility function of the alternative, taking into account the factors used for
its design:

Finally, the Pareto-optimal alternative is obtained, which determines at
which fuzzy relations of preferences between factors the highest level of vac-
cination intensity is received.

3 Literature Review

The research focused on the subject of the proposed article can be divided into
certain groups, each of which is related to the general problems of the pandemic,
the time stages of COVID-19 and its spread; treatment and protection measures
against the infection, including vaccination; creation of vaccination means.
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The first group of papers is devoted to the issues of COVID-19 detection,
dynamics modelling, pandemic size in Ukraine and coronavirus mortality rates
[13,16,20,26]. A separate group includes publications focused on processing
statistics on the pandemic spread and the development of certain patterns based
on the results and forecasting the possible number of patients in a particular
region for the specific period [4,9,22]. A significant number of publications are
focused on studying the problem of vaccination, which addresses a wide range of
issues — from understanding the problem and the importance of vaccination to
modelling and analysing its influence on the spread of the coronavirus pandemic
[1,2,5-8,17-19,28,29]. The process of vaccination development is accompanied
by informational publications on the vaccine from the World Health Organiza-
tion and the European Medicines Agency [10].

At the same time, despite the availability of scientific and reference papers,
the vaccination problem needs further study as one of the most effective mea-
sures to combat the COVID-19 pandemic. A brief analysis of the publications
shows the lack of a theoretically grounded approach to the problem of forming
the effectiveness of the vaccination process. The essence of scientific novelty and
practical value of the solutions obtained in the paper is to use methods of sys-
tems analysis, operations research theory and hierarchy modelling as a basis for
formalized expression of the influence degree of certain factors on the intensity
and prognostic assessment of COVID-19 vaccination levels.

The Goal of the Research. The development of the ontology presented in the
form of an ontological graph, the vertices of which are the components of the
subject area, and the arcs indicate the direction of relations between concepts.
The separation of many factors related to the COVID-19 vaccination process
and a formalized representation of the connections between them through the
semantic network. Ranking of factors according to the levels of priority influence
on the studied process on the basis of calculated weight priorities. The forma-
tion of alternative options of vaccination process implementation and finding
the optimal option for Pareto set factors by the method of linear convolution of
criteria. The assessment of the reliability of the prognostically obtained vaccina-
tion level on the basis of simulation modelling, which is based on the method of
multi-criteria optimization.

4 Material and Methods

The study of the vaccination intensity in a pandemic has been carried out on the
basis of the above formalized representation of the connections between factors
of the semantic network, followed by the method of mathematical modelling of
hierarchies to rank factors according to the influence importance on the process;
the method of linear convolution of criteria, which will provide an experimental
design of alternative options for the implementation of the vaccination process
and determine the best option; the method of multi-criteria optimization, soft-
ware implementation of which will provide the result assessment.
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Finally, the dependence of the vaccination intensity level on a set of factors
influencing the studied process is reflected by the function:

Q = F(x1;22;...;210). (7)

Determining the weight of the function arguments (7) is possible on the basis
of the binary reachability matrix formed by rule (2) (Table 1), which formalizes
the connections between the factors specified in the semantic network.

Table 1. Reachability matrix

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10

LE PO RB RA PR AV cv DM TV vC
X1,LE |1 1 1 0 1 0 0 1 0 1
X2, PO |0 1 0 0 0 0 0 0 0 0
X3, RB |0 1 1 0 0 0 0 1 0 0
X4, RA |0 1 1 1 1 0 0 1 1 0
X5, PR |0 0 0 0 1 1 1 1 1 0
X6, AV |0 0 0 0 0 1 1 0 0 0
X7, CV |0 0 0 0 0 0 1 1 0 0
X8, DM |0 1 0 0 0 0 0 1 0 0
X9, TV |0 0 0 0 0 0 0 1 1 0
X10, VC |0 0 0 0 0 0 0 0 1 1

Practically the vertex z;(j = 1,2,...,10) of the semantic network in Fig.3
is considered achievable relative to the vertex z;(i = 1,2,...,10), if the latter
can be reached in z;. The result of the analysis of all vertices leads to a subset
of achievable vertices D(w;). The opposite statement will be logical: one will
consider the vertex x; as the predecessor of the vertex z;, if it is reached from
it. The set of vertices of the predecessors forms a subset P(w;). The intersection
of subsets of achievable vertices and predecessor vertices, i.e.:

Z(w;) = D(w;) N P(w;), (8)

the vertices of which are not reached from any of the vertices of the remaining
set X, determines a certain priority level of the factors related to these vertices,
provided:

P(w;) = Z(ws). (9)

To determine the priority levels of factors, the reachability matrix and con-
dition (8) and (9) is used, on the basis of which the first iterative table is con-
structed according to this rule. In the second column one enters a subset D(w;)
- the numbers of achievable vertices, or the numbers of individual elements of
the corresponding rows of the reachability matrix; the third column defines a
subset of the vertices of the predecessors P(w;) - the numbers of the individual
elements of this matrix columns. In this case, the dependence (8) will mean the
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Table 2. xxx

i | D(w;) P(w;) D(wi) N P(w;)
1 11,2,3,5,8, 101 1
2 2 1,2,3,4,8 2
3 12,3,8 1,3,4 3
4 12,3,4,5,8,9 4 4
5 15,6,7,8,9 1,4,5 5
6 6,7 5,6 6
77,8 5,6, 7 7
8 12,8 1,3,4,5,7,8,9|8
9 189 4,5,9, 10 9
109,10 1,10 10

fulfilment of the equality condition of factor numbers in the second and third
columns of the table, resulting in the formation of a certain level of factors.

As it can be seen from Table 2, the coincidence of numbers was recorded for
factors 1 — level of education and 4 — respondent age. According to (8) and the
general logic of the method used, these factors will be considered the highest in
terms of the influence priority on the vaccination process.

According to the methods of system analysis and mathematical modelling of
hierarchies [11,15,25,31], the first and fourth rows are removed from Table 2, and
the numbers 1 and 4 are deleted in the second and third columns. The resulting
table is suitable for calculating the next iteration (Table3).

Table 3. xxx
i | D(w;) |P(w) D(w;) N P(w;)
2 |2 1,2,3,4,8 2
3 12,38 1,34 3
5 15,6,7,8,9/1,4,5 5
6 6,7 5,6 6
778 5,6,7 7
8 2,8 1,3,4,5,78,9| 8
9 |89 4,5,9,10 9
109,10 1,10 10

Performing the actions described above with this and the following tables, a
multilevel graphical model of the priority influence of factors on the vaccination
intensity is obtained (Fig. 4).
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The synthesized model abstractly represents the subjective opinions of
experts on the factors that affect the vaccination intensity. As it can be seen
from the figure, the factors “level of education” and “respondent age” are of the
greatest importance, depending on which a hierarchical “pyramid” of factors —
semantic factors — is formed. The vaccination experience, in general, confirms
this theoretically obtained initial conclusion.

> VACCINATION INTENSITY
Level of education X Respondentage | X.
Religious beliefs  |x; Place of residence | 5 Vaccine X10
i contraindications

v v

A

Access to. Xs A type of vaccine | X,
vaccination sites
¢ Capacity of %<
vaccination sites 7

Distrust to medical stuff | x,

A

A

Public opinion X2

Fig. 4. A multilevel model of factors influencing the vaccination intensity

Since on the first three levels in Fig.4 there are several factors that make
it impossible to use the Pareto method to design alternatives, the method of
pairwise comparisons [11,25] is applied to the obtained model, the implementa-
tion of which will provide a strict ranking on the principle of “one level - one
factor”. The result of pairwise comparisons will be a square inversely symmetric
matrix, the processing of which according to a certain algorithm leads to the
weight values of the factors. Finally, an optimized model of their influence on
the vaccination process is synthesized as a prerequisite for determining the pro-
cess intensity levels. The basis of the construction of this matrix is the scale of
relative importance of objects [11,25], shown in Table4.

Taking into account the graphical model of Fig.4 and the scale of rela-
tive importance of objects, a variant of the matrix of pairwise comparisons is
obtained, presented in the form of a table for convenience (Table 5).
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Table 4. Scale of relative importance of objects

Importance Comparison criteria Explanation of the criteria selection
assessment
1 Objects are equivalent Absence of preference k1 over ko
3 One object is dominated | There is a slight preference
by another k1 over ko
to some extent
5 One object prevails There is a significant preference
over another k1 over ko
7 One object is There is a vivid preference
significantly dominated | k1 over ks
by another
9 One object is absolutely | Absolute preference ki over ks
dominated by another is doubtless
2,4,6,8 Compromise Auxiliary comparative
intermediates value assessments
Table 5. Matrix of pairwise comparisons
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10
LE PO RB RA |PR AV cv DM | TV |VC
X1,LE |1 9 3 2 3 5 6 8 5 3
X2, PO |1/9 |1 1/6 |1/9 |1/6 |1/5 |1/4 |1/3 |1/6 |1/8
X3,RB [1/3 |6 1 1/3 |12 |3 5 6 3 2
X4, RA |1/2 9 3 1 1/3 5 8 9 6 3
X5, PR |1/3 6 2 3 1 1/5 6 8 3 2
X6, AV |1/5 |5 13 |15 |15 |1 3 6 2 1/3
X7,CV |1/6 |4 1/5 |1/8 |1/6 |1/3 |1 3 1/4 |1/6
X8, DM |1/8 |3 1/6 |1/9 |1/8 [1/6 |1/3 |1 1/8 |1/9
X9, TV [1/5 |6 1/3 |16 |1/3 |1/2 |4 8 1 1/3
X10, VC|1/3 |8 /2 |1/3 |1/2 |3 6 9 3 1

The method proposed by Saati [11,25] is used to obtain the main eigenvec-
tor of the matrix of pairwise comparisons, which will determine the numerical
weights of the factors. The software implementation of the method leads to a
normalized vector:

Thorm = (0,264;0,014;0,117; 0, 196; 0, 134; 0, 058; 0, 028; 0, 016; 0, 056; 0, 112),

which essentially embodies the specified numerical priorities of the factors and
establishes the preliminary formal result of the problem solution. For a visual
integer representation of the weight values of the factors, the components of the
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vector Torm are multiplied by some scaling factor, for example & = 1000. The
following representation of the factors weights is obtained:

Thorm = (264; 14; 117; 196; 134; 58; 28; 16; 56; 112).

The assessment of the obtained decision is determined by the consistency
index:

IU = (Apaz —n)/(n —1). (10)

Calculations according to the software present A4, = 11,09. According to
(10) one gets: TU = 0,12. The values of the consistency index are compared
with the reference values of the consistency index — a random index W1 that
depends on the number of objects being compared. In this case, the results are
considered satisfactory if the index value does not exceed 10% of the reference
value of the index for the corresponding number of objects. In our version, the
reference value of the random index for ten factors is WI = 1,49.

Comparing the calculated value of the consistency index and the tabular
reference value of the index for ten objects, and verifying the inequality IU <
0,1 x WI, one obtains: 0,12 < 0,1 x 1,49. The inequality performance confirms
the adequacy of the problem solution.

Additionally, the results are assessed by the consistency ratio, the value of
which is obtained from the expression: WU = IU/WI. Because W1 = 1,49,
accordingly WU = 0, 08. The results of pairwise comparisons can be considered
satisfactory if WU < 0, 1. Thus, the author have a sufficient level of process con-
vergence and proper consistency of expert judgments represented in the semantic
network and the matrix of pairwise comparisons.

Finally, a model of priority influence of factors on the vaccination process
intensity is obtained, optimized according to the above criteria.

The obtained model becomes the basis for the experimental part, the essence
of which is to design alternative options to the vaccination process and determine
the optimal one.

5 Experiment

For further research according to the logic of the method of linear convolu-
tion of criteria from the generalized set (1) on the basis of the model in Fig. 5,
the factors are singled out that correspond to the Pareto principle, the essence
of which is to separate those factors from the general set that dominate over
others in their influence, i.e. factors with lower weight priorities are excluded
from further consideration. Its application simplifies the process of forming
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> VACCINATION INTENSITY

< Level of education X1
Respondent age X4

< Place of residence Xs
< Religious beliefs X3
Vaccine contraindications X0

< Access to vaccination sites Xs
A type of vaccine Xs

Capacity of vaccination sites X7

Distrust to medical stuff Xs

Public opinion X2

Fig. 5. An optimized model of priority influence of factors on the vaccination intensity

alternatives and provides sufficient quality of the result for practical use. There-
fore, the following factors are selected for further research:

— 7 is the level of education (LE, the factor weight is 264 c. u.);
— x4 is the respondent age (RA, the factor weight is 196 c. u.);
— x5 is the place of residence (PR, the factor weight is 134 c. u.).

Since the selected factors form a separate set, they are given new formal
notations — Fy, Fo, Fj.

A table of alternatives assessment is formed, keeping the names of factors,
their weight values calculated previously and setting the combinations of factors
effectiveness shares in options corresponding to the vaccination intensity levels:
Fy — low, Fy — medium, F3 — high. The shares of “participation” of factors in
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the alternatives are set as a percentage scale with a step of 10 units. It is clear
that there may be many such options, but for the experiment, one of them will
be selected and displayed in the table of alternatives assessment.

Table 6. Alternatives assessment by Pareto set factors

Names of factors Factor weight | Alternatives assessment
(c. u.) by factors (in %)
Ty T2 |T3
Level of education F; (LE) | 264 10|20 70
Respondent age F» (RA) | 196 20|60 | 20
Place of residence F3 (PR) | 134 50|30 |20

Table 6 presents the initial data for calculations: u;; - is a utility of the j-
th alternative j = (1,2,3) according to the i-th factor i = (1,...,3); U; - is
a multifactor utility assessment of the j-th alternative. It is to remember that
according to the expression (4) functional U; gets this representation:

3
szz:wiuij; j:1,2,3. (11)
i=1

Since the alternative factors are a new set, the weight values are calculated
for them by constructing a matrix of pairwise comparisons based on their initial
weights shown in Table6.

As a result of processing of a matrix the specified values of factors weights
are obtained wy = 0,6; ws = 0,3; wy; = 0, 1; with the values of criteria: Aoz =
3,1; IU = 0,08; WU = 0,1. The obtained values indicate the reliability of the
results. New weight values of factors will be used in further procedures (Table 7).

Table 7. Matrix of pairwise comparisons for alternative factors

LE RA | PR
LE 1 4 |5

RA|1/4 1
PR 1/5 1/4|1

On the basis of dependence (11), the expressions (12) are formed for the
calculation of numerical values of multifactor utility assessments of alternatives
U; in options 71, ra, r3:

Ui = w1 - uin + w2 - ug1 + wsg - usy;
Uz = wy - w12 + wa - U2 + w3 - ug2; (12)

Us = wy - u13 + wa - ug3 + w3 - uzs.
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The maximum value of the utility functions U;(j = 1,2, 3) of the combined
partial target functionals determines the optimal vaccination option among the
alternatives.

Confirmation of the adequacy of the theoretically substantiated option is
performed using the method of multi-criteria optimization, in which the
degree of pairwise preferences between alternatives is set by fuzzy logical rela-
tions. The essence of multi-criteria optimization will be to convolute many cri-
teria (factors) into one scalar, which uses the method of intersection.

A summary of the algorithm for obtaining the optimal option is as fol-
lows [27]. For a set of alternatives R {r1, 79,73}, a fuzzy relations of preferences
between the options Fj;(j = 1,2,3) are attached to each of the factors of the
Pareto set which will correspond to the weight values of the factors w; and the
corresponding membership functions p;(z,y), calculated by the rule (13):

(g = A1 A fi(@) 2 fi(y), de. (x,y) € F;
) = {12 D10 2 B0 1| (1

A convolution of fuzzy relations of preferences between options Z; = ﬂ?:1 F;

is found and a set of non-dominant alternatives Z7'¢ with membership functions
are determined:

3
pyt(a) =1—sup Q> pz, (y,x) — pz, (z.y) ¢ - (14)

yeX j=1
Similarly, a set of non-dominant alternatives for convolution Z5 is defined:

3

prt(a) =1—sup Q> iz, (y, @) — pz,(2,y) ¢ - (15)

yeX =1

Finally, the intersection of sets Z"@ and Z3? is found, i.e. Z,4 = 274N Z54,
the maximum value of the membership function of which:

pna(w) = min {p (@), nyy (z) } (16)

establishes an alternative that will determine the optimal COVID-19 vaccination.

6 Results and Discussion

The values of the utility functions u;; of factors are calculated using the method
of linear convolution of criteria. To do this, matrices of pairwise compar-
isons are constructed that will reflect the preferences of alternatives for each of
the factors. The consistency of the results will be checked using the maximum
eigenvalue of the priority vector A, for each of the matrices, the consistency
index IU and the consistency ratio WU, the limit values of which are presented
above. To form matrices on a scale of relative importance of objects, Table 6 is
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used - data of the alternatives assessment for selected factors. The estimated
values of alternatives will be compared according to the factors listed in the last
three columns of the table.

As a result, the matrix of pairwise comparisons for the factor “Level of edu-
cation” (LE), taking into account the percentage shares of its effectiveness in
the alternatives will look like this:

LE|ri|r2 |73

ri |1 1/2]1/6
rg 2 |1 1/5
rg |6 |5 1

The calculation results are: A\ = 3,03; IU = 0,01; WU = 0,03. The
alternative utility by the factor “Level of education” is (LE): u11 = 0,102; uj2 =
0, 172, U1z = 0, 725.

The factor “Respondent age” (RA) will cause this matrix:

RA|ri|r |73
ro1]1/401
ro |4 |1 4
rs |1 ]1/4]1

After its processing A = 3; IU = 0; WU = 0. The alternative utility
function by the factor “Respondent age” (RA) is: ug; = 0,166; wuse =
0,666; us3 = 0, 166.

As to the factor “Place of residence” (PR) one gets:

PR|r1 |r2 |73
re |1 3
re [1/311
rs |1/2]1/2|1

After its processing A\ = 3,14; IU = 0,07; WU = 0,1. The alternative
utility function by the factor “Place of residence” (PR) is: uz; = 0,547; uge =
0,263; uss =0,189.

The criteria for assessing the reliability of calculations, namely the maximum
values of priority vectors A4z, the consistency indices IU and the consistency
ratios WU meet the requirements. Substituting the weights and values of the
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utility functions of factors in the formula (12), the final values of the combined
functionals are obtained that characterize the priority of alternative COVID-19
vaccination levels:

Uy =0,6-0,102+0,3-0,166+0,1 -0, 547;
Uy =0,6-0,172+0,3-0,666 + 0,1 - 0, 263; (17)
Us =0,6-0,725+0,3-0,166 + 0,1 - 0,189.

Finally, one gets: Uy = 0,166; Us = 0,329; Us = 0,504. As a result, among
the developed alternatives for determining the vaccination intensity, the third
option will be considered optimal taking into account the maximum value of
the combined functional Us. Theoretically, such an option should ensure the
proper level of the vaccination process, i.e. to form an important initial part of
its quality.

Confirmation (or denial) of the obtained result is performed using the
method of multi-criteria optimization. Taking into account the algorithm
for selecting an alternative by this method, the best option for determining the
vaccination level is defined. A set of alternatives R = {ry,ro, 73} is established.
Non-dominant factors of the Pareto set are used, which determine the set of pref-
erences relations, and the corresponding weights of factors for the convolution
Zy, namely: w; = 0,6; we =0,3; wz =0, 1.

The preference relation in options is established by each factor.

Level of education: (F}): r < rg, 11 <713, T2 < T3.
Respondent age: (Fy): m < rg, 71 =13, T2 > T3.
Place of residence: (F3): r1 > ro, 71 > T3, 79 > r3.

Since the calculation of the optimal vaccination option by this method is
performed by a special application, the attention is paid only to the key points.

Thus, according to the presented relations of preferences, matrices of rela-
tions are constructed, on the basis of which the convolution of relations Z; and
the additive convolution of relations Z, is determined. By the expression (14),
for each of the alternatives, the following values of membership functions are
obtained:

pg(r1) =1 —sup {0 - 0;0 - 0} = 1;

YyER

u%f(m) =1-sup{0—-0;0-0} =1,
yeER

,u}‘;(rl) =1-sup{0—-0;0—-0}=1.
YyeER

Taking into account the calculation results, one gets: u%?(r;) = [1;1;1].
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Similarly, a set of non-dominant alternatives is defined for the relation Zs
according to (15):

p(r) =1 — sup {(0,3—0,7); (0,9 —0,1)} = 0,2;
p(rs) = 1 — sup{(0,9 - 0,7); (0,3 - 0,7)} = 0,8;
5 (rs) = 1 — sup{(0,4—10,9); (0,4 - 0,9)} = 1.

As a result, the membership function MZ“j(ri) =[0,2;0,8;1] is obtained.

The last step is to find the convolution of the intersection of the sets Z7¢ and
73 e, Zna = 277N Z5. Taking into account the fact that p%%(r;) = [1;1;1]
and p%%(r;) = [0,2;0,8;1] the final membership function p%%(r;) = [0,2;0,8;1]
is obtained, the maximum value of which determines the optimal option.

The convolution membership function Z indicates that the optimal alterna-
tive to the vaccination process with the above-mentioned preference relation of
the factors utility is the option r3, whose membership function has the maxi-
mum value. The obtained conclusion confirms the reliability of the study, as the
optimal option of the vaccination intensity, calculated above by the method of
linear convolution of criteria, is also the third option (Figs. 6, 7 and 8).

@ Software implementation of the method — O X

Alternative comparison by factors

Level of education Respondent age Place of residence
rl < r2 rl l < 2 rl \ > r2
Mnm | < B o | = B | > r3
| o< 3 R | > (= T » N r3

Weight of the priority influence of factors

0.6 | 0.3 ] 0.1

Result | Erase | Exit

Fig. 6. The window of initial preference relations of alternatives
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0 Calculation result X

Membership function pz1: [1, 1, 1]

Membership function pz: [0.2, 0.8, 1]

According to the calculation results it is received:
Vaccination intensity level - high

Fig. 7. The calculation result of the vaccination intensity levels

Comparison of vaccination intensity levels

0,6
0,4
0,2 " High vaccination level
Medium vaccination level
0

Level of education Low vaccination level

Respondent age

Place of residence

[ Low vaccination level [J Medium vaccination level [] High vaccination level

Fig. 8. Histogram comparing the vaccination intensity levels

7 Conclusions

A review of literature sources is done related to the problem of COVID-19 ori-
gin and spread, which in addition to the medical direction violates the socio-
economic component that affects all spheres of the society activity. There is a
lack of scientific research on this issue, which necessitates the formation and
study of factors relevant to the process of COVID-19 vaccination, as one of
the most effective means of combating the pandemic. The study has revealed
the essence of analytical and algorithmic software suitable for the formation of
alternatives to the vaccination process and determine the levels of its intensity in
the presence of a set of factors, sorted by the importance of their impact on the
process. Methods of operations research theory have been used for theoretical
grounding and the effective design of alternatives.

A formalized representation of the relationships between factors has been
made using the semantic network as an information database, which has become
a prerequisite for ranking factors by their weight criteria. Using the methodol-
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ogy of hierarchies modelling, the levels of factors preferences are established
and a multilevel model of their priority influence on the researched process
is synthesized. According to the method of linear convolution of criteria and
the method of multi-criteria optimization, alternative options of the vaccination
process are designed and the prognostic assessment of the levels of COVID-19
vaccination intensity is performed, which allows the program calculation of the
optimal option for the specific initial parameters.

The obtained results determine the possibility of their practical application
in planning the vaccination process in order to obtain the predicted level of
its intensity, taking into account the personal characteristics of the vaccinated
contingent, the residence region, medical prerequisites.

The prospect of further development of this direction could be to create an
automated system for forming the level of COVID-19 vaccination intensity on
the basis of the received and processed statistics within Ukraine, which would
take into account a wider range of factors influencing the process effectiveness.
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Abstract. The survivability of sensor networks as a component of func-
tional stability in the tasks of covering the territory is considered in the
article. It is proposed to consider survivability as a component of func-
tional stability of networks. The survivability of the sensor network is
presented as the property of the network to provide coverage and data
transmission in case of loss or failure of network components such as sen-
sors and connections between sensors. Ensuring survivability is achieved
by adding additional sensors to the network and connections between
sensors. The approach of optimization of energy consumption of the net-
work with additional sensors by adjusting the radii of coverage of addi-
tional sensors depending on the operating condition of the main sensors
is presented. The results of computational experiments confirm the effec-
tiveness of the proposed approaches.

Keywords: Sensors - Sensor networks - Functional stability -
Survivability - Safety margin - Functional stability limit

1 Introduction

Quite a large number of publications in the field of functionally stable systems
determine the need to analyze the results and their interpretation in the general
context of cybernetics. The authors propose a description of this scientific field,
a description of the main results and prospects for further development of the
theory of functional stability of dynamic systems.

The problematic situation that led to the emergence of this scientific area
is associated with the development in the late twentieth century of com-
plex autonomous technical systems operating in extreme conditions (primarily
aerospace and rocket and space systems). Their high cost and potential danger
required an appropriate level of reliability and safety.
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The experience of creating and using information systems in recent decades
has revealed many situations in which damage and failure of their operation were
due to defects in software packages and were accompanied by great damage. As
a result of errors in automatic control programs, several domestic, American and
French satellites were killed, and failures and catastrophes occurred in complex
administrative, banking and technological information systems.

As a result, about twenty years ago, the first generalizing works appeared,
in which the concept and basic provisions of the theory of software reliabil-
ity for information systems were formulated. At this time, the foundations of
methodology and technology for creating reliable software packages were laid,
many methods and models for studying the reliability of complex systems were
created, but a single approach to solving this problem was not provided. The rea-
son for this is the uniqueness of each software system. However, when developing
responsible projects, their developers and customers try to obtain an assessment
of the reliability of the software, usually based on the results of final tests.

At the same time, traditional methods based on multiple redundancy, the
introduction of built-in control systems and elements with a high level of reli-
ability, deteriorated the technical and economic characteristics of the designed
systems, without leading to the necessary reduction of hazardous situations. The
need to introduce additional hardware redundancy to ensure system reliability
has become an important limitation of this approach.

It is proposed to consider the extraordinary states of a complex system, which
are caused by failures, as acceptable, and for them to form adequate (functionally
stable) management aimed at eliminating the consequences of failures and main-
taining the functions of the system. This management ensures the redistribution
of system resources to achieve the main goal, even in the event of failure.

An important condition for ensuring this quality is the ability to redistribute
available resources of different physical nature within the system. It was found
that ensuring the functional stability of systems goes beyond the traditional for
the classical territory of automatic control optimization tasks “in small” (on a
given software trajectory control is determined by the optimization of transients
according to certain criteria), as it provides incomplete a priori information about
object, operative formation of a program trajectory for a current situation and
optimum use of all available resources.

In this research, the authors propose to consider functional stability as a
property of a complex dynamic system, which consists in the ability to perform
at least a set minimum of its functions for failures in the information comput-
ing, control, energy part of the system and external influences not provided by
operating conditions.

Therefore, the task of ensuring functional stability can be considered as a
kind of tasks of adaptive optimal management “in large”, providing optimal use
at each stage or mode of operation of the system of all available resources (energy,
information, computing), to achieve the main goal for this stage restrictions.
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2 Related Works

In technical cybernetics, namely in the theory of automatic control, the classical
theory of stability of dynamic systems is built. In this theory, we can estimate
the stability without solving a system of differential equations describing the
object, but using simple features, conditions and criteria of stability [14,20].
By analogy with the classical theory of stability, it is proposed to estimate the
functional stability by the parameters of the graph describing the structure of
the data exchange system. It turns out that the appearance of the graph and
its parameters can determine whether the system will be functionally stable,
unstable or neutral.

Many authors have been involved in the development and formation of the
conceptual apparatus and applied approaches to functional stability [2,3]. The
peculiarity is the formation of this device on the examples of ensuring the func-
tional stability of specific types of technical systems. The basic concepts of the
theory of functional stability are given in [13-15]. The introduced concepts were
used to ensure the functional stability of aerospace systems and aircraft. The
issue of ensuring the functional stability of intelligent flight control systems of
aircraft is considered in [15,22,23]. The concept of functional stability of techni-
cal human-machine systems is considered in [12,13]. Ensuring functional stability
using artificial intelligence and redundancy is considered in [11,19]. It should also
be noted the possibility of applying the theory of functional stability and ensur-
ing functional stability in various technological fields: metallurgy and computer
networks, distributed information systems [4,5,7,8,24]. Functional stability due
to the excess of information resources in the nodes of information systems in
the context of computer epidemics is presented in [1,26]. There is a difference
between the concepts of stability of functioning and functional stability [14,15].

The approaches considered in the works of most authors can be used to
ensure the functional stability and survivability of sensor networks. However, all
the authors analyzed did not consider specific applied approaches to ensure the
survivability and functional stability of sensor networks.

3 Material and Methods

The article considers the survivability of sensor networks based on the theory
of functional stability. The peculiarity of the approach under consideration lies
in the fact that the object of research is the possibility of creating functionally
stable information and telecommunication systems that can identify and parry
the factors of violations of their functioning.

The subject of research is the process of functioning of sensory systems in
the event of emergency and emergency situations.

It is proposed to decompose the methods of construction of functionally stable
complex dynamic systems into methods of detection and methods of parrying
failures in information and telecommunication systems.



Application of the Theory of Functional Stability 269

The methods of the first group allow to a priori form images-standards of
consequences of abnormal situations caused by failures of functional subsystems
of the complex and to store them in memory.

The methods of the second group allow (after determining the image of the
current state and comparing it with the stored images-standards) to draw a
conclusion about the redistribution of resources of the complex to ensure the
proper functioning of the components of the complex in the presence of a failure.

According to each case, adequate restorative management is formed.

The special significance of this approach is that it allowed to divide the
general task of synthesis of functionally stable systems into separate tasks: failure
detection and failure parrying.

Problems of ensuring functional stability are also important for information
systems, where the failure of at least one of the elements leads to the loss of the
ability to perform operational tasks. Simple introduction of redundancy (dupli-
cation of elements) leads to more expensive system, but does not guarantee
sufficient stability of a complex system.

3.1 Criteria and Indicators of Functional Stability of a Complex
System

The conducted research allowed to establish the connection between the concept
of “functional stability” and the concepts of “reliability”, “survivability” and
“fault tolerance”. The fundamental difference between them is shown: methods
of ensuring functional stability are aimed not at reducing the number of failures
and violations (as traditional methods of increasing the reliability, survivability
and fault tolerance of technical systems), but at ensuring the most important
functions when these violations have already occurred.

The peculiarity of the methods of synthesis of functionally stable on-board
information and control complexes is that they do not consider the processes that
led to failures. For the formation of special management is important the very
fact of disruption of some element of the complex. Thus, for a complex system
described by nonlinear equations and failures in the form of abrupt changes in
structure, a graph criterion of functional stability is proposed.

The functioning of information and telecommunication systems takes place
in constant interaction with the external environment. At the same time, a large
class of such interaction represents a variety of conflicts that significantly affect
the achievement of the system-wide goal. Such (information) conflicts lead to the
destruction of information resources, disruption of regular information processes,
and as a consequence of disruption of system and application functions.

All this determines the presence in information systems of mechanisms that
should provide a new quality - the ability to preserve and/or restore data (sta-
bility) of functions under various adverse effects.

This quality is called the functional stability of information systems. Func-
tional stability can be considered as an integral property that includes reliability,
survivability and safety. Accordingly, the assessment of FS indicators required
to compare different design options is a complex scientific and practical task.
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It is even more difficult to find the best option, which achieves optimal F'S per-
formance with some restrictions. A number of scientific and practical results
have been obtained in this direction, but the lack of educational and method-
ological literature on this important issue leads to certain shortcomings in the
methodology of developing promising complex systems taking into account pos-
sible abnormal, emergency and catastrophic situations.

Modern software systems use a huge amount of data that passes through
standard modules and functions. Therefore, to find all the connections and ways
of processing information, even for a fairly simple program is almost impossible.
Based on this, the detail of the elements of reliability calculation is usually
limited to completed software formations (software modules) that interact with
each other and form a complex system.

Experimental determination of the real reliability of software operation is
very time consuming, difficult to automate and not always safe for the life cycle
of a complex system.

At present, considerable experience has been gained in determining the reli-
ability of complex systems used in aviation, space and other fields of modern
highly intelligent technology. In these areas, it is unacceptable to use the oper-
ation of real objects to test and determine the reliability of complex systems.

As a result, methods and tools for modeling the environment for automated
test generation in testing the reliability of such complex systems have become
particularly important. In these cases, on the basis of software models and com-
ponents of real systems, modeling test benches are created, which provide an
opportunity to determine the reliability of specific complex systems in nor-
mal and critical external influences that meet the true characteristics of the
environment.

Let’s define reliability of the software of information system as possibilities
of a complex of programs to carry out the set functions, keeping in time values
of the established indicators within the set limits. During operation, the change
in the reliability of the software over time differs significantly from the change
in the reliability of hardware.

The software is not prone to wear, there are virtually no manufacturing
errors, as they are rare and can be easily corrected. Software unreliability is
entirely determined by design errors.

In this case, functional stability means the property of the system to perform
its functions for a specified time under the influence of the flow of operational
failures, intentional damage, interference in the exchange and processing of infor-
mation, as well as errors of staff [15,22,23].

In fact, the functional stability of a complex technical system combines the
properties of reliability, fault tolerance, survivability and characterizes the ability
of the object to restore serviceability through the use of redundancy.

The mathematical model for representing the structure of a complex system
has the form of an undirected graph G(V,E), v; € V, e;; € E, 4,j =1,...,n,
described by the adjacency matrix. The set of vertices V' corresponds to the set of
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switching nodes of dimension n, and the set of edges F - the set of communication
lines between the switching nodes.

It is assumed that a complex system will perform the main function - data
exchange, if between any pair of switching nodes there is at least one route of
information transfer. Thus, the graph connectivity requirement provides a basis
for quantifying the functional stability property of a data exchange system.

However, this paper does not consider the quality of the main functions,
described by the delay time of the message when sending. It is also assumed
that the communication channels have a bandwidth that allows you to send any
amount of information flow.

A Sign of Functional Stability of the Structure. A structure of a complex system
is functionally stable if the graph of the structure is one-component and has no
bridges and junctions. The inverse definition allows to determine the functional
instability of the structure.

A Sign of Functional instability of the Structure. The structure of a complex
system is functionally unstable if its graph is multicomponent and unconnected.

Thus, the appearance of the graph, namely the number of components, the
presence of bridges and junctions of the graph, can be judged on the functional
stability of the structure, i.e. the inherent ability to fend off failures and damage.
However, for highly branched and multi-vertex graphs, it is difficult to evaluate
the appearance. Therefore, to quantify the degree of functional stability, we will
consider the indicators of functional stability of the structure:

1. The number of vertex connectivity x(G) is the smallest number of vertices,
the removal of which, together with the incident edges, leads to an incoherent
or single-vertex graph.

2. The number of edge connections A(G) is the smallest number of edges, the
removal of which leads to an incoherent graph.

3. Connectivity probability P;;(t) is the probability that a message from node ¢
to node j will be transmitted in no more than .

The analysis of these indicators allows us to highlight the following features:

— vertex and edge connectivity numbers characterize only the current structure,
regardless of the reliability of switching nodes or communication lines;
— indicators x(G) and A(G) take the values of integers and related relationships

X(G) < XG);

— the probability of connectivity P;;(t) allows you to take into account the reli-
ability of switching equipment, the type of physical information transmission
channel, the availability of backup channels and routes, as well as the con-
nectivity of the distributed structure. However, calculating the value P;;(¢) is
a complex and cumbersome task;
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— the probability of connectivity characterizes only the connectivity between
one pair of vertices. In order to characterize the connectivity between all
pairs of vertices, it is necessary to operate with the adjacency matrix:

;o 1, for e;; € F;
A =llaill, i,j=1...n, a”:{o foreij- ‘B

On the basis of the offered signs and indicators it is possible to develop
criteria of functional stability of structure:

1. The structure will be functionally stable if the number of vertex connectivity
satisfies the condition:
x(G) =2

2. The structure will be functionally stable if the number of edge connections
satisfies the condition:
AG) > 2

3. The structure will be functionally stable if the probability of connectivity
between each pair of vertices is at least given:

Py(t) > P, i, i,j=1...n,

where n is the number of vertices of the graph G(V, E).

These criteria allow to determine the functional stability of the current struc-
ture of the data exchange system on the basis of accurate calculations.

At the boundary between the two regions of stability and instability, there
is a specific region in which the system is not functionally stable and, at the
same time, is not functionally unstable. This area, by analogy with the theory
of stability of dynamic systems, will be called the limit of functional stability of
the structure [14].

The following position is a sign of the limit of functional stability. The current
structure is at the limit of functional stability, if the graph of the structure is
connected, includes bridges (Ng > 0) or connection nodes (Ny > 0):

(K =1} A[{Ny >0}V {Ng > 0}],

where: K is the number of components of the graph, and the condition K =1
means that the graph is connected; Ny (Ng) is the number of connection nodes
(bridges) of the graph.

A bridge is an edge of a connected graph that connects two subgraphs, after
the removal of which the graph is transformed from one-component to two-
component. In some works on the theory of urban graphs is called the isthmus.

A connection node is a vertex of a connected graph, after the removal of
which, together with its incident edges, the graph changes from one-component
to two-component.

The presence in the structure of a bridge or junction connecting two sub-
graphs means that all routes of information transfer from the vertices of one
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subgraph to the vertices of another will contain this bridge or junction. This
event significantly reduces the structural reliability and functional stability of
the data exchange system. Therefore, in order to bring the system into a func-
tionally stable state, it is necessary to introduce backup communication lines in
the structure so that there are no bridges or junctions in the structure. At the
same time, several independent and alternative routes of information transfer
will appear.

The analysis of structures shows that if the system is on the verge of stability,
it is operational and performs the required range of functions. However, if at least
one bridge or junction fails, the system becomes unstable.

Areas of functional stability and instability can also be represented in Carte-
sian space in the coordinates of Ng, Ny (Fig.1). Depending on the parameters
Ng, Ny of the graph of the structure is determined by a point on the plane that
will characterize the state of the system. According to the affiliation of a point
to a particular area, one can judge the functional stability or instability of the
system. In the graphical representation, the limit of the functional stability of
the system will be the geometric location of the points lying on the two lines
Ngzlandezl.

Based on the introduced concepts, the question arises as to how far the
current structure extends from the limit of stability or, on the other hand, what is
the margin of functional stability. It can also be defined in terms of the coherence
of the structure. In this regard, the stock will be characterized by the number
of failures (rupture of edges or failure of vertices), which can lead the structure
to an unstable state.

The margin of functional stability can be quantified on the basis of the fol-
lowing indicators:

75 The limit of functional stability
of the structure
2 I The area of functional
stability of the structure

1 F

The area of functional

instability of the structure

| | | | .

Fig. 1. Geometric interpretation of areas of functional stability and instability
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1. Costal margin - the number of Zg equal to the power of the minimum section,
which translates the graph from one-component to two-component.

2. Vertex margin of stability - the minimum number of vertices of the Zy
graph, after removing which the graph changes from one-component to two-
component.

The geometric interpretation of the stability margin will be defined as the
minimum distance from a point on the plane defined by the parameters Ng, Ny,
to the stability limit (Fig. 1).

You can also calculate the margin of functional stability by the probability of
connectivity, as the difference between the set value and the current. Obviously,
in this case, the stock will be expressed by a square matrix in which each element
will have a value (P — P,j;).

Thus, on the basis of the signs of functional stability after determining the
proposed parameters, it is possible to determine the state of the data exchange
system, namely the finding of the system in a functionally stable state or func-
tionally unstable. The degree of functional stability determines the margin of
functional stability, which can be found both analytically by the proposed for-
mulas and graphically (see Fig. 1). On the basis of research data there is a possi-
bility: substantiation of requirements to data exchange systems to be designed,
solving the problem of synthesis of optimal structure by the criterion of maxi-
mum functional stability with limitation on the cost of construction and opera-
tion of communication lines, and reasonable increase of data exchange structure
operation.

The advantages of this approach are that you can quantify the functional
stability of a complex system based on simple external features. Based on these
assessments, it is possible to make recommendations for building the structure or
to make reasonable requirements for the structure of the data exchange system
to be designed.

3.2 Sustainability of Information and Telecommunication Systems
in Emergency Situations

When designing information and telecommunication systems, it is necessary to
provide for the operation of facilities in normal (regular), but also in extreme
conditions caused by emergencies.

Extreme situations for the functioning of information and telecommunication
systems can be created due to sudden changes in temperature, overpressure, elec-
tromagnetic and ionizing radiation, harmful pollution. These changes can lead
to various deformations, damage, destruction, changes in the ecological balance
of the environment, negative emotional phenomena, epidemics, disability, loss
of life and other catastrophic phenomena (catastrophes and catastrophic con-
sequences include natural disasters, major accidents, military conflicts in which
there is a danger to human life).

Currently, the design of facilities and devices of information and telecommu-
nications systems should consider the operation not only in normal but also in
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extreme conditions, so in case of various emergencies should develop practical
recommendations for restoring complex facilities and their elements.

Information and telecommunication systems occupy the most important
place in the country’s economy, because their normal operation ensures the man-
agement of economic and other activities in all conditions, and therefore one of
the most important tasks is to ensure their sustainable operation in emergencies.

Under the stability of information and telecommunications systems we under-
stand their ability to work in emergency, i.e. emergencies, and in case of violations
of their work - is the ability to restore efficiency in the shortest possible time.

The concept of stability of information and telecommunication systems essen-
tially includes two concepts: physical (static) and operational stability.

The physical stability of information and telecommunications systems or their
elements means the physical strength of its elements, which may occur in emer-
gencies.

Operational stability of information and telecommunication systems is under-
stood as ensuring sustainable management of economic and other activities in
case of emergencies, and in case of disruption - is the ability to resume work in
the shortest possible time.

3.3 Technique to Ensure the Functional Stability of the Coverage
of Territories by Sensor Networks

According to the latest data and research results, sensors and sensor networks
have become widespread in the modern technological world [9,25]. Among the
advantages of using sensors are small size, low power consumption, ease of opera-
tion and development of appropriate software. Sensors are used for measurement,
monitoring, observation, accumulation and processing of data of various natures,
etc. The main task described above is the monitoring task [15]. A key aspect of
this task in the case of static sensors is the construction of a sensor network, the
coverage area of which covers the required area. Also an important parameter is
the correct location of sensors [22,23]. In turn, when using dynamic sensors, a
key aspect is to build a trajectory that provides maximum coverage.

Simple fault tolerance is not enough to ensure the smooth operation of the
sensor network. Elements of the information system may fail, but must ensure
the performance of functions assigned to the system by reconfiguring system
resources. That is, the sensor network must be functionally stable.

According to [14,15] functional stability is the ability of a system to per-
form its functions during a given time interval under the influence of opera-
tional failures, intentional damage, interference in the exchange and processing
of information and errors of personnel. Functional stability of a complex tech-
nical system combines the properties of reliability, fault tolerance, survivability.
The concept of functionality is a close concept to be considered, and reflects the
set of functions performed by the system.

Functionality can be defined as the total useful effect of available system
functions or as the total number of system functions, or as a fraction of func-
tions that the system has retained at the moment, despite the harmful effects.
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Functional instability is the inability of a system to meet the conditions of func-
tional stability formulated above. We will consider a dysfunctional state as an
identical concept. The causes of dysfunctional states can be external and inter-
nal, malicious and unintentional. Functional stability combines the properties of
reliability, fault tolerance and survivability [22].

Reliability [21] is the property of the system to keep in time within the
established limits the values of all parameters that characterize the ability to
perform the desired functions in all specified modes and conditions.

Fault tolerance [21] is the property of the system to maintain performance
in case of failure of its components.

Survivability [21] is the property of the system to maintain limited perfor-
mance in the face of external influences that lead to failures of its components.
Survivability characterizes the property of the system to resist the development
of critical failures under any operating conditions, including those not provided
for in the documentation.

The characteristics of the main properties of functional stability are presented
in the following table (Table1).

Table 1. Characteristics of the main properties of functional stability

Property Reliability Fault tolerance Vitality
Content properties | The ability not to | Ability to work Ability to work in
fail after failure of conditions of
some elements external harmful

(malicious)
influences

What you need to | Reliable Reservation Redundancy and

provide components redistribution of
functions

What you need to | Reliable Stock of Stock of

provide in case of | components, information information

an emergency licensed software | resources resources

Important concepts in the theory of functional stability are the concept of the
limit and margin of functional stability. The limit of functional stability is the
limit in the space of phase coordinates, which separates the states of functional
stability and functional instability of the system. The margin of functional sta-
bility is the distance (a measure of distance) of the most probable states of the
system from the limit of functional stability. The margin of functional stability
shows how far the system is from the limit of functional stability, at the intersec-
tion of which the system moves from a functionally stable state to a functionally
unstable state or vice versa.

Let’s consider the sensor network S used to cover and monitor an area of T
m?. Elements of this network will have the following characteristics:

Si = 8i(T4, Yis > Tmaz),
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where x;, y; are the coordinates of the sensor, r; is the current coverage radius,
Tmae 1S the maximum coverage radius, ¢ = 1,n, n is the number of sensors.

The survivability of the sensor network will be understood as the property of
the network to provide coverage of the territory and data transmission in case of
loss or failure of network components (sensors and connections between sensors).

Let’s consider the case of ensuring survivability during the monitoring task.
Denote by S, the area covered by the sensor network consisting of n sensors.
Obviously, each of the n sensors that provide coverage S, has a set of character-
istics from view (1). Let’s disconnect a certain sensor from the network. In this
case, the coverage area of the network will be equal

Sh_1 < Sn.

To provide a coverage at which S,_; = 5, it is necessary to reconfigure the
network by increasing the radii of coverage and/or finding a location of sensors
at which the value of the coverage area S, is reached. In [10,18] the approach
of finding the position of the additional sensor while ensuring maximization
of coverage taking into account the level of intersection of coverage areas is
presented. The described approach can be used to provide S,,_1 = 5.

In the case when we managed to achieve S,,_1 = 5,,, remove the next sensor
from the network, the coverage area will be equal to S, _2, and find the network
configuration for which S,,_o = S,,.

Denote by k the number of sensors for which it is not possible to reach the
coverage level S,,, ie

Sk < Sy,

We introduce the concept of the limit and margin of safety of the sensor
network as follows:

The limit of survivability of the sensor network is the percentage of sensors
in the absence of which the required value of coverage is not achieved. This value
can be calculated as follows:

MSSN =1 - % % 100%,

where k is the number of sensors for which it is not possible to reach the coverage
level S,,, n is the total number of sensors.

The survivability margin of the sensor network is the distance (a measure
of distance) between the total survivability of the network and the survivability
limit that can be calculated by the formula:

SMSN =100% — MSSN.

Let’s consider the case of data transmission in the network. We use the
method proposed in [5] to estimate the limit and margin of safety of the sensor
network. To do this, form a matrix of data transitions between sensors H, the
elements of which will be equal to:

b — 1, the connection between the sensors is present
7 0, there is no connection between the sensors
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where i = 1,n, j = 1,n, n is the number of sensors in the network.

Using the Dijkstra or Lee algorithm [6,16,17], the matrix of connections H
and the matrix of importance of elements K, we find the shortest path between
sensors $1 and s,. Denote the resulting path as s*. Using the vector s* we form
a vector of transitions between sensors h*.

We choose the first element of the vector h* h}, which is also a definite
element £, of the matrix H, and replace its value with zero, i.e. hj; = 0. After
replacement, find the path between sensors s; and s,. If the path cannot be
found, the selected connection between the sensors is vulnerable. Next, return
the element h}; to the previous value and select the next element of the vector
h*. The final assessment of the vulnerability of the network to loss of connections
will be calculated as: .

Chp = 1-— 70,
my
where ¢ is the number of negative results of finding the path, m; is the number
of elements in the vector h*.

To estimate the survivability of the network relative to the loss of sensors,
take the second element of the vector s* and replace with zero the elements
of the corresponding row and column of the matrix of connections H. After
replacement, find the path from s; to s,. If it is impossible to find the path,
the selected sensor is vulnerable. In the next step we return the previous values
to the elements of the matrix H, select the next element of the vector s* and
repeat the procedure. The final estimate of the survivability of the network in
case of loss of sensors is calculated by the formula:

S0

cs =1 p—1
where sg is the number of negative results of finding the path, mg is the number
of elements in the vector s*.

In this formula, the denominator is defined as ms — 2 because the initial and
final sensors are not taken into account.

The final estimate is calculated as the probability of simultaneous occurrence
of two independent events [5] by the formula:

Cc = CsCp.-

Let’s consider the case of different bandwidth sensors and communication
channels. Let’s look at the differences in the throughput of the sensors and
the channels of the connection. To assess the survivability of the cell, use the
sensors in either the channels or the link, to ensure the greatest throughput
of the building, two vectors P, . and P_ P! are formed. The elements of
these vectors will be sensors and links between sensors, which will ensure the
maximum flow of data in the measure. For the formation of these vectors, it is
possible to use the Ford-Fulkerson algorithm [16] and the significant value of the
maximum flow as P,,,. The molding algorithm for assessing the survivability
of the treadmill in the fall of the elements, which ensures the maximum flow
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is similar to the one described above, but it is less important to ensure the
maximum flow in the treadmill. Obviously, the result of the robotic algorithm
will be two vectors: h]'2%  is the vector of different sensors and ¢]'%% is the vector

of different sounds. Residual scores can be calculated by looking at

h
h—1_ %
P R’

mp
cS

cp=1— 90 5

ms —

where ¢! is the number of vulnerable connections, m;} is the number of ele-
ments that provide maximum flux (connection vector P” ), ¢& is the number of
vulnerable sensors, m,, is the number of elements in the vector of Py, ., providing
maximum data flow in the network.

Taking into account the estimates of network survivability in case of loss of
elements that ensure the maximum flow of data in the network, the final estimate
can be modified as follows

_ h s
€ = CsCRCyC).

Since the value of ¢ = 1 means the survivability of the network, the limit and
margin of safety of the sensor network will be the values:

MSSN, = (1 — 1) % 100%,
c
SMSN, = 100% — MSSN..

In general, the algorithm to ensure the survivability of the coverage area
consists of three steps:

1. Checking the level of coverage of the territory and ensuring maximization of

coverage in the case of:
T

5 <1,

where T is the area of the territory, S,, is the coverage area of the network
consisting of n sensors.
Coverage maximization is achieved by connecting additional sensors to the
network [9,25];

2. Identification of vulnerable sensors using the proposed approach;

3. Ensuring the viability of the network through redundancy. By redundancy
we mean additional sensors and communication channels between sensors for
the required defined survival limit M:

MSSN, > M.

The third step is an iterative procedure to ensure survivability for each vul-
nerable sensor, followed by verification of overall survivability. Schematically
described above algorithm can be represented as follows (Fig. 2):

Obviously, the consequence of the surplus is an increase in resource and
energy consumption. To ensure energy efliciency, we will have duplicate sensors



280 O. Mashkov et al.

| Ensuring maximization of coverage |

I

’ Identify vulnerable network elements |

No

Yes

Connecting additional sensors and connections

’ Calculation M l—

End

Fig. 2. Algorithm for ensuring the survivability of the sensor network

with the minimum allowable coverage radius and communication only with the
main sensor. The backup sensor with a certain frequency t; polls the main sensor
and turns on only when it will not receive a response from the main sensor during
the time tg;ience-

3.4 Computer Simulation, Results and Discussion

Let’s consider a network consisting of 6 sensors with the following parameters
(Table 2):

Table 2. Characteristics of sensors

Position | Coverage radius, m
(35;40) |10
(17;30) | 8
(20;45) | 10
(50;55) |13
(15;15) | 10
(35;15) |17
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Schematically, this network can be represented as follows (Fig. 3):

Fig. 3. Schematic representation of the incoming network

Using the approaches proposed above, we will determine the limit, the margin
of safety of the network and find vulnerable sensors. The following results were
obtained: SMSN, = 66%,

SMSN, = 34%

vulnerable sensors: (35; 40) and (35; 15).

By adding additional sensors, the resulting network will look like Fig.4. A
schematic representation of the network using minimization of energy consump-
tion is presented in Fig.5. Additional sensors are shown by a dashed line.

60
50
40
30

20

Fig. 4. The result of ensuring the survivability of the network without optimizing
energy consumption
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60

50

-10 0 10 20 30 40 50 60 70

Fig. 5. The result of ensuring the survivability of the network with optimization of
energy consumption

Let us calculate the energy consumption in mAh and apply the approach pro-
posed in [15]. The values of power consumption, limit and margin of survival, as
well as the number of life cycles of the network relative to the initial parameters
of the network as a percentage are shown in Fig. 6. The power consumption of
the input network is 4624 mAh, the resulting network without power consump-
tion optimization is 8649 mAh, the resulting network with power consumption
optimization is 5446.4 mAh. When optimizing energy consumption, the resulting
network consumes 1.58 times less energy.

200
180
160
140
120

*® 100
80

60 \
40
20
Input network Network without energy Network with energy
consumption optimization consumption optimization

Energy consumption LSSN MSSN Lifecycles

Fig. 6. The value of the resulting and initial characteristics of the network
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4 Conclusions

The authors propose signs and indicators of functional stability of the data
exchange system. The concepts of boundary and margin of functional stability
are introduced. Quantitative methods for assessing functional stability based on
the above indicators are proposed.

The paper considers the survivability of sensor networks. Survivability is con-
sidered as a component of functional stability of networks. The description of
development of the basic concepts and applied approaches of functional stability
on examples of maintenance of functional stability of concrete kinds of tech-
nical systems is resulted. The survivability of the sensor network is presented
as the property of the network to provide coverage and data transmission in
case of loss or failure of network components such as sensors and connections
between sensors. The formation of the stock and the limits of survivability of
sensor networks are described. These values are percentages and are formed in
cases of maximum coverage and in cases of data transmission in the network. An
algorithm for ensuring the survivability of sensor networks is presented. Ensur-
ing survivability is achieved by adding additional sensors to the network and
connections between sensors. The approach of optimization of energy consump-
tion of the network with additional sensors by adjusting the radii of coverage of
additional sensors depending on the operating condition of the main sensors is
presented. The results of computational algorithms confirm the effectiveness of
the proposed approaches. During computational experiments, the survivability
limit of the input sensor network was increased by 34%. The proposed method of
optimizing the energy consumption of additional sensors has reduced the energy
consumption of the resulting network by 1.58 times.

The creation of functionally stable information and telecommunication sys-
tems will increase the efficiency of operation in the event of emergencies in the
event of technical violations, failures and the impact of external factors.

A promising area of further research is the improvement of algorithmic and
software information and telecommunications systems for testing actions in the
context of outrageous factors. The issue of parrying abnormal, emergency situa-
tions in information and telecommunication systems in real time has become of
paramount importance and needs scientific and practical justification.
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Abstract. The problems that occurred during decision-making and sup-
ported by the stochastic game model with the environment are inves-
tigated and analysed. A method of adaptive choice of solutions based
on stimulatory learning and application of Boltzmann distribution is
developed. The algorithm and software of the decision-making system
in the games with the environment are developed. The computer simula-
tion results of stochastic choice of solutions are analysed and described.
The developed decision-making method provides stochastic minimisation
of the agent’s mean loss function and is based on adaptive parametric
identification of the environment using Q-learning and defining a mixed
strategy on the Boltzmann distribution. With proper parameter selec-
tion, the method provides close to 1 order of asymptotic convergence,
the limit value for a given class of recurrent methods.

Keywords: Decision making - Stochastic nature play + Adaptive
strategies - Boltzmann distribution - Q-learning - Cybernetics
development

1 Introduction

There is a rapid development of computer and information systems in all human
activity spheres in the modern world. The task is to help the persons as much as
possible or replace them when performing routine or potentially dangerous oper-
ations. Special software agents for information systems and robots for physical
systems are developing. They can perceive and process information images of
the environment and make decisions independently. The robotic systems process
information more accurately and reliably by computer implementation, without
fatigue and unnecessary emotions. Computer information technology dynamics
have led to a new wave formation of scientists and engineers’ interest in devel-
oping and implementing cybernetic systems for various purposes, such as com-
mercial, security, linguistical, medical, intelligence, social, industrial, household
etc.
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The natural environment is the inspiration for cybernetics development as
a general laws science for information management, collection, storage, process-
ing and transmission in intelligent systems. Thus, the American mathematician
Norbert Wiener pointed to the similarity of control processes in living organ-
isms and complex technical systems in his work “Cybernetics: or, Control and
Communication in the Animal and the Machine” (1948). The borrowing of nat-
ural environment methods to develop engineering devices and techniques led to
new science such as bionics (1960) at the intersection of cybernetics, biophysics,
biochemistry, engineering psychology, and other sciences. The task of bionics is
related to the principles and patterns study of functioning living organisms for
use in artificially organised systems. Their need is due to the extreme efficiency
and perfection of natural forms polished during evolution. It is believed that the
living organism’s development is guided by an adaptive method of trial and error
with the best selection and more resistance to survival forms [5]. Most of the
practical applications for bionics are related to the physicochemical properties
of individual living organisms. Equally important is studying the behavioural
model of living beings’ self-organisation in a changing existence environment.
These models transfer into technical and information systems for data man-
agement or decision-making. Self-organisation is a purposeful spatial-temporal
process for creating, organising or improving the structure and functions of a
complex dynamic system due to its internal factors without external influence.
The constructive mechanism for complex systems self-organisation is multivari-
ate, alternative, randomness and selectivity of possible actions of active elements.

External manifestations of self-organisation are the ordered structure forma-
tion in the patterns formed at the macro-level and result from local interactions
of the system’s constituent elements at the micro-level. In addition to the orderly
distribution of structural elements, there are often patterns for individual liv-
ing organisms and their populations’ behaviour. Behavioural patterns determine
the form of ordered actions for system elements, which arise under certain con-
ditions from chaos. Genetic, immune, flock, swarm, and ant algorithms are used
to construct behavioural patterns of self-organisation. In addition, the study
of behavioural patterns also uses methods of enhanced Q-learning, networks of
automata, artificial neural networks, hidden Markov networks, and deterministic
or stochastic games. Computer simulations for a living population’s behaviour
pattern are performed using artificial agent systems. An agent is an autonomous
information software that processes signals from the environment, other agents,
and a human for possible action selection or making decisions to achieve goals.

The agent behaviour pattern is a reproducible response to environmental
stimuli. It is sometimes up to the action’s isomorphism. It is aimed at achiev-
ing a specific goal in multi-step adaptive learning. The question arises about
how complex the agent’s organisation must be to reproduce a living organism’s
behaviour in the environment’s uncertainty. Alternatively, the complex system
for processing the environment’s reactions must learn to exist effectively and
survive in a changing world.
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The adaptive methods are used for making decisions in uncertain condi-
tions [5,11]. It allows optimising the options choice for action in the following
time moments based on the proper processing of current information about the
system. Decision-making in situational uncertainty conditions is carried out by
repeated operations from a finite set of possible options. The target solution
search cannot be performed by a single-stage optimisation method or a sequen-
tial search method of all possible solutions and system states because the system
may give a different signal response for the same option at other times [4,13]. In
addition, repeating the steps makes it possible to gather the necessary informa-
tion about the system and compensate for its uncertainty.

In uncertain conditions, the individual decision-making process is considered
a stochastic play model with nature [16]. An intellectual agent and the natural
environment take part in the game. An agent is a model of a decision-maker.
The natural environment models the problem area of decision-making. Both
players are included in the feedback loop. The agent selects and implements one
of the action options with the appropriate environment response at successive
time moments. The agent performs an adaptive adjustment of the strategy for
choosing action options when analysing the signal from the environment [3,10].
Adjustments are made to ensure the agent’s maximum gain or minimum loss
throughout the decision-making process [6,14]. Constructing patterns for game
behaviour of agents in uncertain conditions is not comprehensively covered in
the related professional and scientific works. Therefore, the game model research
of the adaptive strategies formation for agent’s behaviour is an urgent scientific
and practical problem [4,11].

The main contributions of this paper are summarized as follows:

— The paper investigates and analyses the problems that occurred during
decision-making and is supported by the stochastic game model with the
environment.

— A method of adaptive choice of solutions based on stimulatory learning and
application of Boltzmann distribution is developed and described.

— The algorithm and software of the decision-making system in the games with
the environment are developed and described. The developed decision-making
method provides stochastic minimisation of the agent’s mean loss function.
This method is based on adaptive parametric environment identification using
Q-learning and defining a mixed strategy on the Boltzmann distribution.

— The paper analyses and describes the experiment results of stochastic choice
of solutions. The method convergence is ensured by observing the primary
stochastic approximation conditions. The convergence parameters are theo-
retically determined and refined experimentally. The technique provides close
to 1 order of asymptotic convergence with proper parameter selection. It is
the limit value for a given class of recurrent methods.

— The developed decision-making method provides stochastic minimisation of
the agent’s mean loss function and is based on adaptive parametric identi-
fication of the environment using Q-learning and defining a mixed strategy
on the Boltzmann distribution. With proper parameter selection, the method
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provides close to 1 order of asymptotic convergence, the limit value for a given
class of recurrent methods.

The adaptive method for forming decision-making agent behaviour strategies in
the game with the environment in this work is investigated. The behavioural
patterns reproduction based on the stochastic game model reveals the causes
and mechanisms for their formation in nature, better help to understand the
natural evolution laws and helps to apply game algorithms in practice for various
decision support systems constriction in bioinformatics. The proposed method
development is possible by considering the state dynamics of the decision-making
environment and the transition from a reactive to a cognitive model of the agent.

2 Related Works

Adaptive methods [4,5,11] are used to make decisions under uncertainty. They
allow us to optimise the chosen options at the following moments based on the
proper processing of current system data, for example, for prognosis or diagnosis
by symptomatology. The construction of adaptive decision-making methods is
performed based on random processes. The decision-making process is considered
a stochastic game model with a natural environment. An intelligent agent and
the natural environment play the game. The agent is the decision-maker model.
The natural environment models the problematic area of decision-making. Play-
ers are included in the feedback loop. The agent selects and implements one of
the appropriate responses to the environment at successive times. The agent per-
forms an adaptive adjustment of choosing options for the following time moment,
analysing the signal from the environment. Adjustments ensure the agent’s max-
imum gain or minimum loss throughout the decision-making process. The first
studies of stochastic games related to analysing automatons games with the
environment [3,6,10,13,14,16]. Different tasks are made depending on:

— Automatic machine type (deterministic or random; with a constant or vari-
able structure; with a limited or unlimited number of states; with discrete or
continuous system states);

— Random environment type (stationary, non-stationary, with transition states;
finite or boundless Markov chain);

— Current winnings or losers’ values: discrete or continuous; limited or unlim-
ited; scalar or vector.

These problems investigate the self-learning automatic device’s behaviour ratio-
nality in random environments. It mostly boils down to asymptotic minimisation
of the average penalty for incorrectly chosen actions.

We use the following method to study the environment’s behaviour games:

— The chains Markov theory;
— Diffusion;
— Approximation;
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Martingales;

— Random search;
Potentials;

— Factorisation;

— Laplace transform;

— Nonlinear programming;
— Numerical methods.

Automatons’ group games research in random environments after obtaining the
first results on individual machine dynamics is launched as a meaningful model
of collective behaviour [6,16]. M.L. Tsetlin supported work in this direction.
He believed that complex behaviours of objects are implemented by finite-state
machine sets that behave rationally in random environments.

Multiple finite-state machine games are primarily investigated by computer
simulation. The general case of the N individuals’ game was considered in [18].
These game methods were obtained using stochastic approximation, gradient
projection and regularisation methods.

Stochastic game models are mainly used to solve decision-making under
uncertainty in biology, psychology, sociology, political science, military affairs,
economics, ecology, technical systems, etc. [13,16]. Game theory has some unre-
solved problems despite a considerable period of development. The current
research relevance in game theory is confirmed, for example, by the extensive
list of bibliography Internet sources.

The International Society for Dynamic Games coordinates research in the
game theory field (http://www.hut.fi/HUT /Systems.Analysis/isdg/).

The main problems of game theory are outlined at the Nobel Symposium on
Game Theory (June 18-20, 1993, Bjorkborn, Sweden) and some International
Symposiums on Dynamic Games and Applications. Identified promising areas of
research for games include:

— Repetitive games;

— Network games in telecommunications and transportation;
— Evolutionary games;

— Pursuit and escape games;

— Dynamic games in economics and management;

— Games training and adaptation;

— Stochastic games;

— Games in finance and marketing;

— Managing the environment, energy and resources;

— Trading games;

— Cooperative equilibrium games;

— Numerical methods and computer implementations of game models.

Many of the leading scholars in game theory focus on studying stochastic evolu-
tionary and dynamic repetitive games. The most critical issue is the self-learning
game methods development and research. There is a shift from behavioural


http://www.hut.fi/HUT/Systems.Analysis/isdg/

Adaptive Decision-Making Strategies in the Game with Environment 291

search to cognitive concepts of developing self-learning game methods. Math-
ematical methods and simulation tools for stochastic games are fundamental
techniques for studying multi-agent intelligent systems [15,17]. The optimal-
ity criteria research for the collective coexistence of active elements (agents) of
homogeneous and heterogeneous distributed management and decision-making
systems continues.

Applied game theory has shifted its initial cognitive interests in biology to
pragmatic economics, management, and marketing challenges [9,12,15,17]. How-
ever, the powerful mathematical game theory methods have not yet found the
proper place when solving technical problems [1,2,7,8].

Known game methods of solution choices are mainly based on hybrid strate-
gies to optimise average winnings’ functions. Environment information is avail-
able to players in the form of current winnings or losers [7]. This paper proposes
using existing software to adapt decision-making parameters identification and
definition of mixed strategies based on the Boltzmann distribution. The paper
aims to develop an effective decision-making method in uncertainty based on
parametric identification in the adaptive game of the agent with the environ-
ment.

3 Materials and Methods

Consider the model of the decision-making system (.S, A). It consists of the feed-
back loop included in the environment S and agent A [17]. An agent is an active
intellectual system of decision-making and implementation. The agent’s interac-
tion with the environment is described in the game with the natural environment.
The natural environment S = (U, ¢, F) is given by the input vector

U = (u(l),u(2),...,u(N)),
where scalar output & € R! and transfer function
F:u—E¢&

Let the process F' = F(v(u),d(u)) is generated a random variable generator &
with mathematical expectation v(u) and variance d(u) at Yu € U. The environ-
ment outputs are the agent’s choices estimates.

The agent A = (£,U,II) is given a scalar input £ (corresponding to the
natural environment output), a vector of pure strategies U (matching the envi-
ronment inputs), and a rule of pure strategies choosing

II: & — u.
Pure strategies determine discrete options. Environment settings:
v = (V1,02 ..., UN),

d= (dlad27 7dN)
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and the distribution functions F' of a priori unknown agent appearance. The
choices are made at discrete times n = 1,2, .... The agent option u, = u € U,
after selecting, observes a random implementation &, (u,) ~ F(v(uy), d(u,)) of
the parameter v(uy,). The value ,(u,,) is interpreted as the current loser of the
chosen agent u,. It is considered that accidental losers {,} are independent
Yu, € U at n = 1,2, ... and have constant expectations

MA{&,(u)} = v(u) = const

and limited second moment
sup M {[€n(u)]*} = 0(u) < co.
The average loss of the agent at a time n is defined as:

20 fun}) = th M)

The purpose of the agent is to minimise the averaged loser’s function:

lim =,, — min. (2)
n—oo
To solve problem (2), we must define a rule IT sequence formation {u, } variants
of decisions in time. We will execute forming a sequence of solutions {u,} with
suitable properties based on a dynamic mixed strategy

Pn = (Pn(1),Pn(2), s pu(N)).

Elements p,(j), 7 = 1..N of mixed strategy vectors are conditional probabilities
of choosing pure strategies depending on the current solution and the obtained
result. The hybrid strategy takes on a unit simplex value [18]:

{pIZp p(j) = 0(j = 1..N)}.

Decision-making rule: IT : p, &n Pri1 — Uny1 should ensure the mixed strategy
point movement p,, on a unit simplex in the intermediate direction for optimal
resolution under the action of current losers &, and selecting an option u,1
based on a hybrid strategy p,11 realisation of a chance w. A recurrent transfor-
mation series of the mixed-strategy vector for solving the problem (2) is given
[18].

This article proposes a new method of recurrent choice for decision-making
based on modified Markov Q-learning [15]:

where Q,,(u,) € R! is the environment S estimation function parameter v(u,,)
for the selected at a time n option u, = u € U; v, > 0 is the parameter that
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regulates the methods’ step size; &, (u,) € R! is the current loser of the chosen
agent u,.

The parameter 7, is a monotonically decreasing value of actual type and is
calculated as:

T =0, (4)

where v > 0 and a > 0.

Method (3) performs adaptive parametric identification of the decision envi-
ronment depending on the selected variant w, and the size of the current loser

&n-
The Boltzmann distribution determines the elements of a mixed strategy:
Q)
e T

pu) = ——=—,Yu e U. (5)

Qa) ?
Dt

acU

where T is the temperature parameter of the system.
Conversion (5) ensures that a mixed strategy is appropriate p for a unit sim-
plex S¥. Condition (5) determines the corresponding value of the pure strategies:

k
un = {u(k)|k = argmkiann(i) >wk=1.N)}, (6)

i=1
where w € [0,1] is a random variable with uniform distribution.
Convergence lim || p, — p* ||— 0 method (3)—(6) to the optimal strat-
n—oo

egy, which minimises the mean loss (1), is provided by the general stochastic
approximation conditions [9]:

o0
Z’Yn = 00,
n=0
o0
Z%QL < 00.

n=0

The quality of decision-making is judged by the deviation &,, =|| p,, —p* ||? of the
current mixed strategy p, from the optimal strategy p* and the time-averaged
deviation:

1 n
Ap==3 6 (7)
t=1
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Algorithm 1: The Decision Options Choice

Initialization:

Step 1. Set the initial parameter values (Fig. 1):

N — is the number of pure strategies;

v = (v1,...,u5) — is the mathematical expectations vector of the losing
agent;

d = (dy,...,dn) — is the dispersion vector of the losing agent;

U = (uy,...,un) — is the pure strategies’ values vector;

p= (%, - %) — is the hybrid strategy (probabilities vector for choosing
pure strategies);

T > 0 — is the temperature parameter of Boltzmann distribution;

Qo(u) =0,Vu € U — is environment identification parameters;

v > 0 — is the learning step;

a € (0,1] — is the learning steps order;

€ — is average losses calculation accuracy;

& ~ Z(v,d) — is the current winnings distribution law;

Nmag — 1S the maximum number for method steps;

n = 0 — is the starting time moment.

while n < ny.x or A, > € do

Step 2. Choose the solution u,, € U based on (6).

Step 3. Get the current loser value &,.

Step 4. Calculate parameter value 7, (4).

Step 5. Calculate parameter value @y (u,) by to (3).

Step 6. Compute vector elements of mixed strategy p,, based on (5).

Step 7. Calculate the characteristics of the decision-making quality d,,
and A, by to (7).

Step 8. Set the next time moment n :=n + 1.

end

4 Experiments and Results

Verification of the efficiency (ability to minimise average loss) of the proposed
method is performed by simulation software modelling. The environment is
entrances set N = 4 and one exit £. Stochastic conversion of inputs to the output
signal is carried out by normal distribution & ~ Normal(v;,d;), i = 1..N with
vectors of a priori unknown parameters v = (0.5,0.9,0.1,0.7) and dispersions
d = (di,...,dN). The lowest average losing agent for a given v optimal strategy
p* =1(0,0,1,0) is determined.

Normally distributed random variables (Gaussian law) are calculated using
the sum of twelve evenly distributed segments [0, 1]:

12
En(u,w) = v(u) +/d(u) (Z Wi — 6) ;
j=1
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Fig. 1. Flow chart of the stochastic game algorithm

295



296 P. Kravets et al.

where u € U; w € [0, 1] - is a valid random number with a uniform distribution
law.

Binary losers &, (u,w) € {0,1} are calculated with probabilities v(u) € [0, 1],
Yu € U:
0,w > v(u)
1T,w <v(u)

gn(uv w) = {

At the moment, n the agent receives the value of the loser &,. According to (3)

- (6), it implements one of N the pure strategies in method (3), the parameter
Yo =0,

where v = 1, and the initial value Qo(u) =0, Vu € U.

The estimation of the asymptotic order of convergence velocity is performed
by the Zhong method [9]:

Tim n’M{A,} <9, (8)
n—oo
where 6 is parameter order; ¥ is the convergence rate magnitude; A, is the
time-averaged Euclidean rejection rate of the current mixed strategy p, from
the optimal value p*.

More 6 and less ¥ corresponds to a more incredible speed of convergence of
the game method. The length of the test sample is 10 thousand steps. The process
behaviour A,, in time is approximated by dependency based on the convergence
rate estimation (8):

)

An =2

where ¥ > 0,0 € (0,1], n=1,2,....
We obtain a linear relation after the logarithm:

lg A, =lgd —0lgn. (9)
In addition, we get the dependency:
lg A, = f(lgn).
The parameter

0— lg A,
lgn

indicates the test method convergence order.

A random process approximation is performed lg A,, with linear dependence
(9) on the segment lgn € [3,4] in steps of 0.1 using the least-squares method to
determine the convergence speed order #. Smoothing the random component of
the convergence rate and allocating the speed order is performed by averaging
over the random process realisations 4A,. The simulation results are shown in
Figs.2, 3, 4, 5 and 6 on a logarithmic scale. Figure 2—-Fig. 3 shows the graphs
of the middleware function =,, and average norm function A,, deviation of the
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current mixed strategy from the optimal value for different variance values d of
normal distribution of current losers. Obtained data is for the value 7" = 0.01
temperature coefficient of the Boltzmann distribution.

The reduction in time of the mean loss function to the minimum value v3 =
0.1 and the decrease in the Euclidean norm of the difference between mixed
and optimal strategies vectors indicate the efficiency of the developed recurrent
method. The variance increases lead to a slight decrease in the magnitude of the
convergence rate 9 and have little or no effect on the order 6. It is estimated
by the slope tangent of the linear approximation of the function A, with the
moments’ axis. For a given T order of convergence speed 6 approaching 1.

0 1 2 3 49
' 1g(n)
- f‘i N
. \\
Ay
N

lg(fn)

Fig. 2. Method convergence characteristics at d = 0.01

1g(n)

Erar i
(1]

lg(fa)

Fig. 3. Method convergence characteristics at d =1
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5 Discussion

Figure4 shows the convergence characteristics of methods (3)—(6) for binary
losers T' = 0.01. It is experimentally established that changing the law of dis-
tribution of current losers (for example, binary, uniform, exponential, etc.) does
not significantly affect the order of convergence speed of the developed method.
Significant influence on the convergence rate of the process (3)—(6) has the Boltz-
mann temperature distribution coeflicient value. Figure 5 shows the error func-
tion graphs A, obtained for the variance value d = 0.01 and different tempera-
ture coefficient values T'.

o 0 1 2 3 a4
\k 1gn)
Q‘“ﬁ:&___
Zn
A,
/
-3
19/

Fig. 4. Method convergence characteristics for binary losers
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Fig. 5. Temperature coefficient effect on method convergence

When we decrease the parameter T, the convergence velocity of method (3)—
(6) increases because at small T is close to the “greedy” [7,12]. And, at large, T



Adaptive Decision-Making Strategies in the Game with Environment 299

is close to the uniform law of solutions choice. The developed method is resistant
to the abrupt change of environmental parameters, confirmed by the ones shown
in Fig. 6 results.

i

- ?ﬁn

. ﬂ\

1g(/)

Fig. 6. Method stability illustration

Obtained data is for values d = 0.01, and T'= 0.01 at the moment n = 1000,
the environment parameter is changed vs = 0.1 on the weight vs = 1. This
parameter at the moment n = 2000 is restored to its original value vs = 0.1.

Retraining is at the interval steps n = 1000...2000 to search for other optimal
strategies according to changing environmental parameters. The initial order of
the convergence rate of the method is preserved after resetting the parameter
value vs = 0.1.

6 Conclusions

The adaptive method for forming decision-making agent behaviour strategies
in the game with the environment in this work is investigated. The behavioural
patterns reproduction based on the stochastic game model reveals the causes and
mechanisms for their formation in nature, better help to understand the natural
evolution laws and helps to apply game algorithms in practice for various decision
support systems constriction in bioinformatics.

The developed decision-making method provides stochastic minimisation of
the agent’s mean loss function. This method is based on adaptive parametric
environment identification using ()-learning and defining a mixed strategy on
the Boltzmann distribution. The method convergence is ensured by observing
the primary stochastic approximation conditions. The convergence parameters
are theoretically determined and refined experimentally. The technique provides
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close to 1 order of asymptotic convergence with proper parameter selection. It
is the limit value for a given class of recurrent methods.

The proposed method development is possible by considering the state
dynamics of the decision-making environment and the transition from a reactive
to a cognitive model of the agent.
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Abstract. The object of research is the internal and external migration
flows of the Ukrainian people. The solution of the problems put forward
in the research, requires scientific systematic approach to the study of
both internal and external migration flows, it enables to identify and
predict trends and directions of migration flows. The use of the principles
and tools of information support to analyze trends in the world market of
goods and services, identify critical industries and the ability to involve as
many young people as possible to employment in Ukraine are conditions
for effective state planning. The study has identified and demonstrated
main trends in the internal and external migration. The migration flows
of various economically active groups of the population of Ukraine, such
as students, workers, etc., are analyzed in the paper. The main ways and
causes of migration processes and their influence on the economic and
political situation in Ukraine are considered. The promising demographic
situation of large cities in Ukraine has been carefully studied. The basic
methods of the research are the application of a systematic approach,
analysis and synthesis of information and rational use of information
technologies to obtain the required results.

The paper presents new visualizations of demographic problems. To
demonstrate the trends, research was performed in various spheres and
analytical platforms, primarily R and Power BI.

Keywords: Migration flows - Migration processes * Labor migrants -
Population forecasting - R programming - Power BI analytical platform

1 Introduction

Modern migration processes in Ukraine are closely connected with people who
want to live in better conditions and receive a higher salary. In the past, the fate
of a state, region or city was determined primarily by the availability of natural
resources. Everything has changed dramatically now. Countries rich in minerals
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and resources are not necessarily countries with high wages. Human capital is
the main asset of the developed countries.

Ukraine is a co-initiator and active participant in most international legal
institutions that regulate the rights of migrants. These are the “Universal Dec-
laration of Human Rights”, the “European Convention on Human Rights”, the
“Geneva Convention relating to the Status of Refugees”, numerous documents
against the smuggling of migrants and human trafficking, which are part of the
“UN Convention against Transnational Organized Crime”.

However, compliance with international conventions does not guarantee opti-
mal management of migration flows. Population migration has long been a global
problem. The process of globalization is constantly increasing the number of cit-
izens living outside their home country. According to the United Nations, there
are more than 244 million migrants now, which is 40% more than in 2000. 232
million people a year become international migrants and another 740 million
within the country. The population of Ukraine is steadily decreasing, owing also
to emigration from the country, which negatively affects many internal processes.

The war of the Russian Federation against Ukraine has significantly aggra-
vated the migration problems. According to the UN, war uprooted more than 12
million Ukrainians (more than 5 million Ukrainians went abroad, and another
7.1 million are internally displaced persons who remained in Ukraine). Migration
processes are natural, but only if the approximate balance between migrants is
maintained. A significant imbalance towards emigration or immigration always
negatively affects social-economic development of the country. For Ukraine, this
means that the state should have a clear plan on how to stop the outflow of
migrants.

The elaboration of such plan will be facilitated by the results of the authors’
research presented in this paper. When covering migration problems, only the
total number of migrants is often presented. To identify trends in the internal
and external migration processes, the authors study in detail certain categories
of migrants. System analysis of migration processes, as well as the use of mod-
ern tools of data analysis, made it possible to create a qualitative forecast of
migration processes in Ukraine for the coming decades.

The main contributions of this paper are summarized as follows.

1. The state of migration processes is investigated and the basic principles of
migration policy of Ukraine are analyzed.

2. Problems of the number of migrants accounting and ways to overcome them
are identified.

3. The analysis of internal migration of Ukrainians within the country is carried
out. The main directions of internal migration flows are identified. The trend
to the excessive urbanization of the population is observed. A forecast of the
population size in the largest cities of Ukraine until 2050 is made.

4. The external migration of Ukrainians is analyzed. Some categories of
the external migrants, primarily migrant workers and students, are stud-
ied. Groups of external labor migrants are divided according to regional
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preferences in relation to foreign countries. Statistical analysis of incoming
and outgoing student flows is conducted.

5. Forecasts for different categories of migrants are made by means of R statis-
tical analysis environment and the Power BI analytical platform.

The rest of the paper is structured in a following way.

Sect. 2 provides a review of the literature, containing the results of various
studies of migration flows. The lack of a systematic approach to the analysis of
migration flows is noted.

Section 3 contains the problem statement and the description of the main
reasons that significantly complicate the analysis of migration flows.

Section 4 presents the results of statistical analysis in R and strategic analysis
of different categories of Ukrainian migrants.

Section 5 provides a general analysis of the incoming and outgoing migra-
tion flows from Ukraine, a forecast and visualization of the forecast models of
migration flows in Power BI is made.

The “Conclusions” section summarizes the results of the study and provides
some recommendations for improving the migration policy of Ukraine.

2 Literature Review

Fundamental rights in the field of migration are enshrined in many normative
acts of Ukraine, including the laws “On Citizenship of Ukraine”, “On Freedom
of Movement and Free Choice of Residence”, “On the Procedure for Leaving
Ukraine and Entering Ukraine by Citizens of Ukraine”, “On External Labor
Migration”, “On the Legal Status of Foreigners and Stateless Persons”, “On
Immigration”, “On Refugees and Persons in Need of Additional or Temporary
Protection”, “On Ukrainians Abroad”, “On Ensuring the Rights and Freedoms
of Internally Displaced Persons”, etc. Main strategic document is the “Strategy
of the state migration policy of Ukraine for the period up to 2025” [12], which
formulates the main goals of the migration policy of the state and ways to achieve
them.

The issue of migration of the country’s population is the subject of research
by a large number of specialists in various fields. For example, Irene Mosca and
Robert E. Wright in their paper “National and international graduate migration
flows” explore the nature of national and international graduate migration flows
in the UK [20]. Guy J. Abel studies the problems of estimating the values of
migration flows [13]. British researchers Yu-wang Chen, Lei Ni, Luis Ospina-
Forero study the impact of internal migration on population structure, utilities,
economic and social development of local areas [16]. In this paper, the authors
use modern tools Visual Mining to visualize the results of internal migration
study. Progressive approaches to the prediction of refugee migration processes
are being investigated by M. Carammia, S. M. Iacus and T. Wilkin in [15].

The European Commission constantly organizes competitions of research
projects on migration processes [2].
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Recently, much attention has been paid to modern information tools for
the research of migration flows. The authors believe that the most promising
environment in the construction of predictive models in the analysis of big data
is the system of statistical modeling R [26-29]. The Microsoft Power BI analytical
platform should be used to visualize of the results of analytical research [21,28].

The authors of the paper have considerable experience in studying the migra-
tion issues, in particular, in applying mathematical and computer modeling
methods for research [19,22-25].

Thus, most authors study individual categories of migrants and the corre-
sponding directions of migration flows. For the elaboration of the effective plan to
combat excessive migration, a systematic analysis of migration processes based
on modern data analysis technologies and advanced software for business ana-
lytics is necessary. This is the only way to hope for a high-quality analytical
forecast of migration processes and an adequate migration policy of the state.

3 Problem Statement

Problems, caused by the spread of the coronavirus, the imposition of martial
law as a result of the Russian Federation’s full-scale aggression against Ukraine,
significant restrictions on the movement of citizens within the country and almost
complete closure of borders made it impossible to use classical tools for long-
term economic forecasting and assessment of development potential [17,18] and
have further complicated the study of migration flows in Ukraine. Solving these
issues requires radical economic transformation and the use of innovative tools to
predict trends in the internal and external migration by means of mathematical
and computer modeling to manage migration flows at the regional and national
levels.

Every decision on migration policy requires reliable information support
based on the calculation and analysis of quantitative indicators based on statisti-
cal data [10]. Despite the declaration on the availability of statistical data in the
field of population migration, the national statistical system is characterized by
a number of internal inconsistencies, which significantly complicates the further
use of data for strategic decision-making [19]:

— time lag of information flows from the market needs. Part of the data for 2020
and 2021 remained unpublished at the time of writing;

— lack of time series for some data groups;

— loss of a significant part of the internal migration flows due to limitations of
relevant statistical observations;

— inconsistency of data, obtained from different sources;

— an obvious inaccuracy of some administrative data due to the imperfection
of the relevant procedures for obtaining them;

— the inconvenience of presenting and searching of information that is currently
presented on different platforms and in extremely inconsistent forms.
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However, these issues should not force us to abandon the study and predic-
tion of migration flows, but only encourage researchers to implement systematic
scientific approaches to the study of this important problem.

The aim of the paper is systematic approach to studying, modeling and
forecasting of the internal and external migration flows.

4 Materials and Methods

The subject of research is models and information technologies for the analysis
of migration flows. The basic methods of the research are the application of the
systematic approach, analysis and synthesis of information and rational use of
information technologies to obtain the required results.

In particular, the study uses the following scientific methods:

— method of system analysis — to determine the most important and influential
indicators of migration flows in the regions of Ukraine and foreign countries;

— graphical method — to create interactive charts in R environment (ggplot2
packages — to create static charts, gganimate — to create animated charts,
tidyverse — to manage data migration flows, janitor — to clear data arrays,
scales — to format created charts);

— forecasting methods — to create a forecasting model in the R environment
for the internal and external migration, to create a forecast in the analytical
platform Power BI in order to determine trends in population inflows and
outflows in the years to come;

— method of quantitative analysis — to study the structure of migration flows,
determine their statistical characteristics for different types of economically
active population.

The information base of the study is statistical data on the volume of migration
flows provided in the regions of Ukraine, data from the State Statistics Service of
Ukraine [8], State Migration Service of Ukraine [7], State Border Guard Service
of Ukraine [6], official foreign statistical sources and other materials, collected
by the authors of the paper, in particular, during the formation of the Tourism
Barometer of Ukraine [10].

4.1 Statistical Analysis of the Population in Ukraine

Ukraine has an area of 603.5 thousand square kilometers and it is the largest
country, which lies entirely within Europe. As of 2020, the population of Ukraine
is 41.9 million people, excluding the annexed territory of Crimea. The gender
composition of the population of Ukraine is as follows: 46.3% — male, 53.7% —
female. 71.1% live in urban areas and only 28.9% — in rural areas. Life expectancy
at birth is 71.76 years (66.89 years for men and 76.72 years for women). The
average age of Ukrainians is 40.6 years, and the country is facing a stable aging
of the nation.
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According to the State Statistics Service of Ukraine, every year more than
half a million of Ukrainians change their place of residence. However, this figure
is based on information from the registration authorities and covers only those
relocations where persons have registered a change of place of residence.

At the same time, according to sociologists, at least 12% of adult Ukrainians
[9], and according to some estimates in large cities from 15 to 30%, do not
live in the place where they are registered. Thus, internal migration is much
more active, than it can be seen from statistics. It is primarily focused on cities.
Traditionally, the capital Kyiv has a positive migration balance, as well as the
regions where the largest cities of Ukraine are located — Dnipro, Kharkiv, Odesa,
Lviv.

Figurel shows fragments of an animated diagram of population residence
change in major Ukrainian cities. The forecast values are calculated on the
basis of international prospects for urbanization growth (from 67.2% in 2001
and 71.1% in 2019 to 72-73% in 2030) and overall population decline [4]. The
population of Ukraine is steadily decreasing from its peak in 1992, when the pop-
ulation was about 52 million, to the current 41.9 million, without taking into
account the population of Crimea. According to forecasts, over the next 30 years
Ukraine may lose another 7.05 million people or up to 15.8% of the population.
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Fig. 1. The number of residents of major cities of Ukraine and the forecast until 2050
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4.2 Analysis of Internal Migration in Ukraine

After gaining independence, the volume of the internal migration in Ukraine
significantly decreased due to the disappearance of organized resettlement and
recruitment, commercialization of education, housing prices increase, employ-
ment difficulties, etc. According to the State Statistics Service, in 2015 only
12 out of a thousand Ukrainians changed their place of residence [8]. However,
domestic migration, which is recorded statistically, is about 10 times larger than
international migration.

In interregional migrations, the main recipients are Kyiv and Kyiv region.
The participation of the population in internal labor migrations, that are not
related to daily or weekly return to the place of permanent residence, is high.
Such migration is typical for seasonal, shift and longer work in the capital and
major industrial centers.

According to the latest data, obtained during the study conducted by the
International Organization for Migration in 20152019, the number of inter-
nal labor migrants in Ukraine exceeds 1.7 million and annually reaches 9% of
the economically active population. Moreover, in the near future, internal labor
migration may increase by about 50% [5].

In Fig.2, main migration flows within Ukraine are identified: Kryvyi Rih-
Dnipro-Zaporizhzhia agglomeration, Odesa agglomeration, Kyiv region, Kharkiv
and Lviv. The predicted situation with the internal migration has begun to
change dramatically since 2014, when Ukraine is experiencing an incessant armed
conflict in the densely populated eastern region, as a result of this conflict there
appeared people with a clear status of the internally displaced persons. The
annexation of the Crimea and the conflict in the eastern Ukraine have led to
numerous forced displacements, especially in the early years of the conflict. As
of the end of 2021, more than 1.42 million internally displaced persons were
registered in social welfare bodies.

Figure3 presents the fragment of an animated chart with data, based on
OCSE reports and reports of the Ukrainian Migration Service on the most active
internal migration from June 2014 to November 2019 [1]. Three regions with
the highest number of the internally displaced persons are Donetsk, Luhansk
regions and city of Kyiv. Many internally displaced persons are also in Kharkiv,
Dnipropetrovsk and Zaporizhzhia regions. The number of internally displaced
persons reached its highest level in the first half of 2016, and then it decreased.
At that time, the hostilities were suspended, and people began to feel safe in
some regions of Donbas.
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At the same time, the surveys show that the share of the internal migrants
who do not intend to return to their places of residence even after the end of the
conflict, constantly grows. In June 2019, the number of the internal migrants
was 34% more as compared with October 2017, when approximately 26% of
respondents said they did not want to return to certain regions of Donetsk and
Luhansk regions.
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Fig. 2. Main directions of internal flows in Ukraine

On February 24, 2022, as a result of the aggression of the Russian Federation,
internal migration in Ukraine became huge. Despite numerous assessments of
internally displaced persons, official data should be expected only after Ukraine’s
victory in the war. The authors plan to conduct a separate large-scale study of
this problem.

4.3 Analysis of External Migration in Ukraine

Figure4 shows the fragment of the animation regarding the percentage of
Ukrainian labor migrants abroad in countries, based on data from the Inter-
national Organization for Migration from 2010 to 2019 [5,8].

Let us to analyze main places of employment and interest of Ukrainians
abroad. Based on the conducted research, two maps are constructed. The first
map is for 2010-2012 (Fig.5), the second is for 20152019 (Fig. 6) [14].
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Depending on the color of the region, the disposition of the residents of this
region to the external labor migration is determined. In 2010-2012, we identified
5 types of regions according to the number of international migrants. The lowest
indices (regions where people are the least interested in working abroad) pos-
sess such cities as Kyiv, Odesa, Dnipropetrovsk, Poltava and Kyiv regions. The
largest number of labor migrants is observed in Zakarpattia and Bukovyna. In
addition, high level of seasonal, temporary and permanent migrants is observed
in Western Ukraine.
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Fig. 6. Main areas of work and interests of Ukrainians abroad (2015-2019)

In the regions of Western Ukraine labor migrants prefer Poland and in
Zakarpattia they prefer the Czech Republic and Hungary. Italy prevails as a
country for migrants in the Ternopil region, and Russia are traditionally pre-
ferred in Eastern regions.

In the period 2015-2019, the distribution of labor migrants changed slightly
(Fig.6). Poland is the most common choice for people, working abroad. In 10
regions of Ukraine, more than 70% of external labor migrant work in Poland.
Before the war with Ukraine, Russia continued to be attractive for two regions
in the East.

Significant expansion of the geography of countries that Ukrainians choose
to work in may be observed. The indices of Israel, Finland, the United States
and other countries have increased as compared with 2010-2012.

Main factor forcing migrant workers to look for the work abroad is the wage
rate. Currently, the average wage in Poland is twice as high as in Ukraine.
Germany and Italy offer wages that are almost four times higher than in Ukraine,
but according to the Ukrainian Migration Service, less than 11% of migrant
workers prefer the German and Italian markets.

According to UNESCO, the number of Ukrainian students abroad is growing
steadily, and after 2013 it almost doubled to 77.6 thousand (Fig.7). With the
stabilization of the situation in the country, this process has slowed down. As
of 2019, the number of Ukrainian students abroad has decreased to 73 thousand
people [3]. The situation in 2022 is poorly predicted even for professionals in the
field of education services.
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Fig. 7. The number of Ukrainian students studying in foreign free economic zones
(thousand people)

The most popular countries where Ukrainian students go to get higher edu-
cation [3]:

1. Poland is over 45% (share has doubled as compared with 2014)

2. Russia is 19% (share has been steadily decreasing since 2014)

3. Germany is more than 8% (often as a choice for a master’s degree)

4. Czech Republic is 6.6% (the share has been growing slightly in recent years)

The vast majority of Ukrainian students go to study in the economic and geo-
graphical region of Europe and North America.

The desire to study abroad is often associated with the desire of young people
to find their way to the international labor market. Thus, out of more than a
thousand Ukrainians studying in Poland, only 6% of them intended to return to
Ukraine after graduation.

The growth of educational migration is also indirectly confirmed by the fact
that the families of Ukrainian labor migrants are been reunited in their countries
of residence. This is probably due to the rapid growth of the number of Ukrainian
students in countries where labor migration has led to numerous Ukrainian dias-
poras. For example, in 2000 only 40 Ukrainians studied at Italian Universities,
and in 2017 - 2.8 thousand, which is 70 times more.

On the positive side, only 5% of Ukrainian applicants who have passed exter-
nal tests with 180 or more points leave Ukraine and go to study in the European
Union.
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Our country also accepts students from other countries. People from the
economic and geographical regions of Central and South Asia and Africa mostly
come to Ukraine to study.

According to the latest UNESCO reports, there are more than 55,000 foreign
students in Ukraine. This number has been actively increasing for 10 years. The
most attractive cities for foreign students are Kharkiv (20 thousand foreigners
studied in 2021), Kyiv (14 thousand foreign students), Odesa (7.5 thousand),
Dnipro (3.7 thousand) and Zaporizhzhia (3 thousand students from other coun-
tries) [11].

The most popular countries from which higher education students go to
Ukraine:

India is 19.3% (more than 10.7 thousand people)
Azerbaijan is 10% (5.5 thousand students)

Morocco is 8.4% (4.7 thousand, the highest growth rate)
Turkmenistan is 6.7% (3.8 thousand)

Nigeria is 5% (2.8 thousand students)

Israel is 3.6% (2 thousand)

Poland is 1.3% (about 700 students)

United States is 0.5% (about 300 students)

el A o e

Note that the share of students from our most attractive regions for educational
migration from Europe and North America is only 4.5%.

5 Results and Discussions

The authors of the paper are one of the authors of the “Tourism Barometer of
Ukraine” - an innovative statistical publication, which was presented in 2020 by
the National Tourism Organization of Ukraine [10].Clear and accessible tourism
statistics becomes the basis for strategic decisions of both entrepreneurs, state
and local authorities, including the migration policy of Ukraine.

Thanks to significant team efforts, the authors managed to create a system
of interactive dashboards in the field of tourism with actual data at the time of
its development. Figure8 presents a dashboard, which is created in the analyt-
ical platform Power BI. It defines quantitative and graphical characteristics of
external migration flows. The left part of the dashboard contains the compara-
tive description of the countries where Ukrainian citizens traveled during last 10
years. The right side of the dashboard contains a graphic description of foreign
citizens who came to Ukraine from different countries during last 10 years.

Indicative are flows of the internal migration, developed in Power BI and
presented in Figs. 9, 10.
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Figure9 contains information on collective accommodation facilities (CAF)
by the regions of Ukraine, which are one of the main sources of information
about the internally displaced persons.

Figure 10 gives an opportunity to conduct a comparative analysis of the num-
ber of Ukrainian and foreign tourists in the regions of Ukraine who stayed in the
CAF for the last 10 years. Dashboard also reveals positive or negative growth
rates of the internal and external migrants.
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In addition to the efficient interactive visualizations, Power BI also comprises
tools for data processing, including the construction of the predictive models.
Forecasting in Power BI is based on the method of exponential smoothing for
time series prediction. The exponential smoothing method showed good results in
both scientific and business applications and has the advantage that it suppresses
noise or unwanted variations, which can distort the model, at the same time the
given method efficiently captures the trends.

Figure 11 presents the implementation of the forecast models, that makes it
possible to determine the estimated total number of people who will arrive in
Ukraine and go abroad in 2023.

It should be noted, that the current difficult military situation in Ukraine
will significantly affect the indices of the migration flows. However, there are no
official data on the flow of the internal and external migrants for the current
year.
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Fig. 11. Visualization of predictive models of the migration flows in Power BI

6 Conclusions

At the moment, we witness the demographic crisis in Ukraine, that depends
primarily on the level of living conditions and social welfare. The demographic
crisis started more than 30 years ago and aggravates with each passing year.

The projected situation with the internal migration has begun to change dra-
matically since 2014, when Ukraine is experiencing an incessant armed conflict in
the densely populated eastern region, as a result of this conflict there appeared
people with a clear status of the internally displaced persons. The annexation
of the Crimea and the conflict in eastern Ukraine have led to numerous forced
displacements, especially in the first years of the conflict.

As a result of the current aggression of the Russian Federation internal and
external migration in Ukraine has become huge and practically uncontrolled.

To solve this problem, the scientific systematic approach to the study of the
internal and external migration flows is necessary, which will identify and predict
trends and directions of migration flows. The use of the principles and tools of
information support to analyze trends in the world market of goods and services,
identify critical industries and the ability to involve as many young people as
possible to employment in Ukraine are conditions for effective state planning.

The study has identified and demonstrated the main trends both within
the country and for external migration. The paper analyzes the migration flows
of various economically active groups of the population of Ukraine, including
students, employees and others.

To demonstrate the trends, the research was carried out in various environ-
ments and analytical platforms, primarily R and Power BI.
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Abstract. The purpose of this study is to formalize the problem
and develop a method for associative information retrieval in medical
databases during the design of computer decision support systems in
medicine. A method of associative information retrieval has been devel-
oped, based on determining the degree of similarity of text strings by cal-
culating the Levenshtein distance. Similarity criteria between the entered
words and words in the database have been developed, which take into
account the peculiarities of the Russian language and provide for the pos-
sibility of typical errors during entering text from the keyboard. Based
on expert assessments of typical keyboard text input errors (case mis-
match; erroneous input of characters located nearby on the keyboard,
ordinal mismatch of consecutive characters; spelling errors during enter-
ing hard and soft vowels, voiced and unvoiced consonants), additional
criteria for detection of similarity of 2 characters during calculating the
Levenshtein distance have been developed. The method is implemented
in a medical decision support system for prescribing drugs in dermatol-
ogy. Associative search is performed during entering data from the key-
board and forming a request to the “Diagnosis” text field. A test check
of the method was carried out, as a result of which various types of dis-
tortions of the query word, which may occur during entering this word
from the keyboard were performed, and the results of associative search
in the database are given. Test verification confirmed the efficiency and
effectiveness of the developed method.

Keywords: Databases + Associative retrieval - Text string -
Levenshtein distance + Similarity criterion - Peculiarities of the Russian
language * Errors when typing text + Medical system

1 Introduction and Literature Review

The availability of information, the volume, and speed of its processing are deci-
sive factors for the development of the productive forces of science, culture,
community institutions, etc. Information retrieval systems (IPS) of the medical
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profile play an important role [26,27]. IPS perform storage (possibly in a dis-
tributed form as part of local or global computer networks), and the information
retrieval on specified queries (retrieval descriptors). Information can be stored
both in the form of a relational database and in the form of individual hypertext
documents.

Access to data from the database is carried out by implementing a query
that must be formulated by the user. The DBMS translates this query into a
data manipulation language that is convenient for its work, which allows you to
perform all the necessary actions on the data: search, replace, etc. SQL is most
often used as such a language in modern DBMS [6].

At the same time, a huge disadvantage of existing DBMSs is their formality
and rigidity with regard to data entry: the data must be specified in a strictly
defined format and exactly match the information existing in the database, oth-
erwise the search will not be successful. And a user, especially unqualified, may
make an error (or errors) when form a request and the implementation of such
a request using standard data retrieval tools will be impossible. Therefore, the
DBMS must have an intelligent interface that would allow such errors to be
detected.

In particular, this problem is relevant when working with text fields of DB.
The only means of comparing two text strings in SQL is the LIKE function. It
analyzes text strings, and at the same time, those that differ by one, two letters
at the end of a word are considered similar. Thus, if in the request only the case
of the first letter is changed then the LIKE function will not find the similarity
of such strings.

The task of detecting the similarity of text strings is also relevant for the
retrieval for documents in global networks (in particular, the Internet), where
the retrieval is performed by keywords [22]. Text information (authors and titles
of books, titles of magazines) is used as the retrieval keywords. In this case, suc-
cessful completion of the retrieval is guaranteed with an error-free request. But
the user does not always know the necessary information for the implementation
of such requests. Therefore, contextual information retrieval is more often used
(by keywords or terms that are present in the required text documents) [5,11].
The contextual query is fuzzy because keywords may be in a document in various
phrases and cases [13,16,23].

To implement contextual retrieval, text documents are stored as hypertext,
that is, a document is represented as a set of descriptors (keywords) linked by
reciprocal links, and an explanatory block of text information is attached to
each descriptor. Converting plain text into hypertext is called indexing of a text
document and it is, in fact, the construction of a retrieval image of a document.

Documentary information retrieval systems are divided into two classes: sys-
tems with Boolean and vector retrieval [18]. In Boolean retrieval, only those
documents are issued that exactly correspond to the formulated query. In sys-
tems with vector retrieval, a query in natural language is used as a request, for
each document a measure of its compliance with the query is calculated, docu-
ments are issued in a ranked form in descending order of their compliance with
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the query. Thus, these systems also require an intelligent interface that allows
performing associative (vector) retrieval, calculating the degree of similarity of
text strings that represent the query and retrieval image of the document.

Let us consider methods for implementing associative queries when search-
ing the database. The complex problem of searching for documents in textual
databases is considered in [1], where the most promising solution to this problem
is the use of the most similarity methods.

One of the popular methods for implementing associative queries is an app-
roach based on semantic analysis of queries in natural language [12,25]. The
database retrieval is performed based on the correspondence between the seman-
tic structures of the user query and the stored document.

Methods and software for selecting thematic textual information are consid-
ered in [2]. Retrieval by keys is combined with the semantic analysis of natural
language texts for the selection of relevant information. It is believed that the
most important user information is contained in the core constructions of sen-
tences which consist of the subject, the predicate, and the other members of the
sentence connecting them. At the same time, the cyclical formation of keywords
is carried out in such a way as to fully disclose the topic under study through
the definitions and connections of terms.

In [30], an analysis of a natural language text and its formal representation
are performed which allows it to be correctly interpreted and processed. Different
types of links in phrases are considered. The article discusses the use of formal
grammar to describe the syntax of phrases of the Russian language and the
analysis of phrases using the technology of LR~analysis.

To solve problems of morphological and syntactic analysis of the text, as well
as problems of inflection analysis, a semantic neural network is used [14,15,2§],
the number of layers of which corresponds to the number of analysis levels (mor-
phological, syntactic and semantic), and each level is implemented as a binary
synchronized linear tree with a timeline. Along with the semantic analysis of
information, various methods of error detection are used when entering sym-
bolic information [8,9,29]. For example, the system SLIPS/1 is developed in [29]
for simulating phonemic errors. Analysis and classification of the most common
phonological errors are carried out.

The next approach in the implementation of an associative query is an app-
roach in which the query itself and key fields or their combination from the
database are represented by points in a multidimensional feature space, and
the implementation of an associative query is reduced to the task of calculating
some similarity measure between these points [3]. The implementation of asso-
ciative retrieval based on Kohonen self-organizing maps (SOM), which have the
favorable property of preserving topology, is considered in [7,17,20].

From the above review, it is clear that standard means for implementing
queries is not enough of implementing an associative retrieval in the database,
and each of the considered methods of associative retrieval has its advantages
and disadvantages, as well as its scope. Therefore, the actual task is to develop
new methods of associative retrieval, in particular, using various methods for
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detecting the similarity of text strings when designing medical decision support
systems with an intelligent interface [19,21,32].

2 Problem Statement

The aim of the work is to develop a method of associative information retrieval
and its implementation when designing an intelligent interface in medical deci-
sion support systems, which takes into account the peculiarities of the Russian
language and provides for the possibility of typical errors when typing text from
the keyboard [10,31].

To achieve the stated objective this work addresses the following tasks:

— To formalize the task and to develop a method of associative information
retrieval in medical databases, based on determining the degree of similarity
of text strings by calculating the Levenshtein distance;

— To develop criteria for the similarity between the words entered and being
in the database taking into account the peculiarities of the Russian language
and providing for the possibility of typical errors when typing text from the
keyboard;

— To implement a method for designing an intelligent interface in medical deci-
sion support systems for prescribing drugs.

3 Materials and Methods

3.1 Method and Basic Assumptions

To achieve the objectives in the work are used: methods for determining the
degree of similarity of text strings by calculating the Levenshtein distance for
organizing an associative retrieval; expert assessment method for developing sim-
ilarity criteria; methods of phonetic and morphological analysis to take into
account the peculiarities of the Russian language; object-oriented approach in
the development of software medical decision support system.

3.2 Development of an Associative Information Retrieval Method
Based on Determining the Degree of Similarity of Two Strings

Let us consider the features of the implementation of the method for deter-
mining the degree of similarity of two strings based on the calculation of the
Levenshtein distance [24] in order to implement associative information retrieval
in the developing decision support system.

Let two lists be given (two text strings):

Xi ={zi, 2, -+, T} and X; = {xj1, 252, , Tjm} (1)

In general, n and m may be not equal to each other.
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From a consideration of two sequences, it is clear that one of them can be
transformed into the other. For example, in order to move from string X; = ABC
to string X5 = ABDE, the first and second characters should be saved, the third
one should be replaced and the fourth one should be added. Entering the empty
symbol A, these three variants of transformations can be written in the form of
three operations:

SUBstituion z; — x; SUB (z;, ;) ;
DEStruction x — A DES (x, A) ; (2)
CREation A — z CRE (A, z).

Each transformation has its own “price” ¢(...), namely:

c(x;, x;) for SUB;
c(x, \) for DES;
¢(\, z) for CRE.

To estimate the distance between two lists, the concept of the full price of
a sequence of transformations is introduced as the lowest of all possible prices
that should be “paid” for the transition from the original list to the final one.
The distance §(X;, X;) corresponding to the full price is minimal. This means
that if 6(X7, X2) = ¢(X1, X2) then the transition from X; to X5 occurs without
intermediate sequences.

The transformation scheme is called the path, usually depicted by arrows. So
the transformation path from X; to X is presented in Fig. 1.

Xi xil xi2 xi3 xi4 xiS
VAN 4 1
X]. X; X X Xy X5 X

Fig. 1. Transformation from X; to Xj.

It can be written as a series of operations:

SUB(l‘il, .Z‘j1); SUB(&?Z'Q, l‘jg); DES(Q?Z':),, )\)7 SUB(QL‘M7 .13]'4); CRE()\, l‘j4);
SUB(ZEZ'5, Ij5); CRE(/\, CCjﬁ);

Each operation is attributed to a certain price, and the distance between the
lists corresponds to the minimum possible price. Let us consider two more lists:

X = {%‘17%’2, s a»’Cm}Q
Xj = {J,‘jl,ﬂj‘jQ, e ,J)jm}

Let be Xl(l) = Ti1,%i2,...,%y and Xj(k') = Zj1,Tj2,---,Tjk, then, for
example,
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= {$z17x12a~r137x14ax15}

X;(3) ={zj1, 22, w53}
Let be D(I,k) = ¢ [X;(1), X;(k

from D(I— 1,k —1) to D(l,k)

Xi(5)

)]. There are three possibilities for moving

— by substitution X;(I) and X, (K) the price of which corresponds to the price
of substitution SUB(z;;, ;) of the last elements in each list;

— by creating the last element in the list j, for which the price CRE(), 1) will
have to be paid;

— finally, if a pair X;(l — 1) and X,(k) is considered then the price will be ,
which corresponds to the cost of destroying the last item in the list 4.

Briefly, this procedure can be written as

D(l — 1, k— 1) + c(;vil,xjk)
D(l, k) = min D(l,k—1)+c(\ zji) (3)
D(—1,k) + c(zy, N)

The minimum price corresponds to the optimal path.
Let us to write this in the form of an algorithm:

1. D(0,0) = 0 (initial value)
2. Forl=1tondo
D(1,0) = D(l —1,0) = c(zy, )
3. For k=1 tom do
D(0,k) = D(0,k — 1) = c(\, zjk)
4. For Il =1 ton do
For £k =1 to m do
dl = D(l — 1, k— 1) + C(l’i,l,{L‘jk)
d2=D(l—1,k) + c(xq, \)
d3=D(,k—1)+c(\ z;k)
D(l, k) = mindl, d2,d3
5. Minimum distance 6(X;, X;) = D(n,m)

Let us to consider the implementation of the algorithm by example. Let there
be two lists:

Xi = {1, T2, i3, Tia, Tis };
X; ={zj1, 22,23, },
and prices for each operation are set:

(A, zji =0.9) VEk;
c(xqy = 0.8) Vk;
C(l’il,{)?jk) =0 Vl, k if Til = Tjk;
c(xil,xjk) =1 Vl,k} if Tl 75 Tjk-
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Each list has specific characters:

Xi={aabac}
X; ={abd}.

It’s clear that x;1 = xj1 = a, T;2 # x;2, etc. The calculated distances D(I, k)
are given in Table 1, while the optimal path, in which the procedure (3) is imple-
mented at each iteration step and which leads to the minimum distance, is
highlighted in bold underlined in Table 1.

Table 1. Distance values D(I, k)

X; | X
a b a c
0 08|16 (24|32 (4.0
a (090 1.6 |24 3.2

1.8/09/1.0 |0.8/1.6 24

From Table 1 we find that 6(X;, X;) = 2.6.

The example shows the efficiency of the method, but it does not fully meet
the requirements for development. The considered method, analyzing the need
for SUB (substitutions) transformation of two compared characters, takes into
account only their coincidence or mismatch, which does not quite adequately
reflect the measure of closeness of text strings. The paper proposes a modifi-
cation of the method by entering into its additional criteria of similarity. The
development of these criteria is discussed below.

3.3 Development of Criteria for the Similarity of Text Strings
Based on the Selected Method

In order for the chosen method to take into account the peculiarities of the
Russian language and provide for the possibility of some typical errors when
typing words, written in this language, it must be supplemented with new criteria
for the similarity between the words (lists) entered and stored in the computer’s
memory.

As described in the previous paragraph, to detect the degree of similarity of
two sequences of characters, the selected method sets the following prices, which
should be “paid” for the transition from the original sequence to the final one by
converting SUB: ¢ (zy, xj1) = 0 VI, k if 2y = i, i.e. at the full coincidence of 2
compared characters; and ¢ (z,xj,) = 1 VI, k if z; # xi, at full mismatch of
characters. The price of the conversion DES ¢ (x;,\) = 0.8 VI, and price CRE
c¢(A\ zji) = 0.9 Vk.
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Based on the analysis of typical errors in text strings, we introduce additional
criteria for detecting the similarity of 2 characters, which are expert estimates
of the measure of character proximity:

1. If the compared characters differ only in case (for example, for the Russian
language A—a, 5-6, etc.) then the conversion SUB cost is equal to

c(xa, zjk) = 0.1V, k

2. The criterion for the detection of similarity, taking into account the possibility
of spelling errors during data entry (for vowels of the Russian language o—a,
e—u, etc.). In this case, the price of the conversion SUB is equal to

ez, zj5) = 0.15 VI, k

If, in addition, the registers of the compared characters do not match either
(O—a, A—o, etc.) then the price of the conversion SUB is equal to

ez, zj5) = 0.25 VI, k

3. The criterion for detecting the similarity of hard and soft vowels (a—s, y—to,
s—e, etc.). The price of SUB is equal to

C(l’il, :Ejk) =0.2 Vl, k

If additionally there is also a mismatch of registers (A—s, a—fI) then the price
of the conversion SUB is equal to

clxa, zjk) = 0.4V, k

4. The criterion is similar to the previous one, but for consonants - the detection
of the similarity of voiced and deaf consonants (3—c, 61, etc.). Respectively
for characters with non-matching registers (3—c, 3-C, etc.), the prices of SUB

are equal to
c(xa, zjk) = 0.3V, k

and
c(xi, zjk) = 0.5V, k

The similarity criteria described above take into account the specifics of the
Russian language. Next, we introduce similarity criteria which provide for the
possibility of errors caused by entering information from the keyboard (that
is, errors that are most often allowed by operators or computer users during
data entry).

5. The similarity criterion, that detects the similarity of characters located next
to the keyboard. In this case, the price of the SUB conversion is equal to

c(xi, xjk) = 0.35 VI, k

If there is an additional register mismatch then the price of the SUB conver-

sion is equal to
c(xi, zjk) = 0.6 Vi, k
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6. The similarity criterion of characters, taking into account the possibility of
their ordinal mismatch (for example, mo—ou, na—ax, etc.). Accordingly, the
prices are equal to

(i, T(i41)15 Tiks T(j41)k) = 0.7 VL k and (@41, T(i41)1, Tjk, T(j+1)k) = 0.75 Vi, k
in case there is also a register mismatch (ITo-Om, etc.).

The method of detecting the similarity of text strings, supplemented by these
criteria, is used to solve a development problem.

4 Experiment, Results and Discussion

The method of associative information retrieval is used in the decision support
system developed by the authors when prescribing drugs in dermatology [4].
When forming a request for the system, the information is entered by the user
in text form from the keyboard, and then errors are possible with such input. A
mismatch even in one symbol will lead to the fact that the necessary information
from the database will not be found. This problem is especially relevant when
entering a diagnosis since the system needs to know exactly for which disease it
is necessary to select drugs that provide the necessary pharmacological actions
Therefore, the system conducts an associative retrieval on the field «Diagnosis»
which allows finding diseases in the database even if there are some errors in the
query word.

The input to the associative retrieval procedure is two text strings, one of
them is the query X;, and the other is information from the database «Diag-
noses» — a set of text strings { X} where k is number of database entries. The
degree of similarity of the analyzed database rows to a query is determined by
successively reviewing these rows | = 1,k and calculating the conversion price
according to (3) taking into account the similarity criteria considered earlier.
Since the price of conversion 6(X;, X;) depends on the length m of the string X
from the database, the normalized confidence value of the associative recognition
of the query X; is entered:

Py = (1= (X, X;)/m) - 100%

The result of an associative retrieval is the most reliable record of the
database with which further work is performed. Moreover, if the confidence of
such recognition is less than 50%, then the system issues a message about the
absence of the requested information in the database.

The developed system conducts such a search in the database of diagnoses
of dermatological diseases which contains information about the following types
of patient diagnoses: the main ones (in bold) and related ones (Table2, the
diagnoses are indicated in Russian).

In Table 3 shows the results of recognition of one of the diagnoses available
in the database (“Psoriaz” — Russian transliteration) with various types of dis-
tortions of the query word that may occur when entering this word from the
keyboard.
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Table 2. Record list of database «Diagnoses»
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Ne | Name Ne | Name Ne | Name

1 | Psoriasis 8 | Chronic pancreatitis 15 | Hypertonic disease

2 | Drug disease 9 | Cholelithiasis 16 | Angina pectoris

3 | Eczema 10 | Chronic hepatitis 17 | Ischemia

4 | Diffuse toxic itching | 11 | Chronic colitis 18 | Arrhythmia

5 | Stomach ulcer 12 | Chronic tonsillitis 19 | Vegetative dystonia

6 | Chronic gastritis 13 | Chronic pharyngitis 20 | Varicose Symptom Complex
7 | Chronic cholecystitis | 14 | Chronical bronchitis

Table 3. Record list of database «Diagnoses»

Query System response |Reliability, % | Revealed errors
Psoriaz Psoriaz 100 Full match
psoriaz Psoriaz 99 1 register mismatch (big-small character)
PSORIAZ | Psoriaz 67 6 big-small characters
Psareaz | Psoriaz 96 2 spelling errors
Psoraz Psoriaz 90 1 missing character
Psoreazz | Psoriaz 90 1 extra character
Psoareazz | Psoriaz 78 2 extra characters
Psoriyaz |Psoriaz 97 paired vowels
Psorias Psoriaz 96 voiced-deaf consonants
Psoriah Psoriaz 91 characters that are side by side on the
keyboard
Psoraiz Psoriaz 79 ordinal mismatch
sporiaz Psoriaz 78 1 big-small character + ordinal mismatch
Psarviaz |Psoriaz 86 1 spelling error + 1 extra character
porreaz Psoriaz 51 1 big-small character + 1 missing character
+ 1 extra character + 1 spelling error
psagariit |There is no such |38 1 big-small character + 1 spelling error + 6
diagnosis in the wrong characters
database

As it can be seen, in the first column of Table 3 generated requests to the text
field of the medical database with distortions that correspond to typical human
operator errors during entering text information from the keyboard are shown.
It should be noted that the induced distortions of the query word correspond
to the previously developed criteria for the similarity of text strings (the cost of
transformation during calculating the Levenshtein distance). As noted earlier,
the developed similarity criteria are expert assessments that can be adjusted
both during test checks and during further operation of the system.

During test checks, the correction of expert assessments was carried out
as follows. For each criterion, a corresponding distortion of the query word is
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introduced. After that, the reliability of recognition which was calculated by
the system (the third column of Table3) is compared by the expert with the
assessment of the “similarity” of text strings by a person on an intuitive level.

In the case of significant differences in the marked assessments, the corre-
sponding correction of the criterion is performed in order to reduce the dif-
ferences. Previously, the criteria were introduced after the specified correction.
Thus, the results of the test check of the associative search for information in
the text field of the medical database confirmed the efficiency and effectiveness
of the developed method.

5 Conclusions and Future Work

Based on a review of standard methods of associative information retrieval in text
fields of medical databases, the relevance of developing new associative search
methods that use various methods for detecting the similarity of text strings is
substantiated for designing medical decision support systems with an intelligent
interface.

The task is formalized and a method of associative information retrieval in
medical databases is developed, based on determining the degree of similarity
of text strings by calculating the Levenshtein distance, which is the minimum
cost of converting one text string (query) to another (database text field). It
should be noted that the cost of converting SUB (substitution) of two compared
characters takes into account only their complete match or mismatch, which
does not quite adequately reflect the measure of similarity of text strings. The
paper modifies the method by developing additional criteria for the similarity of
two symbols (substitution transformation cost).

An expert assessment was made of text field errors caused by the peculiarities
of the Russian language (case mismatch, spelling errors during entering hard
and soft vowels and voiced and unvoiced consonants) and typical text input
errors from the keyboard (erroneous input of characters located nearby on the
keyboard, ordinal mismatch in a row running characters).

Based on the performed expert assessments, additional similarity criteria
(transformation cost for calculating of the Levenshtein distance) between the
entered words and words in the database have been developed, which take into
account the peculiarities of the Russian language and provide for the possibility
of typical errors during entering text from the keyboard.

The developed method of associative information retrieval in medical
databases was implemented when designing an intelligent interface in medical
decision support systems for prescribing medications. Associative search is per-
formed during entering data from the keyboard and during forming a request to
the “Diagnosis” text field.

A test recognition of one of the diagnoses which are available in the database
with various types of query word distortions that may occur during entering this
word from the keyboard was carried out. In this case, the correct recognition
of the request is performed in the case when the distortion reaches 50%. Test
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verification confirmed the efficiency and effectiveness of the developed method.
Further research is aimed at adapting the method for using other languages.
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Abstract. This paper discusses a specific problem in the study of deep
neural networks - learning on small data. Such issue happens in situa-
tion of transfer learning or applying known solutions on new tasks that
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research, some specific solutions can be applied to various tasks related
to machine learning, computer vision, natural language processing, med-
ical data study and many others. These solutions include various meth-
ods of general purpose machine and deep learning, being successfully
used for these tasks. In order to do so, the paper carefully studies the
problems arise in the preparation of data. For benchmark purposes, we
also compared “in wild” the methods of machine learning and identified
some issues in their practical application, in particular usage of specific
hardware. The paper touches some other aspects of machine learning by
comparing the similarities and differences of singular value decomposition
and deep constrained auto-encoders. In order to test our hypotheses, we
carefully studied various deep and machine learning methods on small
data. As a result of the study, our paper proposes a set of solutions,
which include the selection of appropriate algorithms, data preparation
methods, hardware optimized for machine learning, discussion of their
practical effectiveness and further improvement of approaches and meth-
ods described in the paper. Also, some problems were discussed, which
have to be addressed in the following papers.
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1 Introduction

One of the main directions of improving the work of modern algorithms of Arti-
ficial Intelligence (AI) based on the ideology of Big Data [3] is the use of large
datasets, large data centers (computing clouds) and, accordingly, increasing the
depth and width of the layers of neural networks and other constructs used in
deep learning. This, in turn, creates new advances, but they become inacces-
sible to the individual researchers and Al developers: first, even a pre-trained
model with billions of parameters (such as GPT-3) requires a device to scale this
model to new data, and, secondly, the repetition (reproduction) of experiments
by other studies becomes possible only for those who have a small supercom-
puter at the level of a small company in the field of artificial intelligence. If this
is done by an individual researcher, the threshold for entering this field becomes
insurmountable and the next question arises - do one really need big data to
summarize its properties and teach an algorithm with such many parameters?
There is an unambiguous answer to this question, but it is partly contained in
the history of other methods of intelligent data processing, such as the singular
value decomposition and the method of group argumentation. In some cases,
close to ideal, several dozen data samples were enough to teach such methods.
This example is a possible answer to the question: how to make Big Data and
Deep Learning is available to a wide range of researchers? If there is an exam-
ple of successful learning of some algorithms on small data samples, it means
that it is possible to scale the model for deep learning methods so that they
can be applied to small data samples. This gives a potential leap for research
in this field and makes such methods and models available to a wider range of
researchers. In order to address this issue the paper covers both theoretical and
practical aspect in software and hardware implementation of these algorithms
for particular tasks of learning on small data.

Paper Structure. The main results are presented in pargraphs 2-5, as follows:

— The paragraph 2 discusses related works on machine learning and deep learn-
ing, including our works on computer vision, data classification, natural lan-
guage processing and others. Based upon the problems discussed in that para-
graph, the goals and research tasks of the study are presented.

— The following paragraph 3 discusses pipeline of data preparation and 4 main
techniques in data preparation such as anomaly detection, data augmentation,
detection of perturbations in data and their affect on the efficiency of learning.

— Pagargaph 4 focuses mostly on the implementation of the algorithms for dif-
ferent processor architectures and underscores the relationship of code opti-
mization for specific architecture and performance of specific algorithm for
particular task.

— According to recommendations given in previous paragraphs, paragraph 5
focuses on the main goals of the study. Based upon these two group of exper-
iments, the graphic data is provided to illustrate different aspects of supevised
and unsupervised deep learning, in particular learning on data, denoising and
feature representation.
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2 Related Works and Problem Statement

A typical machine learning scheme in approaches that use general-purpose ma-
chine learning and in-depth learning tend to differ in substance. If we very briefly
define the essence of the first - a cascade of algorithms, the input of which receives
data (raw data or processed features), and the output - hypotheses about the
belonging of a data element to a particular class. In contrast, the concept of deep
learning involves the construction of a neural network architecture that combines
different basic elements - ordinary (shallow) layers, convolution layers, thinning,
recurrent layers and more. Accordingly, the deep network, with some exceptions,
can be constructed simultaneously as one algorithm, even if the structural layers
of the network are responsible for different functions - detection of features,
grouping, and classification.

Let’s focus in more detail on two typical learning pipelines that we used
in previous studies [17-19] and which have proven themselves on the example
of machine learning (classification of social and textual information) and deep
learning, respectively (on the example of classification of images of emotional
expressions on the face). A typical machine learning model consists of the fol-
lowing methods:

— transformations of data - e.g. singular value decomposition and integral trans-
formations [1,7,31];

— grouping of features - e.g. T-stochastic neighbor embedding [5,30];

— space compaction - e.g. variation and denoising auto-encoders [10];

— classification in the space of reduced dimension - e.g. decision trees, support
vector machines and other methods [11,21].

As one can see from the structure of this model, it is possible to perform
training step by step to achieve sufficient accuracy in the reconstruction of
feature-space, the number of errors of the 1st and 2nd kind, and so on. The
most time-consuming method is the method T-stochastic neighbor embedding,
as it builds a nonlinear hypothesis about the relative position in the feature-space
of reduced dimension; the second execution time is the method of compaction
of the space of features, which is essentially a method of deep learning, but due
to fewer layers in the context of the task (compared to the task purely deep
learning), it is similar to a normal feed-forward neural network. In contrast to
the methods of grouping features and compacting the space of features, methods
of dimensional reduction are very fast and can be faster than similar methods
of deep learning. The most successful results in terms of execution time and effi-
ciency before the emergence of big data were achieved by combining these two
groups, where the classification methods consisted of support vector machines
and decision trees [12].

If we analyze such a model, we can say that it is possible to build a certain
pipeline of deep learning based on neural network constructs and general purpose
machine learning, including the same functions - respectively, the dimensional
reduction and classification. The difference, however, is that these methods show
greater efficiency with increasing data volumes and, accordingly, an increase in
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the number of parameters taken into account in the model [15]. In the context
of this study, it is important to show threshold (borderline) examples where the
use of deep learning methods is appropriate (small data) and, conversely, where
it is more appropriate to use a conventional model of machine learning with a
cascading combination of classifiers and dimensional transformation methods.
The main goals of the study are: 1) to identify where are the issues in
learning on small data; 2) to investigate practical performance of deep learning
algorithms for specific tasks - learning on features and learning on raw data.

Thus, in order to approach these goals, the datasets should represent different
sizes in order to identify the borderline performance for a specific dataset in order
to get the best decision plane for classification. This approach, in contrary to
studying big datasets, needs less resources, which, as an effect, tends to decrease
the computation costs in order to process the data in such way.

Taking in account the problems in small data analysis, the research tasks
are:

— to create a few datasets which represent different research topics - data prepa-
ration, data grouping, clustering and classification;

— to study hidden feature representation in different methods of dimensional
reduction, grouping of features and clustering;

— to analyze locations of the biggest density in context of data preparation;

— to study the latent feature space representation and compare such represen-
tation with data dimensional reduction methods;

— to conduct tests on algorithms for data classification and clustering.

3 Data Preparation in Machine Learning and Deep
Learning

3.1 General View on the Pipeline of Data Preparation

The process of automated data preparation in the two approaches is similar, but
in the case of the classic machine learning has certain steps in the analysis of
small samples. In this case, the visual analysis of data comes to the fore, which
allows assessing the representation of data elements and perform data engineer-
ing. Foremost, these are procedures for the selection of informative features,
which in combination allows to effectively allocating data classes and conduct
classification and clustering procedures [4,20]. Secondly, it is the analysis of data
clusters, where it is possible to identify the main classes and sub-classes of data.
In contrast, when learning from data in the “deep” approach, layers contain
hidden information that cannot always be used to make decisions about both a
feature set (the number of features in hidden network layers) and data sets.

In fact, decisions are ultimately made on qualitative indicators - on the con-
vergence of the algorithm and the large number of runs of training procedures, in
order to determine the optimal architecture. Except for layer-by-layer learning
which to involve deep auto-encoders to initialize network weights (unsupervised



Analysis of Deep Learning Methods on the Small Data 337

learning) [2,28], the informativeness of the features and the data elements them-
selves is determined by successful data selection (balancing classes in datasets),
using numerous samples formed by affine transformations and data augmenta-
tion. Let’s focus on the most important approaches in data preparation and its
representation for visual analysis.

3.2 Detection of Anomalies in Data

Data anomalies usually occur for several reasons: there is an imbalance of classes,
the elements of dataset are scattered or contain poor quality data samples, the
presence of hidden relationships between features in the data, non-linearity of
feature-space representation that cannot be correctly compacted into reduced
dimension and others. This, in turn, means that data elements in the feature
space are located at a great distance from the centers of classes outside the
areas of data crowding and interfere with the area of crowding belonging to
other data classes.

This scenario can be given by an example. The properties of datasets and its
features do represent hidden properties only if using specific approaches; hence,
the points within original dimension can be very scattered and have a lot of
dimensions within feature space. This can be outcome using data dimensional
reduction, though they may be highly affected by the size of the dataset; for
instance, if the dataset is small the points are scattered, but if it is quite big
they form clusters (Fig. 1).
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Fig. 1. Evolution of T-SNE feature-space representation using a dataset of reduced
number of samples and a full dataset of 10000 samples

According to our investigation, using such quite simple example (shown on
Fig. 1), using the method of T-stochastic neighbor embedding on the datasets
of different sizes, but containing same elements (e.g. 10%, 25% and 100% as
of Fig.1la, 1b, lc respectively), one can see, that data points begin to shift
one towards another, what, in case of augmented dataset may tend to forming
another clusters. This interesting feature was found during our studies dedicated
to the processing of scientific texts.
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This particular example can be explained by following statement. Since this
method, in essence, builds such dependencies that in the new, transformed
feature-space, with a relatively large separation band, there is a non-linearity
of representations, that can be achieved in relatively large sizes of the datasets.
So, having a clusters with relatively large separating band, it is equally possible
to use as conventional methods of machine learning and the so-called “wide” neu-
ral networks, so as the “deep” and “regular” approach may met. However, the
disadvantage of such a representation is the processing time, which potentially
requires machine learning accelerators to build a nonlinear data representation.

Despite the disadvantages, this approach is very useful in visual analysis of
the data since all its features are represented in the space of the low dimension
and, most important - it helps to highlight the anomalies in the final representa-
tion using a singular value decomposition or T-stochastic neighbor embedding.
Knowing their location, it is possible to apply filtering of data by the root-mean-
square error (if there is a relatively large number of data representatives), and
in the second - to determine the main data axes by constructing regression [32].
Thus, it is possible to note areas with higher data density and, accordingly, areas
with fewer anomalies (Fig. 2).
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Fig. 2. Principal axis of data and outlier points in reduced feature space

According to the figure (Fig. 2) the feature space representation given by
T-stochastic neighbor embedding allows to arrange the data in the same way as
usage of principal components. The first principal axis of data shows not only
the data crowding, but the property of the dataset itself - e.g. if the data points
located very far from the regression also have very big mean-square error they
also may represent elements of other classes. Usage of such principle in detail
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(for instance, only on one class) may help to find outlier points and identify
anomalies in data (if any).

3.3 Data Augmentation

An important step in data preparation is the creation of a data set in which
the representatives of the data classes are balanced both in the number of data
elements and in their relative location in the case when the data clusters are
unevenly distributed (Table1). To do this, it is possible to artificially generate
data samples that have the same location in the feature space (original or reduced
dimension), so that the shape of the clusters and the distribution of data sam-
ples will remain the same. This can be achieved by applying certain techniques
to balanced learning, including SMOTE, ADASYN and others that generate
random data samples [6,8,9,22]. Samples with the involvement of specialized
unsupervised methods, in particular variation auto-encoders. This subspecies of
neural networks contains a core in the middle, which describes the properties
of the data, namely their distribution and relative position in the latent space
of features, which is generated by the auto-encoder on the output layer of the
encoder. Thus, it is possible to generate as a set of random samples in the latent
feature space or, conversely, to obtain encoding in the transformed space gen-
erated by the source layer of the decoder and thus obtain new data samples
(Table1).

Table 1. Classification rate on test dataset

Precision Recall | f1-score | Support | Total
Class 1 0.59 |1.00 0.74 366
Class 2 0.98 |0.95 0.96 454
Class 3 0.90 |0.64 0.75 332
Class 4 1.00 |0.59 0.74 333
Accuracy 0.81 1485
Macro avg 0.87 10.79 0.80 1485
Weighted avg | 0.87 |0.81 0.81 1485

In a study on the analysis of scientific texts and the impact of sample size
on the quality of the algorithm, including convergence, building an effective
hypothesis of data separation by other algorithms (decision trees, support vector
machines, etc.), we found that the use of augmentation methods to generate new
samples data, and the balancing of data samples in general has a positive effect
on the quality of data sampling while maintaining the feature-space configuration
of data clusters, their distribution in space and the external boundaries on which
the data separation band can be built (Table 2).
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Table 2. Classification rate on augmented dataset

Precision Recall | f1-score | Support | Total
Class 1 0.81 0.97 0.88 1313
Class 2 0.92 |0.96 0.94 1239
Class 3 0.95 |0.76 0.85 1274
Class 4 0.98 0.93 0.96 1254
Accuracy 0.91 5080
Macro avg 0.92 |0.91 0.91 5080
Weighted avg | 0.91 |0.91 0.91 5080

The comparison of tables listed above (Table1 and Table 2) may show the
difference be-tween number of samples within every class and also their propor-
tion one against another. Change in percentage of each data class as well as
increasing the size of the dataset increases the recall in worst-case scenario from
59% on class 1 to 81% and from 87% to 92% which is an impressive result.

Main outcome of such technique is to figure out the minimal size of the
dataset, needed to solve a specific problem - studying on small data, not re-
creating the dataset from scratch. This may help to see the possible situations
where are the deep learning methods can be applied. Also, using same strategy,
the other statement can be inferred: if the dataset is separable with desired
accuracy in certain feature-space of reduced dimension, it is possible to design
a deep learning network that instead of learning from features (representation
of lower dimension) can study from the raw data, which, on other hand can be
also augmented in original space.

3.4 Perturbation Compensation and Stability of Classification
Algorithms

Data preparation always assumes the presence of poor and even corrupted data,
which may ultimately affect the construction of a separate plane in hyperspace.
As a result of this, the data contains of anomalies, where individual data elements
are located outside the main area of data classes, and it affects the hypotheses
about data separation towards the location of outlier points, which affects the
overall efficiency of classification and clustering algorithms (Fig. 3).

One approach is to generate as much instances of data as possible, so as
the “noise” can be studied by the deep learning approach and anomalies can be
omitted (which is not the case in the learning on small data). Another and more
effective approach is to detect such anomalies and eliminate them by filtering or
by compensating for disturbances that increase the displacement of the endpoints
of data clusters. This can be achieved by using denoising auto-encoders, which
is one of the methods of deep learning. The auto-encoder reinforces the general
trends in data - the placement of clusters with high density and, thus, weakens
weak trends, which are anomalies and caused by certain disturbances in the data.
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a) T-SNE representation; b) Latent feature space of an autoencoder
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Fig. 3. Comparison of data representations using two different algorithms for data
grouping and data dimensionality reduction and their affect on separation band

According to the Fig. 3, it can be seen that the data representation in latent
feature space is more “tight” and the separation band becomes very narrow. This
is caused by denoising feature of an auto-encoder, because the latent feature
space decreases a number of information stored in each feature and thus opti-
mizes for mean-square error of decoded representation and decrease in entropy
of the encoded data.

This may give an idea of another application of auto-encoders: since they
can reduce the entropy in the data and eliminate disturbances, they may be
used to test the algorithm stability of classification algorithms, because in the
latent space of features between-class margin and separation band is significantly
reduced, which affects the increase of errors of the, except for gradient boosting
methods and decision trees, what can be clearly seen on the Fig. 4.

3.5 Orthogonal Transformations in Machine and Deep Learning

The peculiarity of most methods of deep learning and classical neural networks
is that the set of features in the hidden layers and, accordingly, the characteristic
functions they form are almost equivalent (except for the latest networks such
as graph neural network and networks with active involvement of dropout). This
means that modifying the architecture to reduce the number of features in the
hidden layers is possible only after re-learning the network or (very limited) by
visualizing and analyzing images (patterns) of characteristic functions stored in
the intermediate layers of the network. In contrast, classical methods, such as
Fourier transform, singular value decomposition, wavelets, and others, involve
the representation of the original data by a set of linearly independent char-
acteristic functions and allow discarding non-informative features in terms of
their power in the final representation. This property is useful when there are
hidden links between individual features that affect the redundant information
in the features, w