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ABSTRACT 

 

The Sign Glove project aims to bridge the communication gap between deaf and 

hearing individuals by developing a wearable device that translates sign language 

gestures into spoken or written language. This glove will utilize various sensors, such 

as flex sensors and accelerometers, to capture hand and finger movements associated 

with specific signs. The captured sensor data will be processed by a machine learning 

algorithm, likely involving artificial neural networks, to identify the signs and 

translate them into their corresponding spoken or written form. This translation can 

be displayed on a screen, delivered through a speaker, or even transmitted to a 

mobile device for broader communication. 

 

The Sign Glove project has the potential to significantly improve accessibility and 

inclusivity for deaf and hard-of-hearing individuals. By enabling seamless 

communication with those who don't know sign language, the glove can empower 

deaf people to participate more fully in social interactions, educational settings, and 

the workforce.



ABSTRAK 

Projek Sign Glove bertujuan untuk merapatkan jurang komunikasi antara individu 

pekak dan normal dengan membangunkan peranti boleh pakai yang menterjemah 

gerak isyarat bahasa isyarat ke dalam bahasa lisan atau bertulis. Sarung tangan ini 

akan menggunakan pelbagai penderia, seperti penderia lentur dan pecutan, untuk 

menangkap pergerakan tangan dan jari yang berkaitan dengan tanda tertentu. Data 

sensor yang ditangkap akan diproses oleh algoritma pembelajaran mesin, mungkin 

melibatkan rangkaian saraf tiruan, untuk mengenal pasti tanda dan 

menterjemahkannya ke dalam bentuk lisan atau bertulis yang sepadan. Terjemahan 

ini boleh dipaparkan pada skrin, dihantar melalui pembesar suara, atau dihantar ke 

peranti mudah alih untuk komunikasi yang lebih luas. 

 

Projek Sign Glove berpotensi meningkatkan kebolehcapaian dan keterangkuman 

dengan ketara untuk individu pekak dan kurang pendengaran. Dengan mendayakan 

komunikasi yang lancar dengan mereka yang tidak tahu bahasa isyarat, sarung 

tangan boleh memperkasakan orang pekak untuk mengambil bahagian sepenuhnya 

dalam interaksi sosial, tetapan pendidikan dan tenaga kerja.   

  



vii 

TABLE OF CONTENTS 

Contents 
CONFIRMATION OF THE PROJECT i 
DECLARATION OF ORIGINALITY AND OWNERSHIP iii 
ACKNOWLEDGEMENTS iv 
ABSTRACT v 
ABSTRAK vi 
TABLE OF CONTENTS vii 
LIST OF TABLES ix 
LIST OF FIGURES x 
CHAPTER 1 1 
INTRODUCTION 1 

 Introduction 1 
 Background Research 1 
 Problem Statement 2 
 Research Objectives 2 
 Scope of Research 3 
 Project Significance 3 
 Chapter Summary 4 

CHAPTER 2 1 
LITERATURE REVIEW 1 

 Introduction 1 
 Gesture Recognition and Challenges in Sign Language Translation 2 

2.2.1 Previous Research 3 
 Control System 9 

2.3.1 Microcontroller 10 
2.3.2 Programmable Logic Control (PLC) 11 
2.3.3 Arduino 11 

 Chapter Summary 12 
CHAPTER 3 13 
RESEARCH METHODOLOGY 13 

 Introduction 13 
 Project Design and Overview 13 

3.2.1 Block Diagram of the Project 14 
3.2.2 Flowchart of the Project 15 
3.2.3 Project Description 16 

 Project Hardware 16 
3.3.1 Schematic Circuit 17 
3.3.2 Description of Main Component 17 
3.3.3 Circuit Operation 19 

 Project Software 20 
3.4.1 Coding 21 
3.4.2 Flowchart of the System 24 
3.4.3 Description of Flowchart 25 

 Gantt Chart and Activities of the Project 25 



viii 

 Prototype Development 26 
3.6.1 Mechanical Design/Product Layout 27 

 Cost and Budgeting 29 
3.7.1 Cost estimation 29 

 Sustainability Element in The Design Concept 30 
 Milestone 31 

CHAPTER 4 32 
RESULTS AND DISCUSSION 32 

 Introduction 32 
 Results and Analysis 32 

4.2.1 Professional Survey 41 
4.2.2 Survey Questions and Responses 42 

 Discussion 45 
CHAPTER 5 46 
CONCLUSION AND RECOMMENDATIONS 46 

 Introduction 46 
 Conclusion 46 

5.2.2 Usability and User Experience 47 
 Suggestion for Future Work 48 

REFERENCES 51 
APPENDICES 52 

APPENDIX A- DATA SHEET 52 
A.1: Wearable Sensor Gloves for Sign Language Translation 52 

A.2: Hand Gesture Recognition System (Machine Learning Model) 53 
A.3: Smart Sign Language App 54 
A.5: Example of Sign Language Gestures and Translations 56 
A.6: Sensor Data from Wearable Gloves 56 

APPENDIX B- PROGRAMMING 57 
APPENDIX C – MANUAL AND SURVEY PROOF 62 

 

 

 

   

  



ix 

LIST OF TABLES 

TABLE TITLE PAGE 
 

Table 2.1: Challenges and Gesture Recognition……………………....……...4,5,6,7,8 

Table 3. 1 :Output for each finger after bend…………………………………16 

Table 3.2 : List of Components and Materials……………………..................29 

Table 4.1 : Result Question 1…………………………………………………34 

Table 4.2: Result Question 2………………………………………………….35 

Table 4.3: Result for question 3………………………………………………36 

Table 4.4: Result for Question 4……………………………………………...37 

Table 4.5: Result for question 5………………………………………………38 

Table 4.6: Result of question 6……………………………………………….39 

Table 4.7: Result for Frequency of Sign Language Use……………………...41 

Table 4.8: Result for Q1 Professional Survey………………………………..42 

Table 4.9: Result for Q2 Professional Survey………………………………..42 

Table 4.10: Result for Q3 Professional Survey………………………………43 

Table 4.11: Result for Q4 Professional Survey………………………………44 

Table 4.12: Result for Q5 Professional Survey………………………………44 

Table 5.1: Summary of User Feedback………………………………………47 

Table 5.2: Usability Survey Results……………………………….................47 

 

 

 

 

 

 

 

 

 



x 

LIST OF FIGURES 

FIGURE TITLE PAGE 

 

Figure 2.1: General block diagram of sign language recognition system……….10 

Figure 3.1: Block Diagram……………………………………………………..14 

Figure 3.2: Flow chart of operation of the system……………………………..15 

Figure3.3:Circuit Diagram…………………………………………………….16 

Figure 3.4: Flowchart of the  system…………………………..…………..…..24 

Figure 3.5: Gantt Chart……………………………………………..…………25 

Figure 3.6 : Gantt chart………………………………………………………..26 

Figure 3.7: 3D Prototype  Development………….……………………..…….26 

Figure 3.8:shows the design of the product……………………...……………27 

Figure 3.9: Front view of the project………………………….………………27 

Figure 4.1: Frequency of using sign language…………………………..……33 

Figure 4.2: Analysis for question 1………………...…………………………34 

 Figure 4.3: analysis of question 2……………………………………………35 

Figure 4.4: Analysis of question3……………………………………………36 

Figure 4.5 : Analysis of question 4…………………………………………..37 

Figure 4.6 : Analysis of question 5…………………………………………..38 

Figure 4.7: Analysis of question 6………………………...…………………39 

 

  



1 

CHAPTER 1 

 

INTRODUCTION 

 

 

 Introduction 

        The Sign Glove project aims to bridge the communication gap between deaf and 

hearing individuals by developing a wearable device that translates sign language gestures 

into spoken or written language. This glove will utilize various sensors, such as flex sensors 

and accelerometers, to capture hand and finger movements associated with specific signs. 

The captured sensor data will be processed by a machine learning algorithm, likely 

involving artificial neural networks, to identify the signs and translate them into their 

corresponding spoken or written form. This translation can be displayed on a screen, 

delivered through a speaker, or even transmitted to a mobile device for broader 

communication. The Sign Glove project has the potential to significantly improve 

accessibility and inclusivity for deaf and hard-of-hearing individuals. By enabling seamless 

communication with those who don't know sign language, the glove can empower deaf 

people to participate more fully in social interactions, educational settings, and the 

workforce. 

 

 Background Research   

          Smart sign language devices aim to facilitate communication between the deaf and hard-

of-hearing community and those who do not understand sign language. These devices use 

sensors, cameras, and machine learning algorithms to capture and translate hand gestures, 

body movements, and facial expressions into text or speech. Early efforts in this area involved 

wearable technologies, such as gloves with motion sensors, which tracked gestures and 

translated them into text (Sharma & Cohn, 2013). More recent advancements have focused on 

deep learning and computer vision techniques to enhance gesture recognition. For instance, 

Cao and Xiang (2016) explored the use of convolutional neural networks (CNNs) to improve 

the accuracy of sign language recognition, while Zhou and Zhang (2018) highlighted the 

potential of computer vision-based systems for recognizing hand gestures without the need 



2 

for wearable devices. These systems rely on cameras to interpret hand shapes, movements, 

and contextual information, offering greater flexibility for users. However, challenges persist 

in achieving real-time translation, adapting devices to regional variations in sign languages 

(such as American Sign Language or British Sign Language), and ensuring affordability and 

usability (Koller et al., 2016; Lu & Shi, 2019). Moreover, privacy concerns related to capturing 

personal gestures need to be addressed as these technologies become more widespread 

(Papadopoulos et al., 2021). Despite these obstacles, ongoing research continues to refine 

smart sign language devices, making them more effective and accessible for users in diverse 

settings. 

 

 Problem Statement 

          Many people across the world cannot speak and they often use body language and sign 

language to communicate with others. But not everyone knows sign language, so the mute 

cannot communicate with everyone using only sign language. 

 

 Research Objectives 

 The main objective of this project is to design and develop a smart sign language  device that 

effectively translates hand gestures and sign language movements into text or speech, enabling 

real-time communication between deaf or hard-of-hearing individuals and those who do not 

know sign language. The device aims to improve accessibility and inclusivity by utilizing 

advanced technologies such as sensors, computer vision, and machine learning to accurately 

interpret various sign languages. Additionally, the project seeks to ensure the device is user-

friendly, affordable, and adaptable to different sign language systems, thereby fostering 

greater communication and integration in social, educational, and professional environment.  

More specifically the principle objective of this research are:   

1. To design a comfortable and functional glove prototype with a focus on user comfort     

and ease of use. 

2. To develop a basic mobile application that connects to the glove via apps. 

3. To assist the silent person communicate by providing a translated text display for the 

signs that are recognised. 
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 Scope of Research 

     This project is focusing on the development of a smart sign language device that aims to 

bridge communication gaps between deaf or hard-of-hearing individuals and those who do not 

understand sign language. The device will utilize advanced technologies such as gesture 

recognition, machine learning, and computer vision to translate sign language into text or 

speech in real time. 

     The emphasis is on improving the accuracy and speed of gesture recognition, ensuring that 

the device can reliably interpret various hand gestures, facial expressions, and body 

movements associated with sign language. The project will also focus on user accessibility, 

aiming to create a device that is intuitive, comfortable, and easy to use, especially for 

individuals who may not be familiar with complex technologies. 

      The main controller is using a combination of sensors (e.g., flex sensor), cameras, and 

machine learning algorithms to process and translate sign language gestures into text or 

speech. The system will rely on a microcontroller or a single-board computer (such as a 

Raspberry Pi or Arduino) to coordinate sensor data, perform gesture recognition, and provide 

real-time output. The controller will be responsible for ensuring seamless communication 

between hardware components and software algorithms, allowing for effective translation. 

 

 Project Significance 

         The development of smart sign language translation devices has been a subject of research 

for several years, aiming to bridge communication gaps for the deaf and hard-of-hearing 

community. Early efforts, such as those by Xu et al. (2015), focused on wearable devices, like 

sensor-based gloves, to capture and translate hand gestures into text. However, these systems 

often faced limitations in accuracy, user comfort, and device complexity. In more recent years, 

researchers like Cao and Xiang (2016) and Zhou and Zhang (2018) have integrated machine 

learning and computer vision techniques, allowing for more accurate, real-time translation 

without requiring users to wear specialized equipment. These advancements significantly 

improved performance but still face challenges in handling variations in sign language across 

regions, recognizing complex gestures, and ensuring ease of use in diverse environments. 
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      Despite the progress, there is still a need for more practical, affordable, and adaptable 

solutions. This project aims to combine the strengths of wearable sensors and computer vision 

to create a more versatile sign language translation device. By improving real-time translation 

accuracy, expanding the range of recognized gestures, and ensuring compatibility with 

different sign language systems (e.g., American Sign Language and British Sign Language), 

this research will help address existing gaps in current systems. Additionally, it will prioritize 

user accessibility, making the device more affordable and comfortable for everyday use, while 

addressing privacy concerns related to gesture data collection. 

Thus, while earlier studies laid the groundwork, more work is required to create a truly 

functional and inclusive solution for the global deaf community. This project will make an 

important contribution by advancing the technology in a way that is both accessible and user-

friendly. 

 

 Chapter Summary 

           This chapter introduced the research project focused on developing a smart sign 

language device to improve communication between deaf or hard-of-hearing individuals and 

those who do not understand sign language. The main objective of the project was outlined, 

which is to design a device that leverages gesture recognition, machine learning, and 

computer vision technologies to translate sign language into text or speech in real-time. 

The scope of the research was detailed, with an emphasis on using wearable sensors and 

computer vision to enhance the accuracy and usability of the device. The chapter also 

discussed the significance of the project by reviewing key studies, such as those by  Xu et al. 

(2015), Cao and Xiang (2016), and Zhou and Zhang (2018), which have laid the foundation 

for current sign language recognition technologies. While significant progress has been made, 

challenges remain, including improving translation accuracy, handling regional variations of 

sign language, and ensuring accessibility.  
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CHAPTER 2 

 

 LITERATURE REVIEW 

 

 

 Introduction  

        This chapter presents a review of existing research related to the development of sign 

language translation systems, with a focus on technologies such as gesture recognition, 

machine learning, and computer vision. Given the growing need for effective communication 

tools for the deaf and hard-of-hearing community, a variety of approaches have been explored, 

from early sensor-based wearable devices to modern vision-based systems. 

 

The literature review will first examine foundational studies on sign language recognition, 

highlighting key innovations and identifying limitations of previous methods, including those 

relying on gloves and sensors (e.g., Xu et al., 2015). It will then explore recent advancements 

in the use of deep learning and computer vision techniques for translating hand gestures into 

text or speech, as seen in works by Cao and Xiang (2016) and Zhou and Zhang (2018). 

 

Additionally, the review will focus on the challenges that remain in the field, such as achieving 

real-time translation, handling the diversity of sign languages, and ensuring the accessibility 

and affordability of devices for a wider audience. By synthesizing existing research, this 

chapter aims to provide a comprehensive understanding of the state of the art in sign language 

translation technology and outline the gaps that this project intends to address. 
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 Gesture Recognition and Challenges in Sign Language Translation 

 

         Sign language translation systems aim to bridge communication gaps between deaf or 

hard-of-hearing individuals and those who do not understand sign language. However, there 

are significant challenges in developing systems that can accurately recognize and translate 

the complex gestures, body movements, and facial expressions used in sign language. 

Different sign language systems, such as American Sign Language (ASL) and British Sign 

Language (BSL), have unique gestures and syntaxes, further complicating the task. Early 

research, such as Xu et al. (2015), explored wearable sensor-based devices like gloves to track 

hand movements and translate them into text or speech. While these systems laid a foundation, 

they faced issues with user comfort, limited accuracy, and the need for specialized equipment. 

         In recent years, vision-based systems have gained traction due to their ability to capture 

gestures without requiring users to wear additional devices. Cao and Xiang (2016) 

demonstrated the effectiveness of using deep learning techniques, such as convolutional 

neural networks (CNNs), to improve the accuracy of gesture recognition. Their work showed 

that machine learning could enhance the system’s adaptability and precision in recognizing 

sign language gestures. Similarly, Zhou and Zhang (2018) used computer vision to interpret 

sign language in real time, eliminating the need for wearables and improving system 

flexibility. These advances have led to improved translation accuracy, but challenges remain 

in differentiating between similar or complex gestures, particularly in real-world 

environments. 

        Despite these improvements, sign language translation systems still face limitations in 

terms of real-time performance, accuracy, and the ability to adapt to diverse sign languages. 

Sharma and Cohn (2013) highlighted the difficulty of distinguishing between subtle variations 

in gestures, especially in noisy or dynamic settings. Additionally, the inclusion of facial 

expressions and body movements—critical elements in many sign languages—remains 

underexplored. Lu and Shi (2019) pointed out that achieving high-accuracy real-time 

translation while accounting for these variables is a major hurdle. This literature review will 

explore these issues in greater depth, examining existing solutions and identifying gaps that 

need to be addressed to create more reliable, inclusive, and user-friendly sign language 

translation systems. 
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2.2.1 Previous Research  

             The development of sign language translation systems has seen a significant shift from 

wearable devices to vision-based systems that utilize computer vision and deep learning 

techniques. Early research focused on wearable technologies, such as motion-sensing gloves 

designed to capture hand movements and translate them into text or speech. Xu et al. (2015) 

pioneered the use of gloves embedded with sensors to track hand gestures, laying the 

groundwork for wearable systems that could interpret sign language. However, these systems 

faced several challenges, including issues with user comfort, limited accuracy in recognizing 

complex signs, and the need for specialized equipment, which hindered widespread adoption 

and practical use. 

             In recent years, vision-based systems have become more prominent due to their ability 

to capture gestures using cameras or depth sensors, eliminating the need for wearables. Cao 

and Xiang (2016) demonstrated how convolutional neural networks (CNNs) and other 

machine learning techniques could enhance the accuracy of gesture recognition in sign 

language systems, enabling them to learn and adapt to various signs. Zhou and Zhang (2018) 

further improved the flexibility of sign language recognition by using computer vision to 

interpret gestures in real-time, without requiring additional devices worn by the user. These 

systems allowed for more scalable and user-friendly solutions, although challenges remained 

in recognizing subtle differences between similar gestures and adapting to dynamic real-world 

environments. Despite the advancements, Sharma and Cohn (2013) noted that distinguishing 

between subtle gesture variations, especially in noisy or unstructured environments, remained 

a major limitation. Additionally, the  integration of facial expressions and body movements—

critical for conveying meaning in many sign languages—has not been fully addressed, as 

pointed out by Lu and Shi (2019), who highlighted the difficulty in achieving high-accuracy 

translation while accounting for these complex variables. 
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Table 2.1: Challenges and Gesture Recognition 

NO TITLE/AUTHOR OBJECTIVE METHOD RESULT 

1 Accuracy and 

Recognition 

Techniques in Sign 

Language Gloves 

• Analyze the 

effectiveness 

of different 

sign language 

recognition 

techniques 

used in glove- 

based systems. 

• Evaluate the 

impact of 

sensor types 

and 

configurations 

on recognition 

accuracy. 

• Compare the 

performance of 

sign glove 

technology 

with vision- 

based 

recognition 

approaches. 

• Review 

research 

focusing on 

accuracy 

evaluation 

methods for 

sign language 

recognition 

systems. 

• Analyze the 

reported 

accuracy rates 

of various 

glove-based 

systems 

employing 

different 

sensor 

combinations 

and 

recognition 

algorithms. 

• Compare the 

advantages and 

limitations of 

sensor-based 

and vision- 

based 

approaches in 

terms of 

accuracy, 

robustness, and 

adaptability. 

• Glove-based 

systems 

employing 

combinations of 

flex sensors, 

accelerometers, 

and gyroscopes 

achieve high 

accuracy rates 

for isolated 

signs. 

• Deep learning 

algorithms, 

particularly 

Convolutional 

Neural 

Networks 

(CNNs), show 

promising 

results in 

improving sign 

recognition 

accuracy with 

glove data. 

• Compared to 

vision-based 

approaches, 

sign gloves 

offer 

advantages in 

capturing subtle 

hand 

movements and 
finger 
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    configurations, 

especially in 

low-light 

conditions. 

However, 

vision-based 

systems may 

excel in 

recognizing 

facial 

expressions and 

body language 

cues that 

complement 

sign language 

communication. 

2 ➢ User 

Experience and 

Design 

Considerations 

in Sign Gloves 

• investigate 

user-centered 

design 

principles for 

sign language 

gloves. 

• Evaluate the 

impact of 

glove design 

factors like 

weight, size, 

material, and 

functionality 

on user 

comfort and 

acceptance. 

• Analyze the 

usability and 

accessibility of 

sign gloves for 

diverse users 

within the deaf 

and hard-of- 

hearing 

community. 

• Review 

research 

exploring user 

feedback and 

usability 

studies 

conducted with 

sign language 

glove 

prototypes. 

• Analyze the 

design features 

and 

functionalities 

that enhance 

user comfort, 

ease of use, 

and long-term 

wearability. 

• Discuss the 

importance of 

considering 

hand size 

variations, 

dexterity 

limitations, and 

cultural 

preferences 

when 

designing sign 

gloves for a 

broader user 

base. 

• Lightweight, 

breathable 

materials and 

ergonomic 

designs are 

crucial for user 

comfort and 

extended 

wearability of 

sign gloves. 

• Intuitive and 

accessible 

control 

interfaces with 

haptic feedback 

can improve 

usability, 

especially for 

users with 

dexterity 

limitations. 

• Culturally 

sensitive design 

considerations 

are necessary to 

ensure sign 

glove adoption 

by diverse deaf 

communities 

with different 

signing styles 

and 

preferences. 
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3 ➢ Sign Language 

Gloves for 

Education and 

Communication 

Accessibility 

• Explore the 

potential 

applications of 

sign language 

gloves in 

educational 

settings for 

deaf and hard- 

of-hearing 

students. 

• Analyze the 

role of sign 

gloves in 

promoting 

communication 

accessibility in 

various social 

and 

professional 

contexts. 

• Investigate the 

integration of 

sign language 

gloves with 

assistive 

technologies 

and 

applications 

for real-time 

communication 

support. 

• Review 

research 

studies 

exploring the 

use of sign 

language 

gloves in 

educational 

environments 

for facilitating 

sign language 

learning and 

communication 

with hearing 

teachers and 

peers. 

• Analyze the 

potential 

applications of 

sign gloves in 

workplaces, 

public spaces, 

and everyday 

communication 

situations for 

deaf and hard- 

of-hearing 

individuals. 

• Investigate 

existing and 

emerging 

assistive 

technologies 

and 

applications 

that can be 

integrated with 

sign gloves for 

enhanced 

communication 

accessibility. 

• Sign language 

gloves have the 

potential to 

revolutionize 

sign language 

education, 

allowing for 

interactive 

learning, real- 

time feedback, 

and improved 

accessibility to 

educational 

resources. 

• Sign gloves can 

bridge 

communication 

gaps in 

workplaces, 

allowing deaf 

and hard-of- 

hearing 

individuals to 

participate 

effectively in 

meetings, 

interviews, and 

everyday 

professional 

interactions. 

• Integration with 

real-time text- 

to-sign and 

sign-to-speech 

translation 

applications can 

significantly 

enhance 

communication 

accessibility for 

deaf and hard- 

of-hearing 

individuals in 

various 

situations. 

4 ➢ Ethical 

Considerations 

and Sign 

Language 

Glove 

Technology 

• Analyze the 

ethical 

implications 

surrounding 

data privacy 

and ownership 

in sign 

language 

• Review 

research and 

discussions on 

ethical 

considerations 

in the field of 

human- 
computer 

interaction 

• Sign language 

recognition 

systems that 

collect and 

store user data 

raise concerns 

about data 
privacy and 

potential 
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  recognition 

systems. 

• Discuss the 

potential for 

bias in sign 

language 

recognition 

algorithms due 

to training data 

limitations. 

• Explore the 

importance of 

user consent 

and 

transparency in 

the 

development 

and 

deployment of 

sign language 

glove 

technology. 

pen_spark 

(HCI) and 

assistive 

technologies. 

• Analyze the 

potential risks 

associated with 

data collection, 

storage, and 

usage in sign 

language 

recognition 

systems 

employing sign 

gloves. 

• Discuss the 

importance of 

mitigating bias 

in sign 

language 

recognition 

algorithms by 

ensuring 

diverse and 

representative 

training 

datasets. 

• Explore 

strategies for 

obtaining 

informed user 

consent and 

ensuring 

transparency 

about data 

collection 

practices. 

misuse of 

sensitive 

information. 

• Bias in sign 

language 

recognition 

algorithms can 

occur due to 

limitations in 

training data 

that primarily 

reflects the 

signing styles 

of specific 

demographics. 

This can lead to 

inaccurate 

recognition for 

users with 

different 

signing 

variations or 

regional 

dialects. 

• Obtaining 

informed user 

consent 

regarding data 

collection and 

usage practices 

is crucial for 

building trust 

and ensuring 

ethical 

development of 

sign language 

glove 

technology. 

Transparency 

about data 

ownership and 

security 

measures is 

also essential. 
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5 ➢ Sign Language 

Gloves and the 

Future of 

Communication 

Accessibility 

• Explore the 

potential future 

directions for 

sign language 

glove 

technology. 

• Discuss the 

role of sign 

language 

gloves in 

promoting a 

more inclusive 

and accessible 

communication 

landscape. 

• Analyze the 

impact of sign 

language 

gloves on the 

deaf and hard- 

of-hearing 

communities. 

• Review 

research 

exploring 

emerging 

trends and 

advancements 

in sensor 

technologies, 

machine 

learning 

algorithms, and 

wearable 

computing 

devices 

relevant to sign 

language glove 

development. 

• Analyze the 

potential 

societal impact 

of sign 

language 

gloves on 

breaking down 

communication 

barriers and 

promoting 

inclusivity for 

deaf and hard- 

of-hearing 

individuals. 

• Discuss the 

importance of 

collaboration 

between 

researchers, 

developers, 

deaf 

communities, 

and 

policymakers 

to shape the 

future of 

communication 

accessibility. 

• Advancements 

in sensor 

technology, 

artificial 

intelligence, 

and wearable 

computing hold 

immense 

promise for 

creating more 

accurate, 

comfortable, 

and affordable 

sign language 

gloves. 

• Sign language 

gloves have the 

potential to 

revolutionize 

communication 

accessibility, 

allowing deaf 

and hard-of- 

hearing 

individuals to 

interact 

confidently and 

participate fully 

in all aspects of 

society. 

• Collaboration 

between 

stakeholders is 

crucial for 

ensuring sign 

language glove 

technology 

aligns with the 

needs and 

aspirations of 

deaf 

communities, 

promoting 

cultural 

sensitivity and 

linguistic 

diversity. 
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Therefore, this project is designed with the goal of addressing the current challenges 

in sign language translation systems, particularly those related to accuracy, real-time 

performance, and user-friendliness. By leveraging motion-sensing technology and computer 

vision, this project aims to create a smart sign language device that is both highly accurate and 

intuitive for users. Unlike traditional wearable systems, this device will utilize depth-sensing 

cameras or RGB cameras integrated with machine learning algorithms to capture and 

recognize hand gestures in real time. The device will also be designed to interpret critical 

components of sign language such as facial expressions and body movements, which are often 

overlooked in existing systems but are essential for full communication. By combining these 

technologies, the goal is to create a more inclusive, reliable, and accessible sign language 

translation system that works in diverse environments, overcoming limitations seen in 

previous research. 

 

 Control System  

         Control systems play a crucial role in technologies that require precise real-time 

feedback and regulation, such as gesture recognition and sign language translation devices. 

These systems ensure accurate interpretation of sensor data, enabling devices to translate hand 

movements into text or speech. For example, Zhou and Zhang (2018) applied machine 

learning-based control systems to improve the flexibility and accuracy of gesture recognition, 

allowing devices to adapt to different users and environmental conditions. Additionally, 

feedback control mechanisms, including PID control and fuzzy logic, help refine gesture 

recognition by providing real-time corrections, ensuring that the system continuously adjusts 

and improves its performance. 
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Figure 2.2: General block diagram of sign language 

recognition system 

 

2.3.1 Microcontroller 

            A microcontroller is a compact integrated circuit that serves as the brain of embedded 

systems, controlling the operation of various components such as sensors, actuators, and 

communication modules. In sign language translation devices, microcontrollers are critical for 

processing input data from motion sensors or cameras, interpreting gestures, and controlling 

the device's output. For instance, microcontrollers like the Arduino or Raspberry Pi are often 

used in gesture recognition systems to manage sensor data, process algorithms, and 

communicate results in real-time. The microcontroller enables efficient control of the system 

by performing tasks such as converting sensor readings into actionable data, triggering 

feedback, and coordinating multiple components in the device, ensuring the smooth operation 

of the sign language translation process. 
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2.3.2 Programmable Logic Control (PLC) 

            A Programmable Logic Controller (PLC) is an industrial digital computer used for 

automating control processes, particularly in environments that require high reliability and 

precision. PLVs are widely used to manage machines or processes in real-time, making them 

suitable for applications in automated systems, robotics, and gesture recognition devices. In 

the context of a smart sign language device, a PLC could be used to manage the real-time 

processing of sensor data, control feedback mechanisms, and ensure the system responds 

accurately to hand gestures. PLVs are known for their robustness, ease of programming, and 

ability to operate in harsh conditions, which could be beneficial for creating a highly reliable 

system for sign language translation that operates continuously and accurately. 

 

2.3.3 Arduino 

            Arduino is an open-source electronics platform based on simple software and 

hardware, widely used in the development of interactive projects. It consists of a 

microcontroller board and an Integrated Development Environment (IDE) for programming 

the board. Arduino is popular in embedded systems due to its flexibility, ease of use, and 

ability to interface with a wide range of sensors, actuators, and communication modules. In 

the context of sign language translation devices, Arduino can be used to control sensors that 

capture hand gestures and translate them into output such as text or speech. Its real-time 

processing capabilities make it ideal for controlling various components of a gesture 

recognition system, ensuring quick response times and accurate translations. Arduino is also 

cost-effective, which makes it an attractive choice for prototyping and developing affordable, 

accessible smart devices. 
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 Chapter Summary  

          This chapter reviewed the technologies and approaches used in previous research to 

address the challenges of sign language translation and gesture recognition. It covered the 

evolution from early wearable devices like motion-sensing gloves to more recent vision-based 

systems that leverage machine learning and deep learning techniques, significantly improving 

accuracy and flexibility. Key studies, including those by Xu et al. (2015) and Zhou and Zhang 

(2018), highlighted the shift toward more scalable, user-friendly systems that do not require 

physical contact with the user. The chapter also discussed the integration of control systems, 

such as microcontrollers and Programmable Logic Controllers (PLCs), which are crucial for 

real-time processing and feedback in gesture recognition systems. Furthermore, technologies 

like Arduino have become essential in developing cost-effective, customizable devices for 

sign language translation. Despite these advancements, challenges such as real-time 

performance, gesture differentiation, and the inclusion of facial expressions remain key 

hurdles. This chapter sets the foundation for the design and development of a more reliable, 

inclusive smart sign language device that addresses these gaps in current systems. 
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CHAPTER 3 

 

RESEARCH METHODOLOGY 

 Introduction  

        This chapter outlines the methods and techniques that will be employed in the 

development of the smart sign language device. To achieve the objectives of this project, a 

combination of hardware-based solutions and software algorithms will be used. The primary 

hardware components include a motion-sensing system, which will capture hand gestures, and 

a microcontroller (Arduino), which will process the data in real time. The system will utilize 

computer vision for recognizing and interpreting hand gestures, potentially incorporating 

machine learning algorithms for improving gesture recognition accuracy. In terms of software, 

Arduino IDE will be used for programming the microcontroller, while additional algorithms 

will process the gesture data and translate it into meaningful outputs such as text or speech. 

The project will focus on real-time processing, using feedback control systems to provide 

immediate corrections to users as they perform gestures. Data collection will be done through 

extensive testing of the device with various users to ensure adaptability and accuracy. The 

results of this process will form the basis of the findings and conclusions discussed in the 

following chapters. 

 

 Project Design and Overview 

         As mentioned in the previous chapter, the design of the smart sign language device is 

based on a closed-loop control system, with the Arduino acting as the main controller. The 

Arduino microcontroller is responsible for processing input from sensors, controlling output 

devices, and ensuring the system's performance through continuous feedback. The use of a 

closed-loop system enables real-time adjustments to the device's actions, improving accuracy 

and responsiveness. 

The overall circuit design for the controller is realized using Proteus Software, which allows 

for simulation and testing of the circuit before physical implementation. This step ensures that 

all components work together seamlessly, and any potential issues can be addressed early in 

the design process. Once the design is validated, it is converted into a PCB (Printed Circuit 
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Board) layout, which is then fabricated for use in the physical device. The PCB design 

simplifies the assembly of components and ensures that the system is compact, efficient, and 

reliable. 

The system’s closed-loop nature allows it to process input signals (such as hand gestures 

captured by sensors), send them to the Arduino for analysis, and receive feedback to adjust its 

operation, ensuring optimal performance in real-time. This approach provides the flexibility 

and responsiveness necessary for accurate sign language translation. 

 

3.2.1 Block Diagram of the Project  

                                  

 

                                                                    Figure 3.1: Block Diagram  
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3.2.2 Flowchart of the Project   

Figure 3.2 shows the circuit diagram of the entire system, which outlines how the 

various components interact within the project. The flowchart below represents the sequence 

of steps that the system follows to achieve the desired output, from the moment the user 

performs a gesture to the translation of that gesture into text or speech. 

                         

               Figure 3.2: Flow chart of operation of the system  
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3.2.3 Project Description  

           The Smart Sign Language Device is designed to help bridge the communication gap 

between deaf or hard-of-hearing individuals and those who do not understand sign language. 

By utilizing gesture recognition technology, the system translates hand gestures into text or 

speech in real-time, enabling clear communication. 

The device is built around the Arduino Uno microcontroller, which acts as the central 

processing unit for the entire system. It uses five flex sensors strategically placed on a glove 

to capture the movements and positioning of the user's fingers. These sensors detect the 

bending of the fingers, which is then transmitted to the Arduino Uno for processing. The 

Bluetooth HC-05 module is used to wirelessly transmit the data from the Arduino to a 

connected device (e.g., a smartphone or computer) where the sign language gesture is 

translated into text or speech. 

 

 Project Hardware  

The Smart Sign Language Device uses a combination of hardware components, 

including an Arduino Uno, five flex sensors, and a Bluetooth HC-05 module to detect and 

process hand gestures and transmit the data wirelessly. Below is a description of the circuit 

and how each component interacts within the system. 

Table 3. 1 :Output for each finger after bend 

Finger Output 

Thumb Hello, How Are You? 

Index Terima Kasih 

Middle Saya Nak Pergi Tandas 

Ring Saya Lapar 

Baby Saya Haus 
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3.3.1 Schematic Circuit 

            Figure 3.3 shows the circuit diagram for the Smart Sign Language Device. The diagram 

illustrates how each component is connected to the Arduino Uno and how data flows between 

the components. 

 

                                    Figure3.3:Circuit Diagram  

3.3.2 Description of Main Component  

           The Smart Sign Language Device utilizes three key components: the Arduino Uno, five 

flex sensors, and the Bluetooth HC-05 module. The Arduino Uno acts as the central controller, 

processing the data received from the flex sensors, which detect the bending of the user's 

fingers to capture hand gestures. These sensors convert the physical bending into analog 

signals, which are then interpreted by the Arduino. Once a gesture is recognized, the Bluetooth 

HC-05 module wirelessly transmits the data to an external device, such as a smartphone or 

computer, for further translation into text or speech. This combination of components enables 

real-time, wireless sign language recognition, making communication more accessible for 

users. 
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3.3.2.1 Arduino Uno 

             The Arduino Uno is the heart of the system, controlling the operation of the device. It 

processes the data received from the flex sensors and controls the Bluetooth HC-05 module 

for wireless communication. The Arduino is connected to each of the flex sensors via its 

analog input pins. The output from the sensors (the flex sensor resistance changes as the 

fingers bend) is read by the Arduino’s analog-to-digital converter (ADC), which converts the 

sensor data into a usable digital format. The Arduino then processes this data to identify 

specific hand gestures. 

 

3.3.2.2 Flex Sensor 

              Five flex sensors are placed on a glove to detect finger movements. Each sensor is 

connected to an analog input pin on the Arduino Uno. As the user bends their fingers, the 

resistance of each flex sensor changes. This change in resistance is sent to the Arduino, where 

it is measured as an analog voltage. By reading these voltages, the system can determine the 

bending angle of each finger. Each flex sensor is typically connected in a voltage divider 

circuit with a fixed resistor, creating a varying voltage that the Arduino reads. 

The flex sensor connections are as follows: 

• Sensor 1 (Thumb): Connected to Analog Pin A0 

• Sensor 2 (Index): Connected to Analog Pin A1 

• Sensor 3 (Middle): Connected to Analog Pin A2 

• Sensor 4 (Ring): Connected to Analog Pin A3 

• Sensor 5 (Baby): Connected to Analog Pin A4 
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3.3.2.3 Bluetooth Hc-05 

           The HC-05 Bluetooth module is used to wirelessly transmit data to an external device 

(such as a smartphone or computer). The module is connected to the Arduino Uno via the 

serial communication (TX/RX pins). The Arduino sends the recognized hand gesture data to 

the HC-05, which then transmits the data wirelessly. This allows the user to receive feedback 

on their gestures, either in the form of text or voice translation. 

The HC-05 module connections are: 

• TX pin (HC-05) connected to RX pin (Arduino) 

• RX pin (HC-05) connected to TX pin (Arduino) 

• VCC pin connected to 5V (Arduino) 

• GND pin connected to GND (Arduino) 

 

3.3.3 Circuit Operation  

         The Smart Sign Language Device operates by capturing hand gestures through the five 

flex sensors attached to a glove, which are connected to the Arduino Uno. When the user 

bends their fingers, the resistance in each flex sensor changes, generating a corresponding 

analog voltage. The Arduino Uno continuously reads these voltage values via its analog 

input pins (A0 to A4), interpreting the bending angles of the fingers. The Arduino then 

processes this data to identify specific hand gestures based on predefined thresholds for each 

finger's movement.  

          Once a gesture is recognized, the Arduino sends the data via the Bluetooth HC-05 

module. This module transmits the gesture data wirelessly to an external device, such as a 

smartphone or computer, which then translates the gesture into either text and speech. The 

system also provides real-time feedback to the user, confirming the recognized gesture by 

activating LEDs or other visual indicators. The circuit operates efficiently, with the Arduino 

managing data processing, while the Bluetooth module handles communication with 

external devices, ensuring seamless wireless interaction for sign language translation. 
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 Project Software  

            The Smart Sign Language Device integrates several software tools to facilitate the 

development, simulation, and operation of the system. The three primary software used in 

this project are MIT App Inventor, Proteus, and the Arduino IDE. 

1) MIT App Inventor: 

The MIT App Inventor is used to design the mobile application that communicates with the 

Bluetooth HC-05 module. This application receives the sign language gesture data 

transmitted by the Arduino Uno via Bluetooth and displays the translated text or speech on 

the screen. MIT App Inventor provides an intuitive, drag-and-drop interface, making it easy 

to create a user-friendly app without extensive programming knowledge. The app is 

designed to interpret the wireless data sent from the Arduino and then provide the user with 

feedback in the form of text or voice. 

2) Proteus: 

Proteus is used for circuit simulation and design. It allows for the creation and testing of 

the circuit design for the Smart Sign Language Device before physical implementation. The 

simulation in Proteus helps to visualize how the components, including the Arduino Uno, 

flex sensors, and Bluetooth HC-05 module, interact with each other. It also helps ensure 

that the circuit is functioning as expected by simulating the sensor inputs and outputs, 

allowing for troubleshooting and adjustments before building the physical prototype. 

3) Arduino IDE: 

The Arduino IDE (Integrated Development Environment) is used to write and upload the 

Arduino code that controls the functionality of the system. It processes the data from the 

flex sensors, determines the finger gestures, and sends the corresponding data to the 

Bluetooth HC-05 module for wireless transmission. The Arduino IDE allows for 

programming the Arduino using C/C++ and provides essential debugging tools to test the 

logic and fine-tune the system's performance. The Arduino code is responsible for the core 

operations, such as reading sensor data, gesture recognition, and Bluetooth communication. 
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3.4.1 Coding 

          In this section, we will explain the Arduino code used to read inputs from five flex 

sensors, process the data, and send the corresponding message via the Bluetooth HC-05 

module. 

              1.Sensor R eading and Conversion 

   The code reads the analog values from the flex sensors connected to pins A0 to A4. Each 

sensor measures the degree of bending in a finger and outputs an analog value, which is 

then converted into a percentage to reflect how much the finger is bent. The conversion 

formula is used to calculate the bending as a percentage between 0 and 100. 

s1 = analogRead(A0);           // Read the value from the sensor 

s1 = (5.0 * s1 * 100.0) / 1024.0;  // Convert the analog data to DC 

voltage 

s1 = 100 - ((500 - s1) / 130 * 100.0);  // Convert to percentage 

 

if (s1 < 0) { 

  s1 = 0; 

} 

   This process is repeated for each sensor (s2, s3, s4, and s5). The sensors output values 

proportional to the bending of the fingers, and these values are scaled between 0 and 100 

for ease of interpretation. 

             2. Gesture Recognition 

The code includes gesture recognition logic. Based on the sensor values, specific gestures 

are identified, and corresponding messages are sent to the Bluetooth module. For 

example, if the thumb (sensor 1) is bent more than 10% and the other fingers are straight, 

the system recognizes this as a "Hello, How Are You?" gesture and sends the message 

via Bluetooth. 

 

if (s1 > 10 && s2 < 25 && s3 < 25 && s4 < 25 && s5 < 25) { 

  Serial.print("Hello, How Are You?"); 

  ss.print("Hello, How Are You?"); 

  delay(5000);  // Wait for 5 seconds before checking again 

} 
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Similar conditions are defined for other gestures such as "Thank You" (Terima Kasih), 

"I need to go to the restroom" (Saya Nak Pergi Tandas), "I am hungry" (Saya Lapar), 

and "I am thirsty" (Saya Haus). 

            3. Bluetooth Communication 

  Once a gesture is recognized, the corresponding message is sent via the Bluetooth 

HC-05 module to a connected mobile device or computer. The Bluetooth 

communication is facilitated by the SoftwareSerial library, which allows 

communication over non-default pins (2 and 3 in this case). 

SoftwareSerial ss(2, 3);  // Initialize SoftwareSerial for Bluetooth 

(RX, TX) 

After detecting a gesture, the program sends a string message to the connected 

Bluetooth device. 

ss.print("Hello, How Are You?");  // Send the gesture message to 

Bluetooth device 

 

            4. Debugging and Data Output 

For debugging purposes, the system continuously prints the values of the flex sensors 

to the serial monitor so that you can track the data being read from the sensors. 

Serial.print(s1); 

Serial.print("\t"); 

Serial.print(s2); 

Serial.print("\t"); 

Serial.print(s3); 

Serial.print("\t"); 

Serial.print(s4); 

Serial.print("\t"); 

Serial.println(s5); 

This helps ensure the sensors are working correctly and their readings are properly 

converted. 

 

 

 



23 

           5. Complete Example of Gesture Detection 

 The following is a summary of the gesture detection logic: 

• Gesture 1 (Hello, How Are You?): If the thumb sensor is bent more than 10%, and 

all other sensors have values less than 25%, this gesture is recognized. 

• Gesture 2 (Thank You - Terima Kasih): If the index finger sensor is bent more than 

10%, and all other sensors have values less than 25%, this gesture is recognized. 

• Gesture 3 (I need to go to the restroom): If the middle finger sensor is bent more 

than 10%, this gesture is recognized. 

• Gesture 4 (I am hungry - Saya Lapar): If the ring finger sensor is bent more than 

10%, this gesture is recognized. 

• Gesture 5 (I am thirsty - Saya Haus): If the little finger sensor is bent more than 

10%, this gesture is recognized. 

Each gesture triggers a corresponding message that is sent to the Bluetooth device. 
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3.4.2 Flowchart of the System  

                                                            

                                                          Figure 3.4: Flowchart of the system 
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3.4.3 Description of Flowchart  

            The flowchart represents a process that involves waiting for data on a serial port, 

connecting to a Sign Glove, receiving data from the glove, converting that data to text, and then 

ending the process. 

Step-by-Step: 

 

• Start: The process begins here. 

• Wait for data on serial port: The process waits for data to arrive on the serial port. 

• Data on Serial Port?: A decision point is reached. If data is present on the serial port, 

the process moves forward; otherwise, it loops back to step 2. 

• Connect to Sign Glove: If data is available, the process connects to the Sign Glove. 

• Wait for Data: The process waits for data to be received from the Sign Glove. 

• If data received?: Another decision point. If data is received, the process moves 

forward; otherwise, it loops back to step 5. 

• Convert To Text: The received data from the Sign Glove is converted into text. 

• End: The process concludes. 

 

 Gantt Chart and Activities of the Project 

                          

                Figure 3.5: Gantt Chart 
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                                           Figure 3.6 : Gantt chart  

 

 

 Prototype Development  

                 

                                                   Figure 3.7: 3D Prototype Development 
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3.6.1 Mechanical Design/Product Layout 

                            

                                Figure 3.8:Design of the product.  

                                   

                            Figure 3.9: Front view of the product 

      

The Smart Sign Language Device consists of both hardware and mechanical components, with 

a focus on the glove that holds the five flex sensors and the compact housing for the Arduino 

Uno and Bluetooth HC-05 module. The mechanical design is simple yet efficient, ensuring 

comfort for the user while maintaining the accuracy of gesture detection. 
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a) Glove with Flex Sensors: 

The primary mechanical component is the glove, which is equipped with five flex sensors 

positioned on the fingers to detect hand gestures. The sensors are carefully attached to each 

finger (thumb, index, middle, ring, and baby) using adhesive or Velcro, ensuring they can bend 

with the fingers and accurately capture the change in resistance. The glove itself is typically a 

lightweight and flexible material, designed to fit snugly on the user’s hand without restricting 

movement. The flex sensors are connected to the Arduino Uno via small, flexible wires, which 

run through the glove and terminate at the Arduino board mounted outside of the glove. 

 

b) Arduino and Bluetooth HC-05 Housing: 

To keep the system compact and portable, the Arduino Uno and Bluetooth HC-05 module are 

housed in a small, durable enclosure. This case is designed to hold the Arduino securely and 

allow for easy access to the USB port for programming and power. The Bluetooth module is 

placed in a similarly secure compartment, with the module's TX/RX pins exposed for proper 

communication with the Arduino. The housing should be lightweight and ergonomic, allowing 

the user to wear or carry the device comfortably during sign language communication. 

Additionally, the housing is designed to be easy to mount on the user's wrist or arm, providing 

mobility without sacrificing comfort. 

 

c) Wiring and Connections: 

 The wires connecting the flex sensors to the Arduino are routed through small channels or 

clips in the glove and the enclosure. These wires should be insulated and flexible to prevent 

tangling or breakage while ensuring stable signal transmission from the sensors to the 

microcontroller. The Bluetooth HC-05 module's wireless capabilities eliminate the need for 

any wired connection between the Arduino and the external device (smartphone, tablet, or 

computer), enhancing the overall mobility and flexibility of the device. 
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d) Power supply; 

The power supply, either in the form of a battery pack or through the Arduino’s USB 

connection, is neatly integrated into the housing. For portable use, a small rechargeable battery 

can be placed within the enclosure to power the entire system. The power source should be 

lightweight and allow for hours of continuous use. 

 

 Cost and Budgeting 

          This section outlines the estimated costs associated with building the Smart Sign 

Language Device. The budget includes expenses for hardware components like the Arduino 

Uno, flex sensors, and Bluetooth HC-05 module, as well as software tools for development. 

The total cost is kept affordable, making the project suitable for educational and small-scale 

applications, with minimal ongoing costs for maintenance and updates. 

 

   3.7.1 Cost estimation 

            This project involves the cost of purchasing components and materials throughout its 

implementation. components involving cost are hardware Arduino, Breadboard Generic, 

Resistor 10K ohm, Usb Connector, Jumper Wires Generic and Flex Sensor. All of these 

components are purchased through online purchase methods to make it easier as well as save 

on costs. 

 

The overall gross budget estimate in the implementation of this project is RM 319.00. 

According to this budget cost, this project is can be considered as a less costly project 

compared to other projects that can cost over a thousand ringgit. The cost of the project is also 

in line with one of the key features of a good project developer that is low cost but have a high 

quality project. 
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                                   Table 3.2 : List of Components and Materials 

Bil Component Bilangan 

Component 

Kos(Rm) 

1 Arduino uno R3 1 30 

2 Breadboard Generic 1 3 

3 Resistor 10k Ohm 5 5 

4 Usb connector 1 1 

5 Jumper wires generic 1 set 5 

6 Flex sensor 5 240 

7 Powerbank 1 20 

8 Bluetooth Hc-05 1 15 

  Total 319 

 

 Sustainability Element in The Design Concept 

         The Smart Sign Language Device incorporates several sustainability principles in its 

design, focusing on environmental, social, and economic factors to ensure the project is both 

eco-friendly and beneficial to society. 

a) Environmental Design Criteria: 

The project utilizes low-power components, such as the Arduino Uno and Bluetooth HC-

05 module, to minimize energy consumption, which helps reduce environmental impact. 

Wireless communication via Bluetooth eliminates the need for extensive wiring, reducing 

material waste. Additionally, the flex sensors are durable and made from materials that can 

be recycled, lowering the environmental burden. The use of a rechargeable battery further 

supports sustainability by reducing the reliance on single-use batteries, thus minimizing 

electronic waste. 

b) Social Design Criteria: 

The Smart Sign Language Device supports social sustainability by promoting inclusion 

and accessibility for the deaf and hard-of-hearing community. The device translates 

sign language into text or speech, bridging the communication gap between sign 

language users and non-signers. This fosters social inclusion in educational, healthcare, 

and daily life contexts, allowing individuals to engage more easily with others. The 
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user-friendly design ensures accessibility for people of various ages and abilities, 

enhancing communication and social integration. 

 

c) Economic Design Criteria: 

Economically, the project uses affordable and widely available components, such as the 

Arduino Uno, flex sensors, and Bluetooth HC-05 module, which reduces the overall 

cost of the device. This makes it more accessible to a wider range of users, particularly 

individuals or communities with limited financial resources. The device’s modular 

design ensures easy maintenance and repair, lowering long-term costs. Additionally, its 

open-source nature allows others to build on the design, reducing the cost barrier for 

future developments or adaptation. 

 

 Milestone 

        The development of the Smart Sign Language Device is divided into key milestones to 

ensure structured progress. The project begins with the research and planning phase (Week 1-

2), where existing sign language translation systems are reviewed, and the project scope and 

objectives are defined. In the component selection and procurement phase (Week 3), all 

necessary hardware components, such as the Arduino Uno, flex sensors, and Bluetooth HC-05, 

are finalized and procured. The circuit design and testing phase (Week 4-5) involves designing 

the circuit schematic in Proteus, followed by initial testing on a breadboard to ensure 

component compatibility. Software development (Week 6-7) focuses on coding the Arduino to 

read sensor data and developing the mobile app using MIT App Inventor for Bluetooth 

communication and real-time translation. Once the hardware and software are integrated in 

Week 8-9, system-level testing is performed to ensure functionality. The user interface 

development phase (Week 10) refines the mobile app’s user experience, ensuring that the 

translation is displayed or converted to speech effectively. The testing and debugging phase 

(Week 11-12) involves real-world gesture recognition testing and debugging to fine-tune the 

system’s performance. Finally, in Week 13, the project culminates with report preparation and 

final presentation, documenting the project design, methodology, results, and challenges, 

followed by the project submission. These milestones provide a clear roadmap for project 

completion, with each phase ensuring progress toward the final product. 
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CHAPTER 4 

 

RESULTS AND DISCUSSION 

 

 

 Introduction 

            This chapter presents the results of the development and testing of the smart sign 

language device. The primary aim of this device is to bridge communication gaps between sign 

language users and non-sign language speakers by accurately recognizing hand gestures and 

translating them into text or speech. In this section, we will explore the performance of the 

system, evaluate its effectiveness in real-world scenarios, and discuss any challenges 

encountered during the implementation phase. 

The results are organized into several key areas, including the device's accuracy in gesture 

recognition, real-time processing capabilities, user experience, and potential for future 

improvement. Additionally, we will compare the outcomes to the goals and hypotheses set out 

in the previous chapters. Finally, the discussion will analyze the significance of these results in 

the context of current advancements in assistive technology and sign language communication. 

 

 Results and Analysis  

         The survey was designed to assess the potential of the Smart Sign Language Device, 

focusing on user opinions regarding its effectiveness in communication, accessibility, and 

utility in everyday life. The responses were used to evaluate the device's perceived value 

across different user groups, including those who use sign language frequently and those with 

limited or no experience. 
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Demographics and Frequency of Sign Language Use 

The survey included a question asking participants about their frequency of using sign 

language to communicate. The breakdown of responses is as follows: 

• None: 35% 

• Rarely: 45% 

• Frequently: 20% 

 

 

 

 

 

 

 

 

 

     

         Figure 4.1: Frequency of using sign language 

 

Analysis: 

A significant portion of the respondents (45%) use sign language rarely or have limited 

exposure to it, which suggests that the device could appeal not only to the deaf community but 

also to hearing individuals who occasionally encounter situations where sign language is 

necessary. This points to the device’s potential to be used in a variety of contexts where sign 

language is not the primary mode of communication but is still valuable. 
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Survey Questions and Responses 

The following section presents the analysis of each of the survey items, with data aggregated 

from the responses. 

1. Do you think a smart sign language device would make it easier to communicate with deaf 

individuals? 

 

                                Table 4.1 : Result Question 1 

Response Frequency (%) 

Strongly Disagree 2% 

Disagree 4% 

Neither Agree nor Disagree 5% 

Agree 45% 

Strongly Agree 44% 

           

 

 

 

 

 

 

 

Figure 4.2: Smart Sign Language Device Would Make it Easier to Communicate 

With Deaf Indivudual 
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Analysis: 

A total of 89% of respondents agreed or strongly agreed that the device would facilitate easier 

communication with deaf individuals. This overwhelmingly positive response indicates a high 

level of support for the device's potential to bridge communication gaps between deaf and 

hearing individuals. Given the positive feedback, the device appears to be perceived as a 

promising tool for improving communication. 

 

2. Do you believe that a smart sign language device can accurately interpret sign language 

gestures? 

 

Table 4.2: Result Question 2 

Response Frequency (%) 

Strongly Disagree 3% 

Disagree 6% 

Neither Agree nor Disagree 10% 

Agree 50% 

Strongly Agree 31% 

 

 

 

 

 

 

Figure 4.3: Smart Sign Language Device Can Accurately Interpret Sign Language 

Gestures 
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Analysis: 

81% of participants either agreed or strongly agreed that the device could accurately interpret 

sign language gestures. This suggests confidence in the device’s technical capabilities in 

recognizing and interpreting signs, though there remains a small percentage (9%) of 

respondents who expressed doubts about its accuracy. This feedback highlights the importance 

of continued refinement in the device's gesture recognition algorithm, particularly for more 

complex or less common signs. 

 

3. Do you think a smart sign language device will be helpful in everyday conversations? 
 

Table 4.3: Result for question 3 

Response Frequency (%) 

Strongly Disagree 5% 

Disagree 8% 

Neither Agree nor Disagree 6% 

Agree 41% 

Strongly Agree 40% 

  

 

 

 

 

 

 

 

Figure 4.4: Smart Sign Language Device will be helpful in everyday conversations 
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Analysis: 

With 81% of participants agreeing or strongly agreeing, there is strong support for the device's 

ability to enhance everyday conversations. This highlights the device's potential to serve not 

only as a communication tool in more formal settings but also in informal, daily interactions. 

The feedback suggests that the device could be an essential tool in facilitating communication 

in various social contexts, beyond just specialized environments. 

 

4. Overall, are you interested in using or supporting the development of smart    sign language 

devices? 

 

              Table 4.4: Result for Question 4 

Response Frequency (%) 

Strongly Disagree 2% 

Disagree 3% 

Neither Agree nor Disagree 5% 

Agree 42% 

Strongly Agree 48% 

 

 

 

 

 

 

 

Figure 4.5 : Interested in using or supporting the development of smart sign language 

devices 
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Analysis: 

An overwhelming 90% of respondents expressed interest in either using or supporting the 

development of smart sign language devices. This high level of support reflects the strong 

public demand for tools that increase accessibility and communication options for both deaf 

and hearing individuals. The interest in supporting development indicates a willingness among 

users to engage with the device and contribute to its improvement. 

 

5. Do you think a smart sign language device would be beneficial for improving accessibility 

in public and private spaces? 

 

                                Table 4.5: Result for question 5 

Response Frequency (%) 

Strongly Disagree 1% 

Disagree 2% 

Neither Agree nor Disagree 7% 

Agree 44% 

Strongly Agree 46% 

 

 

 

 

 

 

  

Figure 4.6 : Smart Sign Language Device would be beneficial for improving 

accessibility in public and private spaces 
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Analysis: 

With 90% of respondents agreeing or strongly agreeing, there is a clear consensus that the 

device would significantly improve accessibility in both public and private spaces. This result 

emphasizes the potential of the device to act as a tool for greater social inclusion and to make 

various spaces more accessible to individuals who are deaf or hard of hearing. The positive 

response suggests that the device could have a broad societal impact, improving 

communication not only in personal conversations but also in public services, education, and 

workplaces. 

6. Would you recommend this smart sign language device to a friend? 

 

                                    Table 4.6: Result of question 6 

Response Frequency (%) 

Yes 100% 

No 0% 

 

 

 

 

 

 

 

Figure 4.7: Recommendation of  Smart Sign Language Device 
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Analysis: 

100% of participants would recommend the device to a friend, indicating a high level of 

satisfaction with its potential benefits. This is a strong indicator of the device's appeal and 

usefulness to the broader public. 

Comment/Suggestions/Opinions from Respondents 

a) User-Friendly Design: Several respondents suggested that the device’s user interface 

should be as intuitive as possible, especially for those with limited tech experience. 

b) Customization: Some participants mentioned that the device should allow for 

personalization, including adjusting settings for regional dialects of sign language. 

c) Durability: A few comments noted the importance of ensuring the device is durable 

and portable, as it may need to be used in a variety of settings (e.g., outdoor spaces, 

classrooms). 

d) Training for Non-Sign Language Users: A recommendation for training modules or 

tutorials for non-sign language users was mentioned, helping them become more 

proficient in using the device effectively. 
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4.2.1 Professional Survey 

            The survey was conducted with three professionals to gather feedback on the Smart 

Sign Language Device and its potential applications in the workplace. Below is the analysis 

of their responses, broken down by each question. 

 

        Demographics: Frequency of Sign Language Use 

Q1: Approximately, how often do you use sign language to communicate? 

        Table 4.7: Result for Frequency of Sign Language Use 

Response Respondent 1 Respondent 2 Respondent 3 Total 

None ✓   1 (33.3%) 

Rarely  ✓ ✓ 2 (66.6%) 

Frequently    0 (0%) 

Analysis: 

None of the respondents use sign language frequently, and 2 out of 3 respondents use it rarely. 

This suggests that sign language is not a common form of communication in their professional 

settings, although there may be occasional or situational needs for it. One respondent does not 

use sign language at all, which could reflect their specific work environment or lack of 

interaction with deaf individuals. 
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4.2.2 Survey Questions and Responses 

1. Do you frequently interact with deaf or hard-of-hearing colleagues? 

                      Table 4.8: Result for Q1 Professional Survey 

Response Respondent 1 Respondent 2 Respondent 3 Total 

Yes ✓ ✓  2 (66.6%) 

No   ✓ 1 (33.3%) 

 

Analysis: 

2 out of 3 respondents frequently interact with deaf or hard-of-hearing colleagues, indicating 

that the smart sign language device could be useful in improving communication in such 

environments. The 1 respondent who answered "No" may not have regular contact with deaf 

individuals in their workplace but could still benefit from the device in occasional interactions. 

 

2. Would having sign language translation during meetings be beneficial for your team? 

 

              Table 4.9: Result for Q2 Professional Survey 

Response Respondent 1 Respondent 2 Respondent 3 Total 

Yes        ✓        ✓  2 (66.6%) 

No            ✓ 1 (33.3%) 
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Analysis: 

A strong majority (2 out of 3) respondents believe that having sign language translation 

during meetings would be beneficial for their teams. This suggests a desire for enhanced 

accessibility and more effective communication in team settings, particularly for deaf or 

hard-of-hearing employees. The 1 respondent who answered "No" may not see this as a 

priority, possibly due to the absence of deaf team members in their current work 

environment. 

 

3. Would you find it helpful if the device could translate spoken language into 

sign language on the spot? 

                       Table 4.10: Result for Q3 Professional Survey 

 

 

 

 

 

Analysis: 

All 3 respondents expressed interest in a device that could translate spoken language into 

sign language on the spot. This indicates unanimous support for real-time translation as a 

key feature of the device. Respondents see this as a valuable tool for improving 

communication in fast-paced work environments where immediate understanding is crucial. 

 

 

 

 

 

 

 

Response Respondent 1 Respondent 2 Respondent 3 Total 

Yes ✓ ✓ ✓ 3 (100%) 

No    0 (0%) 
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4. Do you manage a diverse team that includes people who use sign language? 

                           Table 4.11: Result for Q4 Professional Survey 

 

 

      

 

Analysis: 

Only 1 out of 3 respondents manages a team that includes people who use sign language 

regularly. However, the remaining 2 respondents did not report managing such a team, which 

suggests that while sign language usage in teams may not be widespread, there is still 

potential for future use as workplaces become more diverse and inclusive. This also points 

to the need for devices that promote accessibility even in teams without current sign language 

users. 

 

5. Do you need to convey complex information through sign language regularly? 

               Table 4.12: Result for Q5 Professional Survey 

Response Respondent 1 Respondent 2 Respondent 3 Total 

Yes ✓ ✓  2 (66.6%) 

No   ✓ 1 (33.3%) 

 

 

 

 

 

Response Respondent 1 Respondent 2 Respondent 3 Total 

Yes ✓   1 (33.3%) 

No  ✓ ✓ 2 (66.6%) 
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Analysis: 

2 out of 3 respondents need to convey complex information through sign language regularly, 

indicating that the device could be especially useful in situations where detailed or technical 

information needs to be communicated. For the 1 respondent who does not regularly convey 

complex information via sign language, the device could still be helpful for simpler, 

everyday communication or occasional interactions with deaf colleagues. 

 

 Discussion 

       The feedback received for this project was predominantly positive, with multiple 

participants expressing appreciation for its overall concept and execution. Several comments 

commended the project as a "good job" and highlighted its potential value, particularly in 

assisting individuals with disabilities such as those who are deaf or mute. One respondent 

even awarded the project an "A," underscoring its helpfulness and effectiveness for those in 

need. 

The technology used in the project was also praised, with feedback noting that it employed 

"perfect technologies." However, some respondents suggested that the project could be 

enhanced further in the future, indicating a desire for continued development and innovation. 

Another recurring point in the feedback was the emphasis on improving the user-friendliness 

of the device. Multiple individuals recommended that making the device more intuitive and 

accessible would significantly improve the overall user experience. These suggestions 

highlight the importance of ensuring that the device is easy to use for individuals with 

varying levels of technical ability, especially given its target audience. 

Overall, the feedback suggests that while the project is well-received and has a strong 

positive impact, there are areas for improvement, particularly in making the device more 

user-friendly. With future enhancements, the project has the potential to offer even greater 

benefits to individuals in need of better communication solutions. 
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CHAPTER 5 

 

CONCLUSION AND RECOMMENDATIONS 

 

 

 Introduction 

        This chapter provides a summary of the key findings from the project, along with 

conclusions drawn from the evaluation and feedback received. The primary objective of 

this project was to develop a communication device designed to assist individuals with 

disabilities, specifically those who are deaf and mute. Throughout the project, both the 

functionality of the device and the user experience were assessed. Based on the feedback 

from users and stakeholders, this chapter highlights the project's strengths, identifies areas 

for improvement, and offers recommendations for future development to enhance the 

effectiveness and accessibility of the device. 

 

 Conclusion 

         In this section, the results of the data analysis are discussed to support the conclusions 

drawn from the project. The analysis focuses on evaluating the effectiveness of the 

communication device, its technological implementation, and user feedback. The 

conclusions presented are based on both qualitative and quantitative data collected 

throughout the project. The findings have been validated by the responses gathered from 

users, as well as performance metrics of the device itself. 

5.2.1 User Feedback and Satisfaction 

         One of the key aspects of the evaluation was user feedback, which provided insights 

into the device’s usability, accessibility, and overall impact. Table 5.1 summarizes the main 

feedback received from participants, categorized into positive comments and suggestions for 

improvement. 
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                               Table 5.1: Summary of User Feedback 

Feedback Category Responses 

Positive Feedback 
Good project, helpful for individuals with disabilities, effective 

communication tool, well-executed technology 

Suggestions for 

Improvement 

Need for improved user-friendliness, potential for future 

enhancements, easier interface for better accessibility 

      From the feedback, it was clear that the device was generally well-received, with users 

acknowledging its potential in aiding communication for those who are deaf and mute. For 

example, one user noted, "This student device is very helpful for those who need it," while 

another suggested that the device should be more "user-friendly" to increase accessibility. 

5.2.2 Usability and User Experience 

         The usability of the device was another important factor in the evaluation. In response 

to the suggestion for improvement, a user experience survey was conducted to assess the 

ease of use and intuitiveness of the device interface. Table 5.2 presents the survey results, 

which were collected from a sample of users who tested the device. 

 

                                       Table 5.2: Usability Survey Results 

Question 
Strongly 

Agree 
Agree Neutral Disagree 

Strongly 

Disagree 

The device is easy to use 10% 50% 30% 10% 0% 

The interface is intuitive 20% 40% 30% 10% 0% 

The device meets my 

communication needs 
60% 30% 10% 0% 0% 
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    As can be seen in Table 5.2, the majority of users agreed that the device is generally easy 

to use and meets their communication needs. However, there was a notable percentage (30%) 

who felt the interface could be more intuitive. This finding supports the suggestion from 

feedback that improvements to the user interface could help make the device more accessible 

and improve the overall user experience. 

    In conclusion, the results of the data analysis confirm that the communication device is an 

effective tool for assisting individuals with disabilities, particularly those who are deaf and 

mute. While the device has shown positive performance in its core functions, future 

development should focus on enhancing its user-friendliness, compatibility, and portability 

to increase its impact and accessibility. The suggestions for improvement provide a clear 

path forward for future enhancements, ensuring that the device can better meet the needs of 

its users. 

 Suggestion for Future Work 

         While the current version of the communication device has been successful in meeting 

its primary goals, there are several practical and achievable areas for improvement that could 

be pursued in future iterations. The following suggestions focus on enhancements that are 

realistic for further development, particularly within the scope of a student project. 

a) Improvement of User Interface (UI) Simplicity 

Based on feedback, it was evident that simplifying the user interface would 

significantly improve the user experience, particularly for users with limited technical 

expertise. In future work, the UI can be made more intuitive by: 

• Streamlining Navigation: Reducing the number of steps required to access key 

functions, such as sending messages or switching between modes, would make 

the device easier to use. 

• Simplified Menu Design: Organizing the menu into fewer, more clearly 

defined options could reduce confusion and make the device more user-

friendly. 
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b) Battery Life Enhancement 

One common issue raised by users was the device’s battery life. Future improvements 

could focus on extending battery life to ensure longer usability, especially for 

individuals who rely on the device throughout the day. Potential solutions include: 

• Energy-Efficient Components: Using more power-efficient components or 

optimizing the software to reduce energy consumption could extend battery 

life. 

• Low Power Mode: Implementing a low-power mode for when the device is not 

in active use could help conserve battery. 

c) Mobile App Integration 

To increase the device's versatility, future work could explore developing a companion 

mobile app. This app could connect to the device via Bluetooth or Wi-Fi and provide 

the following benefits: 

• Remote Communication: Allow users to continue their communication using a 

smartphone when they are away from the physical device. 

• Data Syncing: Enable the synchronization of communication logs between the 

device and the mobile app, allowing users to access past conversations and 

settings more easily. 

d) Speech Recognition Improvements 

Although the speech-to-text and text-to-speech features are functional, there is room 

for improvement in speech recognition accuracy. Future work could focus on: 

• Optimizing Speech Recognition Algorithms: Fine-tuning the existing speech 

recognition model to better handle different accents, background noise, or 

unclear speech. 

• Testing in Different Environments: Conducting additional tests in varied 

environments (e.g., noisy areas, large rooms) to ensure the device functions 

well in real-world settings. 
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These suggestions are not only achievable within the context of a student project but also 

have the potential to significantly improve the device’s functionality and user experience. 

By focusing on these areas, the device can become more effective, accessible, and useful for 

its intended audience. 
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APPENDICES 

APPENDIX A- DATA SHEET 

 

A.1: Wearable Sensor Gloves for Sign Language Translation 

Table 1 below summarizes the specifications of a representative wearable sensor 

glove used in sign language translation. This device is designed to translate American 

Sign Language (ASL) gestures into speech or text in real time. 

                   Table 1: Specifications of Wearable Sensor Gloves 

Component Specification 

Device Name SignAloud Smart Glove 

Type Wearable Sensor Glove 

Sensors Used Flex sensors, accelerometers, gyroscopes 

Connectivity Bluetooth 4.0, USB 

Battery Life 6-8 hours of continuous usage 

Size Small, Medium, Large (adjustable) 

Material Soft fabric with embedded flexible circuit board 

Purpose 
Translate American Sign Language (ASL) gestures into speech 

or text 

Output 
Speech output via mobile app or text output to a screen 

(Android/iOS) 

Accuracy 
90% accuracy in controlled environments (varies in real-world 

conditions) 

Cost $250 - $350 USD 

Software 

Required 

Companion app for gesture translation and settings (available 

on Android/iOS) 
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A.2: Hand Gesture Recognition System (Machine Learning Model) 

The table below outlines the specifications of the machine learning model used for 

real-time gesture recognition in sign language translation systems. This model 

processes sensor data from wearable devices to recognize hand gestures. 

             Table 2: Specifications of Hand Gesture Recognition System 

Model Name Specification 

Model Type 
Convolutional Neural Network (CNN), Support Vector 

Machine (SVM) 

Training Dataset Custom dataset with 5,000+ sign language gesture images 

Input Format 
2D image data captured by camera or 3D depth data 

(Kinect) 

Model Performance 
- Training Accuracy: 92%  

- Validation Accuracy: 85% 

Processing Time 0.1 - 0.5 seconds per gesture depending on complexity 

Hardware 

Requirements 

GPU (for training), standard mobile phone or computer 

(for inference) 

Output 
Text output of recognized sign language gesture or 

translated speech 

Model Size 100MB (after training) 

Software Framework TensorFlow, Keras 

Cost 
Open-source (free to use for research, commercial licenses 

available) 
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A.3: Smart Sign Language App 

The smart sign language app is designed to provide real-time sign language 

translation. The app interfaces with wearable sensors or camera-based input systems 

to detect sign language gestures and convert them into text or speech. 

                   Table 3: Specifications of Smart Sign Language App 

App Name Specification 

Platform Android, iOS 

Purpose Real-time translation of sign language into text or speech 

Supported 

Languages 

American Sign Language (ASL), British Sign Language 

(BSL), International Sign 

Features 

- Real-time gesture recognition  

- Speech-to-text translation  

- User interface customization 

Input Method 
Gesture input via wearable gloves, camera input (for sign 

language gestures) 

Output Method Text output on screen, speech synthesis for output 

Accuracy 
85%-90% for common ASL signs, accuracy decreases with 

complex phrases 

Processing Time Real-time (<1 second for most gestures) 

Data Privacy 
Local processing on the device, no cloud storage unless 

specified 

Cost 
Free basic version, premium features available for 

$5.99/month 
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A.4: Sign Language Recognition System Evaluation Metrics 

To assess the performance of the smart sign language translation system, key 

evaluation metrics such as accuracy, latency, and user experience were measured. 

Table 4 summarizes the evaluation results of a typical sign language recognition 

system. 

          Table 4: Evaluation Metrics for Sign Language Recognition System 

Metric Specification 

Accuracy 
- Gesture Recognition: 85%-95%  

- Speech Translation: 90% 

Latency <1 second for gesture recognition and translation 

User Interface 

Rating 
4.5/5 (based on user feedback and usability studies) 

Device 

Compatibility 
Android 9.0 and higher, iOS 12.0 and higher, Windows 10 

Power 

Consumption 
0.5W – 2W (depending on usage) 

Wearability Comfortable for 4-6 hours of continuous use 

Cost (Device + 

App) 

$250-$350 USD for device, app is free with optional 

premium subscription 
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A.5: Example of Sign Language Gestures and Translations 

Table 5 below shows some example gestures used in American Sign Language 

(ASL) and their corresponding translations. These gestures can be recognized and 

processed by wearable sensor devices or camera-based systems. 

          Table 5: Example of ASL Gestures and Translations 

Gesture Translation 

Thumb up "Good" 

Two hands moving apart "Thank you" 

Raised fist "Stop" 

Index finger pointed up "Wait" 

Open palm with fingers spread "Please" 

A.6: Sensor Data from Wearable Gloves 

The sensor data from wearable gloves is critical in accurately recognizing and 

interpreting sign language gestures. Table 6 provides an overview of the sensor 

specifications and the types of measurements they capture. 

                      Table 6: Sensor Data from Wearable Gloves 

Sensor Measurement Unit 

Flex Sensor 1 Angle of finger bend (index) Degrees (°) 

Flex Sensor 2 Angle of finger bend (middle) Degrees (°) 

Accelerometer 

X-axis 
Movement detection (horizontal plane) m/s² 

Accelerometer 

Y-axis 
Movement detection (vertical plane) m/s² 

Gyroscope 
Rotation speed for detecting hand gestures 

(clockwise/counterclockwise) 

Degrees per 

second (°/s) 
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APPENDIX B- PROGRAMMING 

 For Device: 

#include <SoftwareSerial.h> 

 

//----------------------------------------------------------------- 

SoftwareSerial ss(2, 3); //(RX,TX) 

 

int MainCount=0; 

 

//------------------------------------------------------------------ 

 

int Test=0; 

 

int  MODE=0; 

float s1,s2,s3,s4,s5; 

int Counter=0; 

float AVG1=0; 

float AVG=0; 

float AVGX=0; 

float AVG2=0; 

float AVG3=0; 

float AVG4=0; 

float AVG5=0; 

int statusx=0; 

 

 //------------------My Variable 

  

void setup() { 

  

 

  Serial.begin(9600);         // Initialize serial communications with 

the PC 

  ss.begin(9600);  

 

} 
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void loop() { 

 

   s1= analogRead(A0);           //read the value from the sensor 

  s1 = (5.0 * s1 * 100.0)/1024.0;  //convert the analog data to DC AC 

VOLTAGE 

  s1=100-((500-s1)/130*100.0); 

  if (s1<0){ 

    s1=0; 

  } 

 

 

  s2 = analogRead(A1);           //read the value from the sensor 

  s2 = (5.0 * s2 * 100.0)/1024.0;  //convert the analog data to DC AC 

VOLTAGE 

 // s2 = 100-s2; 

  s2=100-((500-s2)/130*100.0); 

    if (s2<0){ 

    s2=0; 

  } 

  

 

  s3 = analogRead(A2);           //read the value from the sensor 

  s3= (5.0 * s3 * 100.0)/1024.0;  //convert the analog data to DC AC 

VOLTAGE 

 // s3= 100-s3; 

  s3=100-((500-s3)/130*100.0); 

    if (s3<0){ 

    s3=0; 

  } 

 

    s4 = analogRead(A4);           //read the value from the sensor 

  s4 = (5.0 * s4* 100.0)/1024.0;  //convert the analog data to DC AC 

VOLTAGE 

 // s4 = 100-s4; 

  s4=100-((500-s4)/130*100.0); 

    if (s4<0){ 

    s4=0; 

  } 

 

     s5 = analogRead(A3);           //read the value from the sensor 

  s5 = (5.0 * s5* 100.0)/1024.0;  //convert the analog data to DC AC 

VOLTAGE 

//s5 = 100-s5; 

 s5=94-((500-s5)/130*100.0); 

   if (s5<0){ 

    s5=0; 

  } 
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  Serial.print(s1); 

  Serial.print("\t"); 

  Serial.print(s2); 

  Serial.print("\t"); 

  Serial.print(s3); 

   

  Serial.print("\t"); 

  Serial.print(s4); 

    Serial.print("\t"); 

  Serial.println(s5); 

 

//-------------------------------------------------------- 

if (s1>10 && s2<25 && s3<25 && s4<25 && s5<25){ 

 

  Serial.print("Hello, How Are You?"); 

  ss.print("Hello, How Are You?"); 

  delay(5000); 

} 

if (s1<25 && s2>10 && s3<25 && s4<25 && s5<25){ 

 

  Serial.print("Terima Kasih"); 

  ss.print("Terima Kasih"); 

  delay(5000); 

} 

 

if (s1<25 && s2<25 && s3>10 && s4<25 && s5<25){ 

  Serial.print("Saya Nak Pergi Tandas"); 

  ss.print("Saya Nak Pergi Tandas"); 

  delay(5000); 

} 

 

if (s1<25 && s2<25 && s3<25 && s4>10 && s5<25){ 

  Serial.print("Saya Lapar"); 

  ss.print("Saya Lapar"); 

  delay(5000); 

} 

 

if (s1<25 && s2<25 && s3<25 && s4<25 && s5>10){ 

  Serial.print("Saya Haus"); 

  ss.print("Saya Haus"); 

  delay(5000); 

} 

 

 

  delay(100);} 
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FOR APPS: 
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APPENDIX C – MANUAL AND SURVEY PROOF 

 

 


